
Novel Methods and Algorithms for Fitting and Equivalent Circuit Synthesis of Multi-port

Systems’ Frequency Response for Time-Domain Simulation

A Thesis

Presented in Partial Fulfilment of the Requirements for the

Degree of Master of Science

with a

Major in Electrical Engineering

in the

College of Graduate Studies

University of Idaho

by

Venkatesh Avula

Major Professor: Ata Zadehgol, Ph.D.

Committee Members: Herbert Hess, Ph.D.; Feng Li, Ph.D.

Department Administrator: Mohsen Guizani, Ph. D.

December 2016



ii

Authorization to Submit Thesis

This thesis of Venkatesh Avula, submitted for the degree of Master of Science with a major

in Electrical Engineering and titled “Novel Methods and Algorithms for Fitting and

Equivalent Circuit Synthesis of Multi-port Systems’ Frequency Response for Time-Domain

Simulation,” has been reviewed in final form. Permission, as indicated by the signatures

and dates given below, is now granted to submit final copies to the College of Graduate

Studies for approval.

Major Professor: Date
Ata Zadehgol, Ph.D.

Committee
Members: Date

Herbert Hess, Ph.D.

Date
Feng Li, Ph.D.

Department
Administrator: Date

Mohsen Guizani, Ph.D.



iii

Abstract

Interconnects in electrical/electronic systems are commonly modeled in frequency-domain.

However, system level transient simulation typically needs its macromodel in circuit level

representation. In this thesis, a novel iterative fitting method, Pole Residue Equivalent

System Solver (PRESS), that approximates a multi-port frequency response to a set of poles

and residues which can then be synthesized as an equivalent circuit netlist is proposed. The

fitting method iteratively picks a few consecutive points from the frequency response and

identifies a local transfer function matching their response; however, it tends to generate

large number of poles/residues. To optimize the model order, improvements to the original

PRESS algorithm are proposed. Experiments on multitude of test cases show that the

performance of the resultant equivalent circuit matches closely to the given frequency-domain

model, demonstrating the potential in the method for wide applications in signal and power

integrity modeling and simulation of interconnect networks.
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CHAPTER 1

Introduction

Frequency domain network parameters such as scattering (S), admittance (Y), and

impedance (Z) parameters containing a systems frequency response at discrete samples over

a frequency range are ubiquitous, especially in the area of signal and power integrity for

high speed interconnects and power delivery networks. In some applications, models are

directly utilized; for example, self-impedance Z11 of power delivery planes are analyzed and

optimized to push resonant frequencies beyond load operating frequencies and below target

impedance [9]. In other applications where time domain SPICE based simulation is necessary,

the frequency domain models are processed further [10]; for example, performance of package

interconnects [11] can be assessed only in time domain by running a long sequence of 1s and 0s

to evaluate the actual degradation caused to eye diagrams [12]. In such cases of mixed time-

frequency domain simulations, many approaches exists to reconcile the usage of frequency-

domain models for time-domain simulations: inverse Fourier transform based convolution

method [13], moment matching based complex frequency hopping ( CFH ) method [14] [15]

and rational function approximation based macromodeling method [16] [17] [18] [19] [20].

Macromodeling of the frequency domain model is an efficient approach for mixed time-

frequency system simulation involving non-linear circuits such as active transceivers. The

macromodel is obtained rational function approximation and contains the equivalent pole/residue

of the given frequency domain model. Then the macromodel can either be used in recursive

convolution [10] based transient analysis or converted to equivalent lumped circuits [12] to

simulate along with nonlinear devices in time-domain simulators like SPICE.

This thesis focuses on macromodeling and the consequent equivalent circuit synthesis of

systems’ frequency domain models.
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1.1 Problem: mixed-domain simulation

With wide usage of frequency domain models [21], the problem of mixed-domain transient

simulation, as in Figure 1.1, exists in many areas of electrical engineering, inlcluding compu-

tational electromagnetics [22] [23] [24] [25] [26] [27] [28], power systems [29], RF design [30]

and signal/power integrity [31] applications. Antenna based wireless communication systems,

for instance, are traditionally characterized, modeled and analyzed in frequency-domain; an-

tenna performance is analyzed mainly with antenna gain and VSWR, especially return-loss

S11 and self-impedance Z11, which are used to determine [32] the radiation efficiency and

to match impedance. But as the avaialbile bandwith increases, as in the case of Ultra-

wideband (UWB) [33] for example, the system design becomes challegning, especially the

co-design of antenna/circuit interface. This requires co-simulation of antennas along with

the transceivers; such time-domain analysis involves interfacing frequency-domain models

of antennas with the SPICE models of non-linear [34] transcievers. This calls for circuit-

level [35] representation of the sampled frequency responses of antennas, which typically

requires macromodeling: rational function approximation [36] of the sampled frequency re-

sponse and synthesis of partial fractions as equivalent lumped circuits.Challenges in Mixed-domain simulation

• Link simulations are usually performed as transients in 

time-domain.

• Transceivers are non-linear and modeled as SPICE or IBIS. 

However, Channel is considered as LTI and modeled by S-

parameters in frequency-domain.

• Using S-parameters in time-domain simulations calls for 

its conversion to equivalent circuits in SPICE simulation.

ChannelTx Rx

IBIS or SPICE model Scattering parameters IBIS or SPICE model

Figure 1.1: Typical serial link transient co-simulation of nonlinear active circuits and linear
passive interconnects

1.2 Current state of the art

A critical step in the current established macrodeling process [37] [38], shown below in the

Figure 1.2, for converting sampled frequency response to circuit netlist is rational function
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approximation with partial fractions by Vector Fitting [39] [40] [41] [42]. Before performing

the fitting, however, the given frequency response model first need to be verified [43] [44] [45]

[46] for Causality by checking for Hilbert transform [47] based violations since any non-causal

behaviour in the model can cause failure in the VF based pole-residue fitting. If the model

fails the causality test, it is either causality enforced or the model is discarded. After the

causality sanctity confirmation, vector fitting with stability enforcement by either throwing

away the unstable poles or flipping them is performed. The resultant stable poles/residues

are subsequently converted to state-space [48] [12]. In the state-space form, model order

reduction [49] [50] [51] is performed before synthesis using controlled sources. Passivity,

then, is verified by the Eigen values of Hamiltonian matrices [52] [53] [54] [55] [52] [56] and

enforced by either perturbing the poles [57] or residue pairs [58] .

Enforce causality or 
discard the model

S-parameter 
model file

Causal?

Vector Fitting 
with stability 
enforcement

Model order 
reduction

in State-space

Passivity 
enforcement

SPICE 
netlist

No

Yes

Synthesis

Figure 1.2: Macromodeling process, as per the current dominant methodology
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1.3 Contribution

Macromodeling converts frequency response to a pole/residue representation before being

synthesized [59] as lumped element network. Many pole-zero fitting methods exist; for ex-

ample, the well-known method of vector fitting (VF) [39]. The VF method requires formu-

lating all sampled frequency response data into matrices and solving least squares; however,

this approach can quickly lead to very large matrices for increasing number of system ports,

thereby increasing computational complexity and cost. On the otherhand, the proposed

method, PRESS, may be regarded as a simpler, yet powerful, alternative that can address

very large systems because it formulates the problem in terms of at most 3 sample data

points in each iteration. In this thesis an alternate macromodeling flow based on the PRESS

fitting, shown below in the Figure 1.3, is demonstrated to work successfully in converting

multi-port networks to SPICE netlists. Passivity verification and enforcement can then be

performed [60] on the synthesized circuits.

Fitting by PRESS and the subsequent improvements to its algorithm in terms of perfor-

mance and computational complexity are covered in the Chapter 2. The order of fitted poles

residues can be high and is proposed to be reduced by using the Singular perturbation ap-

proximation (SPA), which is covered in Chapter 3. Once we have the optimized pole/residue

or reduced state-space representation, multi-port network synthesis is performed, as covered

in the Chapter 4. The results and discussion are in Chapters 5 and 6.
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S-parameter 
model file

PRESS Fitting 
with stability 
enforcement

Direct Synthesis

SPICE netlist

Model order reduction
Reduce 
model 
order?

Indirect Synthesis

SPICE netlist

Yes

No

Pole/residues

State space

Controlled sources, 
Capacitors, resistors

Frequency response

R, L, C, G

Figure 1.3: Macromodeling process as covered and contributed in the thesis
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CHAPTER 2

Fitting of frequency response

The proposed fitting methods are based on bottom-up approach. They start with

naught and generates approximant recursively by building one block at a time. The building

blocks are individual local transfer functions matching at local subsets; the blocks are then

combined to approximate or fit the given model’s frequency response. This chapter details

the original PRESS algorithm and its improvements.

2.1 Pole Residue Equivalent System Solver (PRESS)

Before delving deeper, some notations follow. The given frequency domain transfer function

Hgiven consists of N samples, Hgiven = {[ω1, h1], [ω2, h2], . . . , [ωN , hN ]} defined over discrete

angular frequency samples Ω = {ω1, ω2, . . . , ωN}. The subset Ψ is defined a collection of

selected consecutive points from the frequency response around the peak or maxima position

M ∈ Integers where 1 ≤ M ≤ N . For example, Ψ = {[ωL, hL], [ωM , hM ], [ωR, hR]} is a three

point subset, where left sample ωL = ωM−1, middle sample ωM , and right sample ωR = ωM+1.

The frequency domain model of a system contains its responses at multiple discrete

frequencies; all frequency responses together describe the system behavior. The proposed

PRESS method, relies on the premise that combination of individual local transfer functions

matching at multiple local Ψ subsets can be effective in approximating the given model’s

frequency response. The method starts with the given frequency response and sets it equal

to the error that is minimized repeatedly by performing local fits at Ψ which are centered at

peak or maxima position of error magnitude. After fitting at Ψ, the remnant error response is

designated as the new response from which yet another Ψ subset is obtained for local fitting;

this process of local fitting continues iteratively until the sum of all local fits produces an

approximate global fit within desired accuracy. Stability is enforced at each local fit stage

by discarding [39] the unstable local fit poles and traversing the peaks of error until a stable
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local fit is found.

2.1.1 Formulation: choosing and fitting a subset Ψ

For each iteration, Ψ is centered at position of peak of magnitude of error. If an unstable

transfer function results from matching a particular subset Ψ, then the next error peak is

chosen for fitting. Once position of Ψ is determined, local fit is found over the selected

points. There are three types of local fit transfer functions, as described below.

Type 1 Local Fit

A low pass real single-pole filter is used to fit Ψ at one data point.

Hfit1(s) =
c

s− p
(2.1)

where c, p ∈ Reals, s = ω, 2 = −1, ω = 2πf , and f is frequency in (Hz). Using the Ψ

frequency point and response {[ωM , hM ]} in (2.1), yields

Hfit1(ωM) = hM

Writing the response in terms of a complex number, and expanding both sides produces

c

ωM − p
= aM + bM

Taking the real and imaginary parts of above, we obtain 2 equations and 2 unknowns

<[
c

ωM − p
] = aM ; =[

c

ωM − p
] = bM (2.2)

where < is real part and = is imaginary part of a complex number. From the above two

equations, the two unknowns c and p can be solved numerically.
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Type 2 Local Fit

A band-pass complex-conjugate 2-pole filter is used to fit Ψ at two data points.

Hfit2(s) =
C

s− P
+

C∗

s− P ∗
(2.3)

where C,P ∈ Complexes , C = cr + ci, P = pr + pi and ∗ is complex conjugate operator.

Using Ψ = {[ωL, hL], [ωM , hM ]} in (2.3), we obtain

Hfit2(ωL) = hL;

Hfit2(ωM) = hM

Expanding both sides,

C

ωL − P
+

C∗

ωL − P ∗
= aL + bL

C

ωM − P
+

C∗

ωM − P ∗
= aM + bM

Separating to real and imaginary components,

<[
cr + ci

ωL − (pr + pi)
+

cr − ci
ωL − (pr − pi)

] = aL (2.4)

=[
cr + ci

ωL − (pr + pi)
+

cr − ci
ωL − (pr − pi)

] = bL (2.5)

<[
cr + ci

ωM − (pr + pi)
+

cr − ci
ωM − (pr − pi)

] = aM (2.6)

=[
cr + ci

ωM − (pr + pi)
+

cr − ci
ωM − (pr − pi)

] = bM (2.7)

From the above four equations, the four unknowns cr, ci, pr and pi can be solved numerically.
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Type 3 Local Fit

Equation (2.3) may be modified to add a high frequency term and a DC term, as follows

Hfit3(s) =
C

s− P
+

C∗

s− P ∗
+
s− f
k

(2.8)

where C,P ∈ Complexes and f, d ∈ Reals. Using Ψ = {[ωL, hL], [ωM , hM ], [ωR, hR]} in (2.8)

yields

Hfit3(ωL) = hL;

Hfit3(ωM) = hM ;

Hfit3(ωR) = hR

Expanding both sides,

C

ωL − P
+

C∗

ωL − P ∗
+
ωL − f

k
= aL + bL

C

ωM − P
+

C∗

ωM − P ∗
+
ωM − f

k
= aM + bM

C

ωR − P
+

C∗

ωR − P ∗
+
ωR − f

k
= aR + bR

Separating to real and imaginary components,

<[
cr + ci

ωL − (pr + pi)
+

cr − ci
ωL − (pr − pi)

+
ωL − f

k
] = aL (2.9)

=[
cr + ci

ωL − (pr + pi)
+

cr − ci
ωL − (pr − pi)

+
ωL − f

k
] = bL (2.10)

<[
cr + ci

ωM − (pr + pi)
+

cr − ci
ωM − (pr − pi)

+
ωM − f

k
] = aM (2.11)
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=[
cr + ci

ωM − (pr + pi)
+

cr − ci
ωM − (pr − pi)

+
ωM − f

k
] = bM (2.12)

<[
cr + ci

ωR − (pr + pi)
+

cr − ci
ωR − (pr − pi)

+
ωR − f

k
] = aR (2.13)

=[
cr + ci

ωR − (pr + pi)
+

cr − ci
ωR − (pr − pi)

+
ωR − f

k
] = bR (2.14)

From the above six equations, the six unknowns cr, ci, pr, pi, k and f can be solved numeri-

cally.

2.1.2 Algorithm

The given sampled response is Hgiven, the approximant to be obtained is Hsum, the error is

defined as Herr = Hgiven−Hsum, and Hfit is the local fit at each iteration. The method tries

to reduce magnitude of Herr at its peak by finding stable transfer function Hfit that fits Ψ

and subtracting Hfit from Herr. If unstable fit occurs, Ψ is chosen at position of the next

peak error, and so on. Such Iterations are repeated until Hsum reaches to desired error. Total

error level is computed by summing up the magnitude of Herr across all available samples.

Desired target error is E ∈ Real. The method is summarized in Algorithm 1 below.

2.2 Coarse-to-fine Malleable Pole/Residue Equivalent System Solver

(COMPRESS)

PRESS [5] [3] is a simple fitting method, relying on processing at most 3 consecutive

sample data points in each iteration. But the fit results in large model with high number

of pole/residues. In this section, to lower fitting error and improve the model order, non-

consecutive sample subset based local fitting is proposed, allowing local fits with variable

bandwidth, adapting to the peaks and valleys of the given response.
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Algorithm 1: PRESS algorithm

Input: Hgiven is the given frequency response.
Output: Hsum is the approximated frequency response.

1 begin
2 Hsum = 0, Herr = Hgiven −Hsum

3 while
∑N

i=1 |Herr(i)| > E do
4 Find index M at maxima of |Herr|.
5 Identify Hfit(ωM) type with lowest error.
6 if <[p] > 0 then
7 Set Ψ to the next peak position in |Herr|, go to step 5.

8 Hsum = Hsum +Hfit.
9 Herr = Hgiven −Hsum.

Unlike PRESS [5] that chooses atmost three consecutive sample points, non-consecutive

[7] sample points based local fitting is proposed in this section to build approximant with

local fit transfer function as building-block. At each iteration, the center point of subset is

fixed at a peak while the other two points are varied to get the lowest error yielding local

fit, thereby adapting to the complexities of the frequency response. Stability is enforced at

each local fit stage by discarding [39] the unstable local fit poles and traversing to the other

peaks of frequency response until a stable local fit is found.

2.2.1 Formulation: iteratively adapting and fitting a subset

From the given frequency domain transfer function, Hgiven = {[ω1, h1], [ω2, h2], . . . , [ωN , hN ]}

consisting responses over N discrete frequency samples Ω = {ω1, ω2, . . . , ωN}, a three point

adaptive subset Ψ is defined as a collection of points from Hgiven around position M ∈

Integers where 1 ≤ M ≤ N , Ψ = {[ωL, hL], [ωM , hM ], [ωR, hR]}, where left sample ωL =

ωM−dL , middle sample ωM , and right sample ωR = ωM+dR , at offsets dL and dR ∈ Integers,

where 1 ≤ dL ≤M − 1 and 1 ≤ dR ≤ N − P , from the middle point M .

At each iteration, to adapt to the frequency response, disparate subsets, formed by all

the possible combination of offsets dL and dR, are locally fitted before choosing the best fit

among them, resulting in the lowest possible fitting error. Note that the subset offsets are
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fixed, as 1, in the original PRESS [5] algorithm.

For local fitting of each adaptive subset, one of the three local fit transfer function types

below is used.

2.2.2 Algorithm

The method starts with initializing error Herror with the given input frequency response,

Hgiven and output approximant, Hsum as zero. It reduces the error and builds approximant

by recursively performing local fitsHfit toHerror with stable transfer functions: each iteration

picks the best non-consecutive point subset Ψ from Herror, identifies a stable transfer function

that matches their response, Hfit, thereby reducing error, Herror = Hgiven−Hsum and building

approximant, Hsum = Hsum + Hfit. Once the total error level, computed by summing up

the magnitude of Herror across all available samples, reaches below the desired target error,

E ∈ Real, it stops.

Total error level is computed by summing up the magnitude of Herr across all available

samples. Desired target error is E ∈ Real. The method is summarized in Algorithm 2 below.

Algorithm 2: COMPRESS algorithm

Input: Hgiven is the given frequency response.
Output: Hsum is the approximated frequency response.

1 begin
2 Hsum = 0, Herr = Hgiven −Hsum

3 while
∑N

i=1 |Herr(i)| > E do
4 Find index M at maxima of |Herr|.
5 Identify subset Ψ width and Hfit(ωM) type with the lowest error.
6 if <[p] > 0 then
7 Set Ψ to the next peak position in |Herr|, go to step 5.

8 Hsum = Hsum +Hfit.
9 Herr = Hgiven −Hsum.
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2.3 Error Maxima-agnostic Pole Residue Equivalent System Solver

(EMPRESS)

PRESS [5] is a simple fitting method, relying on processing at most 3 consecutive

sample data points in each iteration. But the fit results in large model with high number of

pole/residues. In this section, to lower fitting error and improve the model order, instead of

fitting at the error peak, local fitting anywhere with the best fit performance is proposed,

allowing to widen the net of possible local fit locations, thereby reducing the error quickly

in lesser number of iterations when compared to the original PRESS algorithm

Unlike PRESS [5] that chooses atmost three consecutive sample points at the error peak,

sweeping all the points by fitting at all the points and choosing the best fit interms of lowest

error, basically maxima or peak agnostic, is proposed [1] to build approximant with local

fit transfer function as building-block. At each iteration, the center point of subset is swept

across the frequency range to get the lowest error yielding local fit, thereby adapting to

the complexities of the frequency response. Stability is enforced at each local fit stage by

discarding [39] the unstable local fit poles and traversing to the next best subset of frequency

response until a stable local fit is found.

2.3.1 Algorithm

The method starts with initializing error Herror with the given input frequency response,

Hgiven and output approximant, Hsum as zero. It reduces the error and builds approximant

by recursively performing local fits Hfit to Herror with stable transfer functions: across

the frequency range, each iteration picks the best consecutive point subset Ψ from Herror,

identifies a stable transfer function that matches their response, Hfit, thereby reducing error,

Herror = Hgiven−Hsum and building approximant, Hsum = Hsum +Hfit. Once the total error

level, computed by summing up the magnitude of Herror across all available samples, reaches

below the desired target error, E ∈ Real, it stops.
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Total error level is computed by summing up the magnitude of Herr across all available

samples. Desired target error is E ∈ Real. The method is summarized in Algorithm 3 below.

Algorithm 3: EMPRESS algorithm

Input: Hgiven is the given frequency response.
Output: Hsum is the approximated frequency response.

1 begin
2 Hsum = 0, Herr = Hgiven −Hsum

3 while
∑N

i=1 |Herr(i)| > E do
4 forall elements of Herr do
5 Identify Hfit(ωM) type with the lowest error.
6 if <[p] > 0 then
7 Discard and set Ψ to the next element position in |Herr|, go to step 5.

8 Find index M that has the minima or lowest |Herr|.
9 Identify subset Ψ width and Hfit(ωM) type with the lowest error.

10 Hsum = Hsum +Hfit.
11 Herr = Hgiven −Hsum.

2.4 Optimized Pole/Residue Equivalent System Solver (OPPRESS)

PRESS [5] [3] is a simple fitting method, relying on processing at most 3 consecutive

sample data points in each iteration. But each iteration’s local fitting needs solving six non-

linear equations for type-3 fit type; also, the approximant results in a large model with high

number of pole/residues. In this section, to lower both the computational complexity of type-

3 fit and improve the model order, simplified type-3 local fit type with flexible improper term

is proposed, allowing local fits with variable bandwidth, adapting to the peaks and valleys

of the given response.

Unlike PRESS [5] that chooses atmost three consecutive sample points, non-consecutive

[7] sample points based and simplified type-3 local fitting is proposed in this section to build

approximant with local fit transfer function as building-block. At each iteration, the center

point of subset is fixed at a peak for type-1 and type-2 fits; but for type-3’s the other point
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is swept to get the lowest error yielding local fit, thereby adapting to the complexities of

the frequency response. Stability is enforced at each local fit stage by discarding [39] the

unstable local fit poles and traversing to the other peaks of frequency response until a stable

local fit is found.

2.4.1 Formulation: iteratively fitting a subset

From the given frequency domain transfer function, Hgiven = {[ω1, h1], [ω2, h2], . . . , [ωN , hN ]}

consisting responses over N discrete frequency samples Ω = {ω1, ω2, . . . , ωN}, a three point

adaptive subset Ψ is defined as a collection of points from Hgiven around position M ∈

Integers where 1 ≤ M ≤ N , Ψ = {[ωL, hL], [ωM , hM ], [ωR, hR]}, where left sample ωL =

ωM−1, middle sample ωM , and right sample ωR = ωM+1.

At each iteration, the three types of fits are sequentially fitted at the error peak before

choosing the best fit among them. After the Type-2 fit, it is reused and a simple improper

system is adaptively fitted to the remnant frequency response, reducing the computational

complexity of type-3 type.

For local fitting of each subset, one of the three local fit transfer function types below is

used.

Type 1 Local Fit

A low-pass, single real-pole filter is used to fit Ψ at one data point.

Hfit1(s) =
c

s− p
(2.15)

where c, p ∈ Reals, s = ω, 2 = −1, and ω is angular frequency in (radians/second). The two

unknowns k and p can be solved numerically from (2.1) after substituting Ψ = {[ωM , hM ]}.
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Type 2 Local Fit

A band-pass, complex-conjugate 2-pole filter is used to fit Ψ at two data points.

Hfit2(s) =
C

s− P
+

C∗

s− P ∗
(2.16)

where C,P ∈ Complexes and ∗ is complex conjugate operator. The unknowns C and P can

be solved numerically from (2.3) after substituting Ψ = {[ωL, hL], [ωM , hM ]}.

Type 3 Local Fit

A high frequency term and a DC term are added to Equation (2.3) and Ψ is fit at one data

point.

Hfit3(s) = Hfit2(s) +
s− f
k

(2.17)

where f, k ∈ Reals and can be solved numerically from (2.8) after substituting Ψ = {[ωM+d, hM+d]}.

where the middle sample ωM+d, at an offset d ∈ Integers, where 1−M ≤ d ≤ N −M , from

the middle point M . Note that this type-3 fit involves type-2 local fit at M and the improper

fit at M + d at an offset, d , from the maxima.

2.4.2 Algorithm

The OPPRESS algorithm is essentially the PRESS algorithm with a modified, simplified

Type-3 fit type: only one equation is solved instead of six equations in PRESS and the

given frequency range is swept to identify the best location for the new Type-3 fit. The

method starts with initializing error Herror with the given input frequency response, Hgiven

and output approximant, Hsum as zero. It reduces the error and builds approximant by

recursively performing local fits Hfit to Herror with stable transfer functions: each iteration

picks the consecutive point subset Ψ from Herror at its peak, identifies a stable transfer

function that matches their response, Hfit, thereby reducing error, Herror = Hgiven −Hsum
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and building approximant, Hsum = Hsum + Hfit. Once the total error level, computed by

summing up the magnitude of Herror across all available samples, reaches below the desired

target error, E ∈ Real, it stops.

Total error level is computed by summing up the magnitude of Herr across all available

samples. Desired target error is E ∈ Real. The method is summarized in Algorithm 4 below.

Algorithm 4: OPPRESS algorithm

Input: Hgiven is the given frequency response.
Output: Hsum is the approximated frequency response.

1 begin
2 Hsum = 0, Herr = Hgiven −Hsum

3 while
∑N

i=1 |Herr(i)| > E do
4 Find index M at maxima of |Herr|.
5 Identify Hfit(ωM) types-1, 2 and Hfit(ωMd

) type-3 with lowest error.
6 if <[p] > 0 then
7 Set Ψ to the next peak position in |Herr|, go to step 5.

8 Hsum = Hsum +Hfit.
9 Herr = Hgiven −Hsum.
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CHAPTER 3

Model order reduction

PRESS [5] is a simple fitting method, relying on processing at most 3 sample data points

in each iteration. But the fit results in large model with high number of pole/residues. In

this thesis, singular perturbation approximation (SPA) [61] technique is proposed to reduce

and optimize the model order. Unlike other truncation based model order reduction (MOR)

methods, SPA method residualizes the weaker states; so the reduced model contain more

information about the original system and maintains performance. This chapter covers the

formulation of the problem and algorithm .

3.1 Formulation

PRESS [5] iteratively builds approximant with local fit transfer function as building-block.

Stability is enforced at each local fit stage by discarding [39] the unstable local fit poles and

traversing to the other peaks of frequency response until a stable local fit is found. The

approximate global fit is then converted to balanced state-space form. Based on Hankel

singular values of the state-space, the energy contribution of the states is assessed. Instead

of truncating the low-energy states, singular perturbation approximation method [61] resid-

ualizes them by setting their derivatives to zero and then solves for the reduced state-space

model, which can be synthesized [12] as broadband circuits [59].

3.1.1 PRESS: iteratively choosing and fitting a subset

For each iteration, a subset of utmost three points centered at a peak position of frequency

response is chosen and one of the three types of local fit transfer functions is fitted.

After certain iterations, a combination of local fit types gives the global fit, having proper,
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improper and constant terms, HF
sum(s) = HF

p (s) +Hc(s) +Hi(s).

HF
p (s) =

n1∑
i=1

ci
s− pi

+

n2+n3∑
i=1

(
Ci

s− Pi

+
Ci
∗

s− Pi
∗

)
(3.1)

Hi(s) = s

n3∑
i=1

1

ki
(3.2)

Hc(s) =

n3∑
i=1

−fi
ki

(3.3)

where n1, n2, and n3 are the number of local fit types-1, 2 and 3 respectively; subscript

i corresponds to ith iteration and superscript like F is the order of proper terms, equaling

F = n1 + 2 ∗ (n2 + n3).

3.1.2 SPA: identify and residualize weaker states

The fitted system admittance transfer function’s proper part, Hp(s), in the poles and residues

form in (3.1) is converted [12] to a set of first-order differential equations in the state-space

domain.

Ẋ = AX +BU ;

Y = CX +DU

where A ∈ RF×F , B ∈ RF×1, C ∈ R1×F , D ∈ R1×1 are state-matrices, X is the state

vector of length F, U and Y are the input voltage and output current vectors of length 1.

Considering a generic case of multiple complex conjugate pairs based PRESS fit of t

iterations,
t∑

i=1

(
Ci

s−Pi
+ Ci

∗

s−Pi
∗

)
where Ci = vi + wi and Pi = hi + gi, its state-space matrices are-
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A =



h1 g1 0 . . . . . . . . . 0

−g1 h1 0 . . . . . . . . . 0

0 0 h2 g2 0 . . . 0

0 0 −g2 h2 0
. . .

...

...
... 0 0

. . . 0 0

0 . . . . . .
. . . 0 ht gt

0 . . . . . . . . . 0 −gt ht



,

B =



2

0

2

0

...

2

0



,

C =

[
v1 w1 v2 w2 . . . vt wt

]
,

D =

[
0

]
Transformation [62] matrix T is then used to balance the state-space.

Ã = T−1AT ,

B̃ = T−1B,

C̃ = CT ,

D̃ = D.

Based on Hankel singular values of the balanced state-matrix, the number of strongly

contributing states, r, is determined and the state-space is partitioned as-

Ã =

Ã11 Ã12

Ã21 Ã22

 ,
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B̃ =

B̃1

B̃2

 ,

C̃ =

C̃1

C̃2

,

Σ =

Σ1 0

0 Σ2

,

X =

X1

X2


where Σ is gramian, σi is ordered Hankel singular values of the system Σ1=diag(σ1,σ2...,σr,),

Σ2=diag(σr+1,σr+2...,σN ,) and σr > σr+1. Instead of discarding X2, it is residualized by set-

ting its derivative to zero and solving [63] for X2 in terms of X1 and input U gives the

singular perturbation approximation-

Hr
spa(s) = Cr(sI − Ar)

−1Br +Dr, where

Ar = Ã11 − Ã12Ã
−1
22 Ã21,

Br = B̃1 − Ã12Ã22−1B̃2,

Cr = C̃1 − C̃2Ã
−1
22 Ã21,

Dr = D̃ − C̃2Ã
−1
22 B̃2

The model order reduced system is Hr
mor(s) = Hr

spa(s) +Hc(s) +Hi(s).

3.2 Algorithm

The method starts with initializing error Herror with the given input frequency response,

Hgiven and ouput approximant, Hsum as zero. It reduces the error and builds approximant by

recursively performing local fits Hfit to Herror with stable transfer functions: each iteration

picks a consecutive point subset Ψ from Herror, identifies a stable transfer function that

matches their response, Hfit, thereby reducing error, Herror = Hgiven − Hsum and building

approximant, Hsum = Hsum + Hfit. Once the total error level, computed by summing up
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the magnitude of Herror across all available samples, reaches below the desired target error,

E ∈ Real, it stops. The algorithm is tabulated in [5]. The proper terms of the Hsum are

converted to a balanced state-space of order F ; based on its Hankel singular values, the

reduced model order, r, is determined. Then the original state space is partitioned at r and

residualized [61].
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CHAPTER 4

Synthesis

Traditional synthesis techniques rely on state-space approaches [12], resulting in controlled

source elements such as voltage-controlled current sources (VCCS). However, along with

this indiect synthesis method, this chapter includes admittance parameters based direct

synthesis [2], resulting in equivalent circuits that consists of basic circuit elements - resistor,

capacitor and inductor and extends the branch level cellular synthesis [59] to multi-port level

network synthesis. Also, the admittance based direct synthesis approach allows for simpler

passivity assessment [64] of the equivalent circuits.

4.1 Formulation

4.1.1 Synthesizing an equivalent circuit block

Direct method: synthesis from the set of poles-residues

From the earlier Chapter 2 on fitting, we get approximation to a given sampled frequency

response in pole-residue form as sum of partial fractions.

H(s) = G+ sC +
t∑

i=1

Ck

s− Pk

where t is the number of iterations; Ci and Pi are residue and pole of the ith iteration

respectively, which can be real or complex conjugate pairs depending on the fit type; and

G and C are real numbers and are the sum of all the corresponding constant and improper

terms that resulted from the Type 3 fits.

Among the ’t’ number of iterations, there can be a mix of the three types of local fit -

real pole, complex conjugate pair and complex conjugate pair improper transfer function.

Since the admittance (Y) parameters are directly implementable, each partial fractional term
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becomes a branch: the real pole transfer function is realized as RL branch, while the complex

conjugate pair function is realized as RLCG branch. The values of resistor, capacitor and

inductor elements are calculated from the equations [59] as shown in the Figure 4.1. So fitting

a sampled frequency response data with t iterations results in a single block consisting of t

branches connected in parallel.

Indirect method: synthesis from the state space

From the previous Section 3.1.2 on model reduction, we get optimized approximation to a

given sampled frequency response in state-space form as a set of complete matrices. Such

state-space form of admittance matrix can be synthesized [12] as a network of controlled

sources. As an example, a state space form with three states is considered for synthesis

below.

Ar =


a11 a12 a13

a21 a22 a23

a31 a32 a33



Br =


b11

b21

b31



Cr =

[
c11 c12 c13

]

Dr =

[
d11

]
where the matrices Ar,Br,Cr,Dr are real matrices.

Since the admittance (Y) parameters are directly implementable, each of the non-diagonal

element of matrix Ar and all the elements of matrices Br, Cr becomes controlled current
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Type 1 Local Fit Type 2 Local Fit

𝐻𝑓𝑖𝑡(𝑠) =
𝑐

𝑠 − 𝑝 𝐻𝑓𝑖𝑡 𝑠 =
𝑐𝑟 + 𝑗𝑐𝑖

𝑠 − 𝑝𝑟 + 𝑗𝑝𝑖
+

𝑐𝑟 − 𝑗𝑐𝑖
𝑠 − 𝑝𝑟 − 𝑗𝑝𝑖

𝑅 = −
𝑝

𝑐

𝐿 =
1

𝑐

𝑅𝑎 =
𝑐𝑖 𝑝𝑖 − 𝑐𝑟 𝑝𝑟

2 𝑐𝑟
2

𝐿 =
1

2 𝑐𝑟

𝑅𝑏 = −
𝑝𝑖

2 𝑐𝑖
2 + 𝑐𝑟

2

2 𝑐𝑟
2 𝑐𝑖 𝑝𝑖 + 𝑐𝑟 𝑝𝑟

𝐶 =
2 𝑐𝑟

3

𝑝𝑖
2 𝑐𝑖

2 + 𝑐𝑟
2

R

L

Ra

L

RbC
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𝑐
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Figure 4.1: Pole/residues to circuit branch synthesis: (a) Type 1 (b) Type 2 (c) Type 3.
Permission from [2], c©2016 IEEE
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source branch, while the diagonal elements of matrix Ar and Dr becomes a resistor branch.

4.1.2 Building equivalent multi-port network from the circuit blocks

Admittance parameters based direct synthesis of multi-port networks [65] is used in this

thesis.

Y =



Y11 Y12 . . . Y1n

Y21 Y22 . . . Y2n
...

...
. . .

...

Yn1 Yn2 . . . Ynn


where n is number of ports in the given frequency-domain model.

An n-port network model contains n2 frequency responses. But, by assuming reciprocity

and common reference among the ports, we can represent and realize the given admittance

multi-port model as a topology of n nodes with n+ n(n−1)
2

blocks: n transformed self admit-

tance blocks interconnected by n(n−1)
2

transformed transfer admittance blocks, as shown in

Figure 4.2.

The blocks of the topology are calculated from the given admittance parameters by

transforming them using the equations below.

Y ′ii =
n∑

j=1

Yij

Y ′ij = −Yij, i 6= j

(4.1)

So for fitting, the given diagonal self-admittance terms are transformed by adding with

transfer admittance terms, while the transfer admittance parameters gets sign reversed.
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Figure 4.2: Multi-port network synthesis using admittance parameters. Permission from [2],
c©2016 IEEE

4.1.3 Passivity verification of the multi-port network

Passivity of the realized circuits is an important property for running stable simulations.

Since synthesis is based on direct implementation [59] of admittance parameters as resistor,

capacitor and inductor based circuits , passivity checking and enforcement [60] is simplified

by first calculating the admittance of equivalent circuit at each frequency and checking

whether the eigen values of the real part of the admittance [64] is less than 0.

eig(<[Yc]) > 0 (4.2)

where eig() is eigen values of a matrix and Yc is admittance parameters of the equivalent

circuit at a frequency.

4.2 Algorithm

The multi-port admittance parameters are first transformed using the equations 4.1. For

each of the transformed admittance parameters, fitting and synthesis of corresponding block

of branches is performed. It start with initializing error Herr with the input frequency

response, Hgiven and ouput approximant, Hsum as zero. It reduces the error and builds

approximant by recursively performing local fits Hfit to Herr with stable transfer functions:
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each iteration picks a consecutive point subset Ψ from Herr, identifies a stable transfer

function that matches their response, Hfit, thereby reducing error, Herr = Hgiven − Hsum

and building approximant, Hsum = Hsum + Hfit. The resultant Hfit of each iteration is

synthesized as equivalent circuit branch. Once the total error level, computed by summing

up the magnitude of Herr across all available samples, reaches below the desired target error,

E ∈ Real, it stops after certain number of iterations ’t’, simultaneously making a block of

’t’ branches. All such blocks of the transformed admittance parameters form the equivalent

network, on which Passivity is assessed.
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CHAPTER 5

Results

This chapter shows various experiments, involving disparate interconnect structures

ranging from wire-line to power delivery planes to antennas, that validate the proposed

methods and algorithms.

5.1 Experiment 1: Stripline

The proposed algorithm is applied on a test case, commonly found in signal integrity

applications, a single-ended strip-line.

5.1.1 Setup

A strip-line transmission line of length 2′′ long and width 0.007′′ with reference planes sepa-

rated by 0.02′′, as shown in the Figure 5.1, is considered for this experiment.

2
0

 m
il7 mil

Relative permittivity 4.6

Copper

Dielectric

2 mil

2 milCopper

2 mil

Figure 5.1: strip lines 2′′ long. Permission from [3], c©2016 IEEE

5.1.2 Validation of PRESS

The results of fitting on return loss S11 and insertion loss S21 of the strip-line are shown

Figures 5.2-5.4. Also, comparison with VF method [66] is done on a one inch two-port strip-
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Figure 5.2: Fitting of strip-line return loss after 100th iteration: (a) Magnitude (b) Phase.
Permission from [3], c©2016 IEEE

line testcase strucure shown in Figure 5.1 where equivalent circuits are synthesized [65] [59]

from the poles-residues fitted by both the VF method [39] and proposed method. The

synthesized equivalent circuits are excited by a 1 V step voltage of rise time 1 ns and the

current and voltage at input port and output port respectively are simulated in ADS tool [67].

The comparison results are shown Figures 5.6a-5.6b.
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Figure 5.3: Fitting on strip-line insertion loss S21 magnitude after iterations: (a) 1st (b) 5th

(c) 100th. Permission from [3], c©2016 IEEE
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5.2 Experiment 2: Package

The proposed algorithm is applied on an interconnect test case, commonly found in signal

and power integrity applications, package.

5.2.1 Setup

The size of package [4] is 0.2′′ × 0.6′′. It has two signal transmission interconnects with

four ports, as shown in Figure 5.7. Signal path includes the wire bonds and on-package

interconnect and solder balls.

Copper
Dielectric

1

2

3

4

Bond wires

Solder balls

Figure 5.7: Package [4] 0.2′′ × 0.6′′ with 4 ports size. Permission from [3], c©2016 IEEE

5.2.2 Validation of PRESS

The results of fitting on insertion loss S21, crosstalk S31, S41 and return loss S11 of the

package respectively are shown Figures 5.8-5.11.
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Figure 5.8: Fitting of Package near-end crosstalk after 50th iteration: (a) Magnitude & (b)
Phase. Permission from [3], c©2016 IEEE
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Figure 5.9: Fitting of Package far-end crosstalk after 50th iteration: (a) Magnitude & (b)
Phase. Permission from [3], c©2016 IEEE
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Figure 5.10: Fitting of Package return loss after 50th iteration: (a) Magnitude & (b) Phase.
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Phase. Permission from [3], c©2016 IEEE
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5.3 Experiment 3: Microstrip

The proposed algorithm is applied to interconnect structures widely used in RF and

signal integrity applications: pair of microstrip transmission lines.

5.3.1 Setup

A pair of microstrip transmission lines of length 2′′ long is considered for this experiment as

shown in Figure 5.13.
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Figure 5.13: microstrip 2′′ long. Permission from [5], c©2016 IEEE
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5.3.2 Validation of PRESS

Our proposed method is applied to the insertion loss S21, crosstalk S31, S41 and return loss

S11 of the microstrip; results are shown Figures 5.14-5.18.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Frequency (Hz) 1e10

10-4

10-3

10-2

10-1

100

101

102
S

21
 M

a
g
n
it

u
d
e

Hgiven

Hsum

Hfit

Herror

(a)

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Frequency (Hz) 1e10

3

2

1

0

1

2

3

4

S
21

 P
h
a
se

 (
ra

d
ia

n
)

Hgiven Hsum

(b)

Figure 5.14: Fitting of microstrip insertion loss after 100th iteration: (a) Magnitude & (b)
Phase. Permission from [5], c©2016 IEEE
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Figure 5.15: Fitting of microstrip near-end crosstalk after 100th iteration: (a) 1st (b) 10th
& (c) 100th. Permission from [5], c©2016 IEEE
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Figure 5.16: Fitting of microstrip near-end crosstalk after 100th iteration: (a) Magnitude &
(b) Phase. Permission from [5], c©2016 IEEE
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Figure 5.17: Fitting of microstrip far-end crosstalk after 100th iteration: (a) Magnitude &
(b) Phase. Permission from [5], c©2016 IEEE
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Figure 5.18: Fitting of microstrip return loss after 100th iteration: (a) Magnitude & (b)
Phase. Permission from [5], c©2016 IEEE
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5.4 Experiment 4: Power planes

Power planes are commonly found as power delivery networks in electronics products

and analyzed by transient co-simulation [68] of signal and power interconnects for signal and

power interactions or coupling.

5.4.1 Setup

Power planes are of size 1 inch square planes separated by dielectric. Port is placed at the

via located at the center of the planes as shown in Figure 5.19.
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Figure 5.19: square power planes 1′′ × 1′′ with a port. Permission from [5], c©2016 IEEE

5.4.2 Validation of PRESS

Our proposed method is applied to the self impedance Z11 of power planes; results are shown

Figure 5.20. Also, performance of the fitted self impedance Z11 profile is compared against

VF method by synthesizing [65] [59] the equivalent circuits and exciting it with a 1 V step

voltage of rise time 10 ns in ADS tool [67], as shown in the Figure 5.21.
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Figure 5.20: Fitting power plane self-impedance after 80th iteration: (a) Magnitude & (b)
Phase. Permission from [5], c©2016 IEEE
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5.5 Experiment 5: Package

The proposed fitting and multi-port synthesis algorithm is applied on a test case -

package, a critical interconnect in high speed serial applications.

5.5.1 Setup

Package [6] of size 1.36′′ × 1.36′′ with power planes and signal transmission lines with port

placements is shown in Figure 5.22. Using this interconnects’ frequency response, multitude

of fitting algorithms proposed in the Chapter 2 are compared.

5.5.2 Validation of COMPRESS

The proposed adaptive subset width based local fitting technique is applied on the package

power planes and signal lines as shown in Figures 5.23 - 5.25 Also, the performance of

proposed method, COMPRESS, is compared against the original PRESS [5] fitted model in

Figures 5.26a, 5.26b and 5.26c.

5.5.3 Validation of EMPRESS

The performance of proposed method is compared against the original PRESS [5] fitted

model for self-admittance Y11, insertion losses- S13 and S24 in Figures 5.27a, 5.27b and 5.27c

respectively.

5.5.4 Validation of OPPRESS

The performance of proposed improved fititng method, OPPRESS, is compared against the

original PRESS [5] fitted model for self-admittance Y11, insertion losses- S13 and S24 in

Figures 5.28a, 5.28b and 5.28c respectively. Also, the computational complexity comparison

in terms of computation time, taken on a computer with Intel Core i7 5600U CPU @ 2.6GHz
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Figure 5.22: Setup: package [6] (a) cross-section (b) planes 1.36′′ × 1.36′′ size (c) signal
transmission lines. Permission from [7], c©2016 IEEE
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Figure 5.23: COMPRESS fitting of power planes admittance after 30th iteration: (a)
Magnitude & (b) Phase. Permission from [7], c©2016 IEEE
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Figure 5.24: COMPRESS fitting of signal insertion loss S24 after 30th iteration: (a)
Magnitude & (b) Phase. Permission from [7], c©2016 IEEE



52

0.0 0.2 0.4 0.6 0.8 1.0
Frequency (Hz) 1e10

10-5

10-4

10-3

10-2

10-1

100

101

102

103
S

13
 M

a
g
n
it

u
d
e

Hgiven

Hsum

Hfit

Herror

(a)

0.0 0.2 0.4 0.6 0.8 1.0
Frequency (Hz) 1e10

4

3

2

1

0

1

2

3

4

S
1
3
 P

h
a
se

 (
ra

d
ia

n
)

Hgiven

Hsum

(b)

Figure 5.25: COMPRESS fitting of signal insertion loss S13 after 30th iteration: (a)
Magnitude & (b) Phase. Permission from [7], c©2016 IEEE
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Figure 5.26: Error convergence of PRESS vs COMPRESS over 30 iterations: (a) self-
admittance Y11, insertion losses (b) S24 & (c) S13. Permission from [7], c©2016 IEEE
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Figure 5.27: Error convergence of PRESS vs EMPRESS over 30 iterations: (a) self-
admittance Y11, insertion losses (b) S24 & (c) S13
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and 12 GB RAM, in seconds and milliseconds, is in Tables 5.1 and 5.2. Note that the PRESS

computation time in the Table 5.2 covers only a single calculation of the three fit types.

Table 5.1: Comparison of fitting algorithms’ computation time for 10 iterations.

Model size, N tPRESS (s) tCOPRESS (s) tEMPRESS (s) tOPRESS (s)

100 14 25 16 13.6
200 13.9 106 18 15.5

Table 5.2: Comparison [1] of PRESS and Vector Fitting algorithms’ computation time.

Model size, N tV F (ms) tPRESS (ms)

100 5 3
500 13 3
1000 16 3
5000 32 3
10000 57 3
50000 340 3

5.5.5 MOR by SPA

The proposed SPA based model order reduction technique is applied on the interconnect,

power planes on package [6] shown in Figure 5.22. The results of PRESS [5] fitting on its

self-admittance Y 11 is shown in Figure 5.29. Based on the Hankel values in Figure 5.31, the

model order is reduced [69] from 60 to 15. The performance of reduced model is compared

against the original PRESS fitted model in Figure 5.32.

5.5.6 Validation of Indirect synthesis

Post model order reduction, the state space is synthesized using the indirect method. Per-

formance of the synthesized equivalent network in terms of its magnitude and phase are

compared with the given response in Figure 5.33.
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Figure 5.28: Error convergence of PRESS vs OPPRESS over 30 iterations: (a) self-
admittance Y11, insertion losses (b) S24 & (c) S13
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Figure 5.29: Fitting of power planes admittance after 30th iteration: (a) Magnitude & (b)
Phase.
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Figure 5.31: Hankel singular values of fit of the admittance over 30 iterations.
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Figure 5.32: Model order reduction of fit of admittance: (a) Magnitude & (b) Phase.
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(a)

(b)

Figure 5.33: Comparison of the Package power plane’s return loss with that of the synthesized
circuit: (a) Magnitude & (b) Phase.
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5.6 Experiment 6: Broadband antenna

Antenna, often modeled in frequency domain, can be considered as an interconnect and

co-simulated for system level analysis by using its macromodel.

5.6.1 Setup

The proposed algorithm is applied on a antenna test case - coax fed quarter wave patch

antenna [8], a common antenna for high frequency applications, as shown in Figure 5.34.

(a)

(b)

Figure 5.34: Setup - coax fed patch antenna [8] 40 × 30mm size with feed position of 10.8
mm : (a) top view (b) side view, port placement at feed

5.6.2 Validation of Synthesis

Fitting results of transformed admittance parameters - self admittance Y ′11 - are shown

Figures 5.35-5.36. Performance of the synthesized equivalent network is compared with the



62

given antenna in Figure 5.38.
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Figure 5.35: Fitting on the patch antenna Y ′11 after iterations: (a) 1st & (b) 10th .
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Figure 5.36: Fitting on the patch antenna Y ′11 after iterations: (a) 1st & (b) 10th.
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Figure 5.37: Convergence of magnitude of fitting error over 10 iterations.

5.7 Experiment 7: Power planes with 3 ports

Multi-port interconnect, power planes with multiple vias, is considered in this section to

validate the process of multi-port synthesis flow given in the Sections 4.1.1 and 4.1.2.

5.7.1 Setup

The proposed algorithm is applied on a three port test case - pair of power planes with three

vias, a common power delivery interconnect, as shown in Figure 5.39.

5.7.2 Validation of Direct Synthesis

Fitting results of transformed admittance parameters - transfer admittance Y ′32, Y
′
31 and Y ′21;

and self admittance Y ′33, Y
′
22 and Y ′11 respectively - are shown Figures 5.40-5.46. Performance

of the synthesized equivalent network is compared with the given three port power planes in

Figure 5.48.



65

(a)

(b)

Figure 5.38: Comparison of the antenna’s return loss with that of the synthesized circuit:
(a) Magnitude & (b) Phase.
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Figure 5.39: Setup - power planes 0.5′′× 0.5′′ size with three vias : (a) top view, vias at .25′′

and .125′′ (b) side view, port placement for each via. Permission from [2], c©2016 IEEE
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Figure 5.40: Fitting of power planes Y ′31 after 20th iteration: (a) Magnitude & (b) Phase.
Permission from [2], c©2016 IEEE
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Figure 5.41: Fitting on power planes Y ′32 after iterations: (a) 1st, (b) 5th, & (c) 20th. Per-
mission from [2], c©2016 IEEE
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Figure 5.42: Fitting on power planes Y ′32 after iterations: (a) 1st, (b) 5th, & (c) 20th. Per-
mission from [2], c©2016 IEEE
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Figure 5.43: Fitting of power planes Y ′21 after 20th iteration: (a) Magnitude & (b) Phase.
Permission from [2], c©2016 IEEE
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Figure 5.44: Fitting of power planes Y ′33 after 20th iteration: (a) Magnitude & (b) Phase.
Permission from [2], c©2016 IEEE
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Figure 5.45: Fitting of power planes Y ′22 after 5th iteration: (a) Magnitude & (b) Phase.
Permission from [2], c©2016 IEEE
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Figure 5.46: Fitting of power planes Y ′11 after 5th iteration: (a) Magnitude & (b) Phase.
Permission from [2], c©2016 IEEE
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Figure 5.47: Convergence of magnitude of fitting error of admittance over 20 iterations:
(a) transfer admittance Y32 and self admittanceY33 & (b) transfer admittance Y21 and self
admittanceY11. Permission from [2], c©2016 IEEE
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Figure 5.48: Comparison of power planes frequency-domain model with the synthesized
circuit: (a) Magnitude & (b) Phase. Permission from [2], c©2016 IEEE



76
CHAPTER 6

Discussion

Electrical performance and the computational complexity of the proposed fitting and

synthesis methods, algorithms are discussed here.

6.1 Performance

6.1.1 Fitting

PRESS

The proposed iterative method does an accurate fit of the frequency response of the two

test cases: strip-line and four-port package. Note that with each iteration the fitting error

level goes down as shown in Figures 5.3 and 5.4. The relative error level |Herr| compared to

given response |Hgiven| has gone down from less than one order at 10th iteration as shown in

Figure 5.3b to more than two orders at 100th iteration as shown in Figure 5.3c. In the case

of package insertions loss, the error level gets nearly two orders lesser in just 50 iterations as

shown in Figure 5.11a.

The progress of fitting the frequency responses of strip-line and package, in terms of error

reduction, is shown in the Figures 5.5 and 5.12 respectively. With the fitting error follow-

ing continuously downward trend as the number of iterations increase, it is clear that the

proposed method successfully converges with the error magnitude |Herr| at approximately

2 orders of magnitude lower than given response |Hgiven| in general. In spite of the com-

plexities in frequency response, the proposed method finds a good overall fit, Hsum. Even

a small irregularity near 1.7 GHz of phase response, for instance, is religiously tracked and

accurately fitted as shown in the Figures 5.8b, 5.9b and 5.10b.

We also observe that the rate of error reduction varies with and depends on the given

frequency response data. Error convergence of fitting strip-line follows nearly exponential [1]
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decay pattern while the package traces bumpy uneven curve. The progress of fitting package

has sudden drops in error followed by stagnation. Near-end crosstalk S31, for example, has

a drop in error around iteration 9 then stagnates for nearly 5 iterations, as shown in the

Figure 5.12, contrasting the progress of fitting strip-line, insertion loss S21 and return loss

S11, which has expoential [1] error reduction with increasing iterations, as shown in the

Figure 5.5.

Also, usability and equivalence of the poles-resides generated by the proposed method

from a given frequency response to that of vector fitting is seen from the 5.6a-5.6b. Excited

by a step voltage at port 1 of the strip-line equivalent circuit, the current at port 1 and voltage

at port 2 are matching closely. Moreover, the transient simulation results correlation shown

in Figure 5.48 of the synthesized equivalent circuits demonstrates that the poles/residues

generated by the proposed method are equivalent to that of the vector fitting [39].

But, in the case of power planes, the error level is higher at its first resonance at approx-

imately 1.32 GHz as shown in Figure 5.20. More iterations are required to further reduce

the error, where each iteration adds more terms to Hsum. Similariliy, higher relative error

observed for the case of strip-line return loss as shown in Figure 5.10a can be reduced with

more iterations adding terms to Hsum.

Application of either the model order reduction techniques [12] as discussed in the Chap-

ter 4 or improved PRESS algorithm - EMPRESS, COMPRESS, OPPRESS - may be needed

to reduce the number of terms and computational cost for transient simulations.

COMPRESS

Despite the complexities in the frequency responses, the phase response shown in Figure 5.25b

for instance, the proposed COMPRESS fitting method successfully converged, with fitting

error falling smoothly, never stagnating, as shown in the Figures 5.26a, 5.26b and 5.26c. It

also has two key benefits over the PRESS method: while the fitting error of PRESS stagnates,

like at iteration 12 in Figure 5.26a , the proposed method has error reduction in proportion
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to the number of iterations as shown the Figures 5.26a and 5.26c ; the fitting error was

lower than PRESS, by nearly an order of magnitude for the case shown in Figure 5.26c.

These benefits, however, come at a cost: computational complexity, shown in the Table 5.1,

is highest for the COMPRESS among the algorithms.

EMPRESS

Unlike the COMPRESS algorithm, EMPRESS was not always effective in fitting than the

original PRESS. Despite the complexities like in the frequency response shown in Fig-

ure 5.25b, the proposed EMPRESS fitting method successfully converged, with fitting error

falling continuously as shown in the Figures 5.27a, 5.27b and 5.27c. It has a drawback:

tendency to stagnate. Similar to the stagnation of fitting error of PRESS at iteration 12 in

Figure 5.27a, the proposed EMPREESS method has earlier error stagnation at iteration 5

itself, thereby ending up with higher than the PRESS at the end of 30 iterations as shown

the Figure 5.27a. It has two key benefits though: the fitting error was lower than PRESS, by

nearly an order of magnitude for the cases shown in Figures 5.27b and 5.27c; computational

complexity, shown in the Table 5.1, is much lower than the COMPRESS.

OPPRESS

Like the COMPRESS algorithm, OPPRESS was effective in fitting than the original PRESS.

Despite the complexities like in the frequency response shown in Figure 5.25b, the proposed

EMPRESS fitting method successfully converged, with fitting error falling continuously as

shown in the Figures 5.28a, 5.28b and 5.28c. It has three key benefits though: while the

fitting error of PRESS stagnates, like at iteration 12 in Figure 5.26a , the proposed method

has error reduction in proportion to the number of iterations as shown the Figures 5.28a,

5.28b and 5.28c; the fitting error was lower than PRESS, by nearly an order of magnitude

for the cases shown in Figures 5.28b and 5.28c; computational complexity, shown in the

Table 5.1, is lower than both the COMPRESS and EMPRESS and comparable to the original
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PRESS.

6.1.2 Model order reduction

Though PRESS fitting method successfully converged with fitting error falling continuously

as shown in the Figure 5.12, it begins to saturate at iteration 5. By the 30th iteration,

25 terms were type-2 and 5 terms were type-3, thus the fit has 60 states. Ordered Hankel

values shown in the Figure 5.31 show that there are around 15 contributing-states and the

rest corresponds to saturated iterations. As shown in Figure 5.32, the reduced-order model

matches closely to the original samples.

6.1.3 Synthesis

Direct synthesis

The proposed method does well in fitting and synthesis of the one-port antenna. Its suc-

cessfully converges, error continuously reducing with iterations as shown in the Figure 5.37.

The fitting method works iteratively and with each iteration the total fit Hsum improves, as

it approaches the target Hgiven. The progress of fitting Y ′11 magnitude and phase responses

can be seen from the Figures 5.35 and 5.36 respectively. In terms of magnitude, the relative

error level |Herr| compared to given response |Hgiven| has decreased by nearly two orders of

magnitude at 10th iteration as shown in Figure 5.37.

Post fitting and synthesis, the equivalent circuit’s S-parameters, extracted from Keysight

ADS tool [67], match closely to that of the antenna model, as shown in Figure 5.38 and the

it can be further improved with more iterations adding terms to Hsum and corresponding

circuit branches.

Similarly, the proposed method does very well in fitting and synthesis of the multi-

port networks, despite complexities in its frequency responses. The fitting method works

iteratively and with each iteration the total fit Hsum improves, as it approaches the target
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Hgiven. The progress of fitting Y ′32 magnitude and phase responses can be seen from the

Figures 5.41 and 5.42 respectively. In terms of magnitude, the relative error level |Herr|

compared to given response |Hgiven| has decreased from about one order of magnitude at 5th

iteration as shown in Figure 5.41b to more than two orders of magnitude at 20th iteration as

shown in Figure 5.41c. In terms of phase, there are two singularities of Hgiven near 4 GHz

and 4.5 GHz as shown in 5.42a. The singularity at 4 GHz is matched after 5th iteration as

shown in 5.42b, while both singularities are matched after 20th iteration as shown in 5.42c.

Similarly, even a small blip in the phase response of Y ′21 and Y ′33 near 0.1 GHz is picked up

and matched as shown in Figures 5.43 and 5.44.

The ability of the proposed method to converge successfully is seen from the Figures 5.47a

and 5.47b. The magnitude of fitting error generally decreases with the number of iterations.

In the cases of Y ′22 and Y ′11, a good fit is achieved within 5 iterations as shown in the

Figures 5.45 and 5.46 respectively.

Post fitting and synthesis, the equivalent circuit’s S-parameters, extracted from Keysight

ADS tool [67], match closely to that of the actual power delivery network, as shown in

Figure 5.48 and the it can be further improved with more iterations adding terms to Hsum

and corresponding circuit branches.

Indirect synthesis

Post PRESS fitting and SPA based model order reduction, the obtained state-space is syn-

hesized; the equivalent circuit’s S-parameters, extracted from Keysight ADS tool [67], match

closely to that of the actual power delivery network, as shown in Figure 5.33 and the it can

be further improved with either increasing the order of reduced model or choosing an efficient

model order reduction technique.
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6.2 Computational complexity

The proposed method has a benefit in scalability, which is a potential weakness [70] in the

Vector fitting method. As VF relies on least-square solutions of equations involving the

matrices of the size of given frequency response model consisting N samples and n number

of ports, larger models have higher complexity. Its computational time complexity [70] is

O(n2Nr2) and memory size requirement [70] is Nn2 × ((r + 1)n2 + r), where r is the order

of system or the number of initial poles.

The proposed method, PRESS, on the otherhand, relies on solving atmost six equations-

2.9 and 2.14 for six unknowns for each iteration. The complexity for solving l linear equali-

tions for l unknowns is well known [71] as O(l3). Since the equations in the proposed method

are non-linear and polynomial, the upper bounds for solving such simultaneous non-linear

equations can be estimated to be definitely higher, say by a positive real number x, than the

linear system. For t iterations, the time complexity is O(t× 63+x) and Memory requirement

is ((t+ 1)× t); note that the proposed method’s numerical complexity is independent of the

given frequency model size. For larger multi-port models, the proposed method would offer

a better solution of fitting poles/residues in terms of computational complexity. Accurate

computational complexity of the proposed method will be covered in a future work.

In comparison, computational requirements of Vector Fitting increase exponentially in

proportion to the size of the given frequency-domain model; while, the proposed method is

independent of model size, as showin in the Table 5.2. Parallelization techniques would help

in accelerating [70] the computations for VF. The proposed method can also be optimized

by parallelization, which will be covered in a future work.
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CHAPTER 7

Conclusion

In this thesis, a novel, simple, yet powerful algorithm, Pole Residue Equivalent System

Solver (PRESS), that finds poles/resides from multi-port frequency-domain model and syn-

thesizes them to equivalent circuits is proposed. The iterative method does multiple local fits

of the given frequency response so that the sum of such local fits approximates the overall

response. The method allows for a new macromodeling methodology of systems, but has

a couple of drawbacks - error stagnation at higher iterations, large model order and high

computational complexity of the type-3 local fit.

Improvements to the algorithm are proposed to fix these problems: Error Maxima-

agnostic Pole Residue Equivalent System Solver (EMPRESS) fits at all the points of the given

response, instead of doing so only at the peak as in the original PRESS method, allowing

wide range of possible local fits to choose the best one from at each iteration; Coarse-to-fine

Malleable Pole/Residue Equivalent System Solver (COMPRESS) supports non-consecutive

points based local fits, instead of consecutive points based local fit in PRESS, allowing adapt-

ability to the variable bandwidths of the peaks and troughs in the given numerical frequency

response data; Optimized Pole/Residue Equivalent System Solver (OPPRESS) simplifies the

type-3 local fit, lowering the computational complexity. Comparison of these algorithms, in

terms of computation time and fitting error convergence, showed that the OPPRESS offers

the optimum balance between the fitting performance and computational complexity, while

COMPRESS, although gives the best fitting performance, is prohibitively computationally

expensive for large models and EMPRESS tends to stagnate at higher iterations. Moreover,

to reduce the model order and optimize the generated SPICE netlist, Singular perturbation

approximation (SPA) based model order reduction is proposed. And multi-port network

synthesis methodology, utilizing both the direct and indirect methods, is covered. The pro-

posed macromodling flow was successfully demonstrated on various, disparate interconnect

systems including a three port power delivery network and a broadband antenna example.
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Due to its reliance on maximum of only 3 data points per iteration, the fitting method

offers an attractive alternative for synthesis of large systems with many ports. However, the

method lacks the ability to identify the poles, as possible with the well-established vector

fitting method, and instead finds the equivalent poles. This needs further development

and investigation, adding computational complexity to the proposed algorithm; however,

parallelization of the algorithm, utilizing the GPU accelerated computing, like CUDA, would

help in such implementations.
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