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Abstract 

The rapid development of online communication and information sharing platforms and the 

enthusiastic participation of their users has enabled peer-to-peer communication at 

unprecedented scale and diversity. On the one hand, these communication channels, such as 

online social networks and news sharing websites, offer myriad opportunities for knowledge 

sharing and opinion mobilization. On the other hand, they also serve as a fertile domain for an 

abundance of unfortunate intimidation and hateful aggression and cyberbullying towards 

individuals targeted because of their identities or expressed opinions. To protect children, it 

would be beneficial to have technology that can automatically detect and flag cyberbullying. 

In this research, we explore the use of machine learning in the automated detection of 

cyberbullying. This dissertation explores the related research and compares several separate 

machine learning algorithms for this goal. We then conclude with a proposed ensemble 

approach towards the detection of cyberbullying using a combination of machine learning 

techniques.  
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Chapter 1: Introduction 

The rapid development of online communication and information sharing platforms and the 

enthusiastic participation of their users has enabled peer-to-peer communication at 

unprecedented scale and diversity. On the one hand, these communication channels, such as 

online social networks and news sharing websites, offer myriad opportunities for knowledge 

sharing and opinion mobilization. On the other hand, they also serve as a fertile domain for an 

abundance of unfortunate intimidation and hateful aggression and cyberbullying towards 

individuals targeted because of their identities or expressed opinions. Cyberbullying can also 

pose individual health costs ranging from anxiety and depression to severe outcomes such as 

suicide. A study by the Pew Research Center [Gei18] found that 60% of the US Internet users 

have experienced cyberbullying online, with young women enduring particularly severe forms 

of it. According to the Pew Research Center [Per15] around 62% people think cyberbullying 

is a major problem. 

 

Engaging with various online social media platforms multiple times each day is common for 

citizens of today across most demographics. An ever-increasing number of individuals share 

their opinions, personal experiences, and social views through various social media platforms. 

Social media sites with significant user bases include social networking sites such as Facebook, 

Twitter and ASKfm, photo and video sharing sites such as Flickr and YouTube, social news 

sites such as Reddit and Digg, blogging platforms such as WordPress and Blogger, and social 

messaging platforms such as WhatsApp and Snapchat. Because of the ubiquitous access to the 

Internet and availability of wireless personal communication devices, users can now readily 

engage with social media platforms and express their views and opinions on diverse topics at 

any time and from almost any location at their convenience. 

 

Millions of posts, in the form of texts, images, and videos are appearing daily on popular social 

media platforms. Authors of those posts write about their lives, share opinions on a variety of 

topics and discuss current issues. As more and more users engage with these sites, they become 

valuable repositories of people’s opinions and sentiments about the services they use as well 

as their political and religious views. Hence, these sites have key influence on user’s opinions 
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and sentiments. Correspondingly, the collected data serve as valuable data sources for 

businesses, researchers, and policymakers. Whereas these new communication channels, such 

as online social networks [KH10] and news sharing sites [LM12], offer myriad opportunities 

for knowledge sharing and opinion mobilization [BGL10], they also reveal an abundance of 

unfortunate fear and aggression [KCC11] towards individuals targeted because of their 

expressed opinions or identities. This nasty and often coordinated victimization of individuals 

have significant social costs ranging from social ostracism to opinion marginalization and 

suppression and can cause severe individual health detriments such as anxiety [SG02] to 

depression [Yba04] to suicide ideation [HP10].  

 

The National Crime Prevention Council reported in 2011 that cyberbullying is a problem that 

affects almost half of all American teens. The consequences of cyberbullying are similar to 

traditional bullying, and have been shown to include depression, low self-esteem and suicide 

attempts [DBV08,BVW+14]. However, in some cases the consequences of cyberbullying can 

be more severe and longer lasting due to some specific characteristics of cyberbullying. 

Cyberbullying can be undertaken 24 hours a day, every day of the week, and unlike traditional 

bullying, it is independent of place and location [SP09]. Moreover, online bullies can stay 

anonymous [Sha08] and being bullied by an unknown person can be more distressing than 

being bullied by someone familiar [KLA12]. Furthermore, anonymity triggers cyberbullying 

behavior for people that would not bully face-to-face [Cam05].  

 

Online materials spread very fast and in a couple of minutes thousands of Internet users can 

have access to it [Sha08]. There is also the persistency and durability of online materials and 

the power of the written word [Cam05]. In the case of cyberbullying through text, the targeted 

victim and bystanders can read what the bully has said over and over again, and also in the 

case of images the hurtful content can stay online for a long period of time and if tagged with 

the name or other personal features of the victim it will keep showing. 

 

1.1 Sentiment Analysis  

Sentiment analysis is the study of computationally detecting and categorizing sentiments 

expressed in a piece of text or in a whole content, especially in order to decide whether the 
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writer's attitude towards a certain topic is positive, negative, or neutral. It is a combination of 

natural language processing, text analysis and computational linguistics. In this process a 

sentence is considered positive if it has positive keywords and is considered negative if it has 

negative keyword. The comparison among the number of each type of content decides the 

positivity and negativity of the whole content. This area of study searchers to provide an 

algorithm that may help in analysis of words that may lead to crime detection especially in 

social sites.  

 

The research in this dissertation uses machine learning sentiment analysis techniques. Initially 

different machine learning algorithms are be used in the context of sentiment analysis, to 

determine their effectiveness. Then they  are combined in an “ensemble” to determine if a 

combination of techniques will provide better results. 

 

1.2 Motivation 

Bullying can cause depression and sometimes even suicides by the victim. It affects the victim 

both mentally and physically. It has adverse impacts not only on the victims but also on those 

who bully and those who witness bullying. Consequently, it increases crime, mental and 

physical illness and causes the victims to isolate themselves. As a response to cyber threats, 

several national and cross-national child protective initiatives (e.g., Suicide Prevention 

Resource Center (https://www.sprc.org/), Stop Bullying (https://www.stopbullying.gov/)) 

have started projects over the last few years to increase online child safety. Despite these 

efforts, much undesirable or even hurtful content remains online. 

 

On an average, 20% to 40% of all teenagers have been mistreated online, as suggested by 

recent research reports [VHL+15]. With appropriate detection of possible harmful messages, 

successful prevention can be achieved. However, there is a requirement for intelligent systems 

to identify possible risks automatically, given how the Web is overloaded with massive 

information. This is what encouraged us to control bullying by detecting it on different social 

media sites so that the people out there can take initiatives to end it. 
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1.3 Problem Statement and Research Gap 

Detecting cyberbullying is a challenging task. Several issues must be resolved with respect to 

the dataset, algorithm, building a better model and accuracy of result etc. Referring to the 

current research in the field of detection of cyberbullying there exists a gap between a high 

false alarm and low accuracy. This gap can be overcome with the use of optimum feature 

(attributes) selection, using the most appropriate machine learning algorithm and designing a 

classifier which will result in better detection of cyberbullying contents. 

 

1.4 Research Methodology 

To develop an effective cyberbullying detection mechanism, a key task is to collect and 

prepare data and to establish the ground truth that will enable the application of learning 

algorithms. This dissertation considers data from popular social media platforms such as 

Twitter, Facebook, Instagram and ASKfm. Data preparation is key to achieve better machine 

learning results. Data preparation includes data cleaning and data preprocessing which makes 

data perfectly understandable by the machine. 

 

Data collected from social media platforms are prone to containing missing and incomplete 

data. The data contain items which are incomplete, contains not understandable signs and 

combines multiple languages which make the data hard to interpret. To evaluate the 

effectiveness of a Machine Learning algorithm, we must first prepare the data for ground truth 

analysis. The ground truth is provided by humans who examine the data and provide a 

classification of the data.  

 

In addition,  data cleansing is a very important step for preparing data. Data cleansing ensures 

that the data is consistent and understandable. Data cleansing includes identification and 

removal of duplication, removal of incomplete or missing data, removal of data that contains 

the text of language other than English. For enabling machine learning algorithms to perform 

well it is important to provide them correct feature vectors extracted from data. We found data 

sets will vary, and therefore they need to be transformed for use by an experimental machine 

learning system. 
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1.5 Research Objectives 

The objectives for this research are as follows: 

1. To compare several different machine learning algorithms for the detection of 

cyberbullying in social media. 

a. Evaluate the use of sentiment analysis in machine learning for the detection of 

cyberbullying. 

b. Develop a new classification algorithm, as an ensemble of algorithms. 

2. To evaluate the usability of the machine learning algorithms compared to non-machine 

learning approaches using performance measures metrics. 
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Chapter 2: Literature Review  

Related research in the area of cyberbullying can be partitioned into four categories. They are: 

definition of cyberbullying, cyberbullying research in online social networks, cyberbullying 

detection techniques and systems, and applications and tools for detection of cyberbullying in 

online social networks. Past research in each of these four areas is explored in this chapter. 

 

2.1 Definition of Cyberbullying 

Cyberbullying is defined as an aggressive, intentional act that is carried out by a group or an 

individual, using electronic/digital/multi-modal forms of contact/messaging/communication, 

repeatedly against a victim who cannot easily defend him or herself [SMC+08]. One huge 

distinction between traditional bullying and cyberbullying is that the perpetrator of 

cyberbullying really wants to hurt the feelings of the victim [VVC08]. Intending to hurt the 

feelings of the victim, imbalance of power and the repetitive nature of contact are the unique 

traits of cyberbullying. Although cyberbullying is sometimes defined as an electronic form of 

face-to-face bullying rather than a distinct phenomenon [KLA12], considering cyberbullying 

as merely the electronic form of face-to-face bullying may overlook intricacies of these 

behaviors, such as repetition of aggression and imbalance of power in an electronic context. 

Repetition in cyberbullying is problematic to contextualize, as there can be differences 

between the perpetrator and victim when it comes to the conceptualization of how many 

incidents occur and their potential consequences. A single aggressive act such as uploading an 

embarrassing picture to the internet can result in continued and widespread ridicule and 

humiliation for the victim. While the aggressive act is not repeated, the damages caused by the 

act is relived by the victim through an elongated humiliation. Power imbalance in an electronic 

context can be defined as the perpetrators having superior technological skills or the victim 

being “shy” or “modest” and the perpetrator knowing the victim in real world [VVC08]. From 

over-viewing the existing literature, around eight types of cyberbullying behaviors can be 

recognized [Mah08]: 
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1. Flooding involves the bullies sending repeated frequent nonsensical 

comments/posts in order to not allow the targeted victim to participate in the 

conversation  

2. Masquerade involves the bullies pretending to mimic or impersonate the target 

victim  

3. Flaming/Bashing involves an online fight where the bully sends and/or posts 

insulting, hurtful and vulgar contents to the targeted victim privately or publicly 

in an online group  

4. Trolling involves purposely publishing comments which disagree with other 

comments in order to incite arguments or negative emotions although the 

comments themselves might not be vulgar or hurtful in themselves  

5. Harassment is the kind of conversation where the bullies frequently send 

insulting and rude messages to the victim privately. 

6. Denigration occurs when the bullies send or publish gossips or untrue 

statements about the victims in order to damage the victims’ 

friendships/reputations  

7. Outing occurs when bullies send or publish private or embarrassing information 

in public chat-rooms or forums. This type of cyberbullying is similar to the 

denigration. However, in the outing, there might be a relationship between bully 

and victim. 

8. Exclusion involves intentionally excluding someone from an online group. This 

type of cyberbullying happens among youth and teenagers more prominently  

 

2.2 Cyberbullying Research on Online Social Networks 

Analysis and detection of cyberbullying/profanity/harassing incidents in several online social 

networks like Twitter, Ask.fm, YouTube, FormSpring, chat-services have been performed by 

different groups of researchers. 

 

Twitter is a text-based social network where a user can update their status by not more than 

280 characters. Opinion mining and sentiment analysis techniques have been used to detect 

cyberbullying in Twitter. Al-garadi et al. [Avr16] used a negative word list to streamline the 
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tweets that contained those negative words. After that, a sentiment classifier was built with 

four classes: negative with bullying intentions, negative without bullying intentions, positive 

or good content and neutral. The labeling of the tweets was performed using the Amazon 

Mechanical Turk platform which was then employed to build and evaluate the classifier. The 

reported results were 67.3% in terms of accuracy. 

 

The relationship between cyberbullying and anonymity in online social networks has been 

explored in depth as well by Hosseinmardi et al. [HGH+14]. Ask.fm is a semi-anonymous 

online social network, where the users have the option to hide their identity when posting 

questions/comments on a profile. The work by Hosseinmardi et al. [HGH+14] used snowball 

sampling [BB12] and collected 30,000 user profiles. These profiles were then analyzed using 

interaction graphs, word graphs, frequency distributions and network properties such as 

reciprocity, clustering coeffcient, and the influence of negativity on in-degree and out-degree. 

It was found that the most vulnerable users were the least active in terms of online social 

network activity, such as receiving/posting likes. 

 

Research based on tracking and categorization of internet predators on online chat services has 

also been performed by Kontostathis et al. [KK09]. A total of 288 chat-logs were collected 

from perverted-justice.com, a project where the volunteers pose as teens and tweens to trap 

potential sexual predators. Identified categories of the terms and phrases frequently used by 

the predators were: deceptive trust development, grooming, isolation, and approach. The idea 

was to distinguish between predators and victims and to this aim, their developed clustering 

methods were able to achieve an accuracy of 93%. This experiment used 29 transcripts. 

 

Research has been performed to detect instances of harassment in online social networks and 

chat services as well. Yin et al. [YBX+09] partition online social networks into two groups: 

discussion style and chat style. In discussion style environments, there are various threads, 

usually with multiple posts that populate each of those threads. Users can start a new thread or 

participate in an existing thread by posting comments. Each thread contains posts that adhere 

to a predefined topic. On the other hand, in chat style environments, ongoing conversations are 

more casual and usually, each conversation only consists of a few words with little information. 
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Topical and sentimental features were used to train the supervised classifier to detect 

harassment after collecting data from Kongregate (chat style) and MySpace (discussion style). 

The performance of N-grams was lower than the TFIDF weights features. The Precision of 

0.394 and F-score of 0.481 was the highest. 

 

It will be interesting to have further insights into cyberbullying behavior in multi-modal online 

social networks like Vine and Instagram where users can share videos and images respectively. 

In comparison to textual cyberbullying, these social networks also provide potential 

perpetrators with a platform on which to harass the victim though posting harmful images or 

insulting videos instead of just posting mean comments. Moreover, an in-depth analysis of the 

correlation between the media contents and cyberbullying behavior can also better our 

understanding of cyberbullying behavior in online social networks. Finally, delving into the 

details of cyber-aggression and cyberbullying and investigating the potential distinguishing 

factors between these two behaviors are also some untapped areas of future research. 

 

2.3 Cyberbullying Detection Techniques 

This section briefly outlines research focusing on effective and effcient cyberbullying 

detection techniques. 

 

Manual analysis of data and establishment of relationships between multiple data items are 

often prone to errors. Machine learning can address such challenges and can be successfully 

applied to these problems. To apply machine learning algorithms, an input dataset is created 

comprising of instances described by a set of features. These features can be continuous, 

categorical or binary. When the data instances are associated with known labels, the learning 

is termed supervised machine learning [HFT01]. In contrast, in unsupervised machine learning 

[Bar89], data instances are unlabeled. Unsupervised algorithms are applied to datasets to 

discover unknown, but potentially useful classes or groups of items. The learner is not provided 

with any direct guidance about which actions to take but must discover which actions yield the 

best result, by systematically exploring available options. Supervised machine learning 

algorithms are used to monitor whether instances of data are classified correctly, misclassified 

or assigned relatively high likelihoods of belonging to the particular category. Unsupervised 
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Machine Learning algorithms are used to analyze how data can be grouped into clusters and 

inter-cluster relations. This section gives a brief review of machine learning techniques 

employed by previous studies for detection of cyberbullying. 

 

Research has been proposed based on the text mining paradigm for detection issues that are 

closely related to cyberbullying such as such as online sexual predator recognition [AAA+17] 

and spam detection [RSB+18]. Modeling the detection of textual cyberbullying has been a 

cornerstone of cyberbullying research [ZZM16] where the problem of cyberbullying detection 

in Twitter was decomposed into a problem of detecting discussions on sensitive topics, thus 

rendering the problem into a text classification sub-problem. Three topics were identified as 

sensitive: sexuality, race/culture, and intelligence. Upon collecting comments pertaining to the 

aforementioned sensitive topics, the final step was to determine the profanity content of those 

comments in order to detect cyberbullying. JRip classifier [PJB14] was reported to be the best 

performing classifier in this technique with a F1-score of 0.78. 

 

Comparison of different approaches to building effective machine learning classifiers for 

cyberbullying have also been investigated [OSA+17], namely human expert system, 

supervised machine learning models and a hybrid system combining both machine learning 

and expert systems [GR98]. Labeled data from YouTube was used to evaluate each of these 

three systems. In the evaluation, it was reported that the expert model outperformed all of the 

machine learning models. The machine learning models’ sensitivity to the class skew of the 

dataset (10% bullying and 90% non-bullying) was attributed to this under-performance. The 

hybrid approach was reported to have performed better than both the expert model and the 

machine learning model. Other techniques such as building query terms of phrases and words 

pertaining to cyberbullying have been developed in the past to detect instances of 

cyberbullying. Kowalski et al. [KLA12] used labeled data from FormSpring.me and went on 

to build the most effective query terms for effcient detection of cyberbullying leveraging two 

models: language and machine learning. It was reported that the terms generated by the 

machine learning model were the better performing one, yielding both high recall and precision 

than its language model counterpart. 
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The initial work in cyberbullying detection techniques has mostly concentrated on the 

conversations’ content though they did not attend to the characteristics of the actors involved 

in cyberbullying. Social studies demonstrated that men and women bully each other in 

different way. For example, women tend to employ aggressive communication styles, such as 

excluding someone from a group of conspiracy against them whereas men tend to use more 

words and phrases threatening outrage. Lee and Ma [LM12] reported that pronouns like “I”, 

“you”, “she”, etc. are used more by females and noun specifiers such as, “a”, “the”, “that” are 

used prominently by males. These findings motivated several cyberbullying researchers to 

include gender-specific information in cyberbullying detection techniques. Gender-specific 

information in online social networks has been reported to be useful in improving the 

performance of a cyberbullying detection system [HSA14] with an out-degree centrality scores 

0.571 vs 0.33. 

 

Graph models in social networking sites have also been actively used in cyberbullying 

research. Hosseinmardi et al. [HGH+14] presented a graph model to extract a cyberbullying 

network. This then led to identifying the most active predators and victims through a ranking 

algorithm. They improved the classification performance by applying a weighted TF-IDF 

function, in which bullying-like features were scaled by a factor of two. Techniques to detect 

cyberbullies and cyber-predators have also been proposed in the past [RSB+!8]. A cyber 

predator is a person who uses the Internet to hunt for victims to take advantage of them in 

several ways, including sexually, emotionally, psychologically or financially. Cyber predators 

know how to manipulate kids, creating trust and friendship where none should exist 

[SMC+08]. Online sexual predator related research identified communication and text-mining 

techniques to differentiate predators and victims by analyzing the one-to-one conversations 

[EH17]. Rezvan et al. [RSB+18] partitioned the online predator detection problem into two 

sub-problems, namely identifying predators and recognizing predator’s conversation 

techniques/lines for identifying them. Three stages were then proposed: pre-filtering stage, 

feature extraction stage, and classification stage. For the feature extraction stage, two 

categories of features were leveraged: lexical and behavioral features [AVR16]. Lexical 

features were described as those features that could be derived from the raw text of the 

conversation between the victim and the potential predator, for example, unigrams and bigrams 
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[KLA12], number of emoticons used and the weighted TF-IDF or the cosine similarities. The 

behavioral features included the number of questions asked, intention (grooming, hooking) to 

capture the action of the users [AVR16]. For classifying predators, several approaches were 

investigated by the researchers, namely, decision trees [HGH+14], Neural Network [KLA12] 

and Maximum-Entropy [ZZM16]. 

 

Andriansyah et al. [AAA+17] conducted research on the classification of cyberbullying 

comments on Instagram using Support Vector Machine (SVM). For a dataset, they choose the 

comments from accounts of Indonesian celebrities namely, Karin Novilda and Samuel 

Alexandar. A total of 1,053 comments were taken as a training dataset and 34 as a test dataset. 

For implementing the method, firstly, they created a text term matrix with R language  to 

develop an SVM model. Once the development of the SVM mode is completed, they used it 

to predict whether a comment is cyberbullying or not. They achieved an accuracy of 79.41%. 

The authors used the term accuracy, and we are unclear if they meant that term literals (see 

Section 2.4) or if they meant it to mean some type of correctness or precision.  

 

Eshan and Hasan [EH17] worked on the application of machine learning to detect abusive 

Bangla texts. They consider various machine learning algorithms and compare which one is 

better. Their experiments include algorithms such as Multinomial Naïve Bayes (MNB), 

Random Forest (RF) and Support Vector Machine. For the preparation of dataset, they 

collected data from the account of Bangladeshi Facebook celebrities. Only Bengali Unicode 

was used and all other special characters like @, - etc. were removed. For the validation of 

results, they use 10 folds cross-validation method. Using this method, they were able to detect 

50% of the abusive words. Furthermore, the experiments were conducted with three types of 

string features: unigram, bigram and trigram. After that, unigram, bigram, trigram features are 

extracted from all of the comments and vectorized using CountVectorizer and TfidfVectorizer. 

After vectorization, their results show that in all cases SVM with a linear kernel shows the 

highest accuracy level. Lastly, they concluded that trigram TF-IDF Vectorizer features with 

SVM linear kernel gives the highest accuracy among all the algorithms, at 82%. 
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Noviantho et al. [NIA17] constructed a classification method using SVM with several kernels 

and Naïve Bayes. They compared their methodology with the research of Reynolds et al. 

(2011) who used decision tree and k-NN. The data used to create a dataset includes 

conversation messages taken from the Kaggle (www.kaggle.com). They proceeded with data 

preprocessing, extraction, classification and lastly evaluation. They divided the data into 2, 4 

and 11 classes. After completing text extraction, they classified through Naïve Bayes, SVM 

with linear, Poly, RBF and sigmoid kernels. Then they evaluated the accuracy rate with the 

method of the confusion matrix. Based on their model, SVM gave the best average result of 

91.95 % and SVM-RBF gave the worst average result of 86.73 % for 11 classes. On the basis 

of n-grams, the best average result attained by n-gram was 92.75% and the worst one was 

89.05%.  Here we believe the authors meant accuracy, which is not the best measure to use 

when evaluating uneven datasets. 

 

Nurrahmi and Nurjanah [NN18] detected cyberbullying using SVM. For their dataset, they 

used twitter posts. Those posts were harvested from twitter by using a web scraper tool 

Selenium. Selenium used Chrome driver and open the URL for doing queries for twitter login, 

then requested data in the form of the HTML format and parsed it to get the required data. To 

harvest all the data, they used a step called scroll event before parsing. After that, they 

preprocessed the harvested data. This step includes removing special characters, URLS, 

identical twitter with similar text content and images and symbols from posts. They obtained 

301 cyberbullying tweets, 399 non-cyberbullying tweets, 2,053 negative words and 129 swear 

words. They used the SVM and K-nn for the classification of cyberbullying. SVM achieved 

the highest F1-score of 67%. 

 

Huang et al. [HSA14] worked on cyberbullying detection using social text analysis to improve 

the accuracy of cyberbullying detection. In this research, they used the corpus data set and 

apply Synthetic Minority Oversampling (SMOT) Technique, in which they apply six 

algorithms like bagging, j48, SMO, Dagging, NaïveBayes and ZeroR and compare all the 

results. Dagging gave the highest RoC of 75.5%, where RoC is a measure similar to F1, and is 

better than accuracy for unbalanced datasets. 
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Ozel et al.  [OSA+17] conducted the first study to detect cyberbullying from Turkish texts. 

They created a dataset from Instagram and twitter messages and applied machine learning 

techniques such as: Support Vector Machine (SVM), Decision Tree, Naive Bayes Multinomial 

(MNB) and k-Nearest Neighbor (kNN) to detect and classify cyberbullying. The dataset was 

constructed manually consisting of 900 twitter and Instagram messages. Half of the messages 

(450 messages) were cyberbullying content, and another half was cyberbullying unrelated 

content. Half of the cyberbullying contents (225 messages) were written by male users and the 

other half were written by female users. Two well-known feature selection methods Chi-

Square and Information Gain were applied to show whether feature selection improves the 

classification accuracy or not. Then they applied Decision Tree, Naïve Bayes Multinomial, 

SVM (Support Vector Machine) and k- Nearest Neighbor classifiers to each fold for both 

datasets, calculated the F-measure values and took the average of the F-measure values for five 

folds. This gives a baseline result. There were two types of datasets, one with emoticons and 

another without emoticons. In comparison the dataset with emoticons had the better 

classification accuracy. The feature selection method Chi-Square and Information Gain both 

gave quite similar results, but Information Gain had slightly better accuracy. In terms of 

accuracy, Naïve Bayes performed the best when features were not applied and k-Nearest 

Neighbor was the most accurate when features were applied. The accuracy of all classifiers 

improves except for Decision Tree when feature selection is applied. The accuracy of SVM 

was lower than Naïve Bayes and k- Nearest Neighbor in most of the cases because the 

parameters were not optimized. In terms of running time, Naïve Bayes became the best 

classifier in terms of both training and testing time with 0.37 seconds, SVM was second best 

with 0.75 seconds.  

 

Rezvan et al. [RSB+18] worked on prediction of cyberbullying occurrence in media-based 

social media, therefore, they predicted cyberbullying from an image typically with a text 

caption also the comments followed by the image in America based social media accounts. 

They chose Instagram as their social media. For data set, they used 25,000 public account in 

Instagram. They collected the user’s profile data which includes image with caption and 

comments of other users. For labeling, they used a dictionary with profane words. To design 

and train classifier, a fivefold cross validation method was applied. Also, a logistic regression 
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was applied to train the predictor. The algorithm captured 98% of cyberbullying activities for 

Set 0. This showed that cyberbullying incidents can be predicted with 99% recall for Set 0. 

The best false positive rate over Set 0 was 3%, using only the image contents, media and user 

metadata based on a ridge regression classifier.  

 

Haidar et al. [HCY16] worked on cyberbullying detection in the Arabic language. They have 

shown how NLP and some machine learning algorithm work to detect cyberbullying. The 

machine learning algorithms include Naïve Bayes, K-NN, SVM, Decision Tree etc. They 

proposed a multilingual cyberbullying detection system in Arabic language on Facebook and 

Twitter. Then they intended to collect dataset from Facebook and Twitter and classifying data 

with ML algorithms. For the performance measurement, they proposed re-call, precision and 

F-measure to reach a system with optimum performance. They also didn’t implement any 

methodology to detect cyberbullying. They only proposed to apply the above methods. 

 

Del Vigna et al. [VCO17] developed a hate speech classifier for the Italian Language. They 

built a corpus of comments from Facebook public pages of Italian newspapers, politicians, 

artists, groups etc. They collected 17,567 comments from 99 posts from these pages. Some of 

the comments were annotated to one of the three levels of hate: no hate, weak hate and strong 

hate. The rest of the comments were annotated to one of the two levels of hate: hate and no 

hate. They tested these datasets with two classifiers: SVM and Recurrent Neural Network 

named Long Short Term Memory (LSTM). They followed 10-fold cross validation process for 

each dataset. On the three-class dataset, SVM and LSTM gave 64.61% and 60.50% accuracy 

respectively. On the two-class dataset, SVM and LSTM attained the accuracy of 80.60% and 

79.81% respectively. We see that they produced a better result with SVM classifier, but the 

results of three-class dataset were not satisfactory using any of the classifiers.  

 

Zhao et al.’s [ZZM16] work is about research on cyberbullying detection in Twitter. They 

approached with a whole new method called embedding-enhanced Bag of Words model 

(EBoW). For a dataset, they used texts or posts from Twitter. For implementing EBoW they 

first defined a list of insulting words based on expert knowledge and linguistic resources. 

Furthermore, they extended the  insulting words to define bullying features. Different weights 
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were assigned to bullying features based on the cosine similarity between word, EBoW. After 

that, based on weight they classified the intensity of cyberbullying. They took 1,762 sample 

post from Twitter and they got 684 post as bullying instances. They trained and tested with 5-

fold comparing with BoW, sBoW, LDA, LSA. The result of EBoW came out best of all. 

Precision was 76.8%, Recall 79.4% and F1 Score 78.0%. 

 

Mangaonkar et al. [MHR15] improved the detection of cyberbully detection using 

collaborative computing. Their result indicates an improvement in time and accuracy of the 

detection mechanism over standalone paradigm. They created two datasets, and both consisted 

of tweets from Twitter. A balanced dataset using 170 bullying and equal non bullying contents. 

Another was unbalanced using 177 bullying and 1,163 non bullying contents. Then they 

applied Naïve Bayes, SVM and Logistic Regression machine learning techniques with word 

tokenizer and bigram tokenizer parameter settings. With a balanced dataset, Logistics 

Regression performed little better than others, with more than 60% precision recall, and 

accuracy. Naïve Bayes was close to Logistic regression and SVM had better recall but bad 

accuracy and precision. With unbalanced data, Logistics Regression again performed with 

more than 30% correct predictions on average whereas in Naïve Bayes the values had dropped 

and SVM failed. After that collaboration methods namely, AND parallelism, OR parallelism 

and Random 2 Or parallelism were used to determine if there is any improvement on precision, 

accuracy and recall. Among the techniques used AND parallelism had the best accuracy and 

OR parallelism had the best recall and 7 out of 15 cases using collaboration techniques worked 

better than their sequential counterpart. This paper gave some new insights into how to improve 

the result using collaboration techniques after using the machine learning techniques to detect 

cyberbullying. But they mentioned that the results achieved were without any tuning to the 

algorithms used so if the algorithms were a little edited maybe the result would have been 

much better. One interesting future work of theirs mentioned was that the history of two twitter 

accounts were not considered which obviously plays a vital role in detecting cyberbullying. 

This is one of our concerns also. SVM classifier performed poorly in this research but in most 

other papers SVM was defined as the best, so if SVM was tuned and used in kernel it might 

have performed much better.  
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Gorro et al. [GSG+18] aimed to detect cyberbullying actors in twitter based on texts and the 

credibility analysis of user and also notify them about the harm of cyberbullying. They 

collected the dataset from twitter. They labelled the data by building a web-based labelling 

tool. Their data labelling system includes registration of participants, adding negative words 

and swear words, calculating labeling score and updating corpus and finally labelled tweet as 

negative word corpus and swear word corpus. After that they preprocessed the data by 

tokenizing, removing symbols, number etc. Then they extracted the features, and the result of 

this step is formed as a table. Finally, they trained the data to develop SVM and KNN. After 

detecting cyberbullying by these two models, they found that SVM with RBF kernel (c=4) 

results in the highest F1-score, 67%. SVM with linear kernel and KNN is less than that of RBF 

kernel. During feature extraction, they measured the credibility of users and found 257 normal 

users, 45 harmful bullying users, 53 bullying actors and 6 prospective bullying actors. 

 

2.4 Performance Measures 

Evaluating the performance of cyberbully detection system is a critical process. There are 

several existing metrics that measure performance. The most basic and commonly used 

methods utilize a confusion matrix. The confusion matrix is a specific table layout that allows 

visualization of the performance of an algorithm (Table 2.1). 

 

Table 2.1. Confusion matrix 

 
Predicted 

Bullying 

Predicted 

Non-Bullying 

Actual 

Bullying 

True Positive (TP) False Negative (FN) 

Actual 

Non-Bullying 

False Positive (FP) True Negative (TN) 

 

1. True Positive (TP): Correctly classifying bully as bully. 

2. True Negative (TN): Correctly classifying a non-bully as a non-bully. 

3. False Negative (FN): Incorrectly classifying bully data as a non-bully. 

4. False Positive (FP): Incorrectly classifying a non-bully as bully. 
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The most basic and commonly used metrics are False Positive Rate (FPR), False Negative Rate 

(FNR), True Positive Rate (TPR), True Negative Rate (TNR), Recall (Detection Rate), False 

Alarm Rate (FAR), Accuracy, F1-Score and Precision.  These performance metrics are 

calculated from False Positive (FP), False Negative (FN), True Positive (TP), True Negative 

(TN) as shown in Figure 2.1. 

 

In balanced datasets (ones where there are similar percentages of bullying versus non-

bullying), accuracy is an acceptable metric. However, in an unbalanced dataset, accuracy is 

not a good metric. For example, if 5% of posts are bullying, a detection algorithm that said all 

posts are non-bullying, would still be 95% accurate. This result is actually much better than 

most of the reported results found in this survey. An F1 score, or separate precision and recall 

results are more commonly reported values for unbalanced datasets.  In some of the surveyed 

studies, it is unclear when the authors reported "accuracy" if they meant the mathematical 

accuracy, or if they were using the term incorrectly.  

 

 

 

Figure 2.1. Commonly used metrics. 
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With this in mind, we summarize the results of our review in Table 2.2 with an understanding 

that some of the reported results are not directly comparable to each other or need further 

evaluation that is beyond the scope of this dissertation  

Table 2.2. Summary of reviewed papers 

Paper Dataset Methods Results Limitation 

Andriansyah et al. 

2017 

Comments  

from accounts  

of Indonesian  

Selebgrams 

SVM 79.41% accuracy Use of kernels 

might give  

better result 

Eshan and Hasan 

2017 

Comments  

from accounts  

of Banagladeshi  

Facebook  

celebrities 

MNB, RF, SVM SVM linear kernel 

with trigram TF-IDF 

82% accuracy 

Spelling checker 

was not  

implemented 

Noviantho et al. 

2017 

Kaggle.com SVM, Naïve Bayes SVM with poly  

Kernel average  

accuracy 97.11% 

Shortened words 

and spell check 

was not handled 

Nurrahmi and 

Nurjanah 2018 

Twitter  SVM, K-NN SVM with highest 

F1-score of 67% 

Stemming and 

spelling check 

wasn’t done.  

Male and female 

partitioned 

dataset was not of 

any use 

Huang et al. 2014 Twitter Bagging,J48,SMO, 

Dagging,Naive 

Bayes,ZeroR 

RoC of 0.755 No certain 

classifier the 

mentioned 

Ozel et al. 2017 Turkish texts 

from Twitter and 

Instagram 

SVM, NB, Decision 

Tree, K-NN 

F1-score 0.81 for 

NVB is highest 

No implementing 

Mangaonkar et al. 

2015 

Tweets from 

Twitter 

Naïve Bayes, SVM 

and Logistic 

Regression 

Logistic Regression  

has above 60% 

precision recall, 

and accuracy 

The result of 

three-class dataset 

is not satisfactory 

Zhao et al. 2016 Tweets from 

Twitter 

SVM with 

Embedding’s Bag 

of Words (EBoW) 

EboW 

Precision76.8%, 

Recall 79.4%, F1 

score 78.0% 

Didn’t classify the 

dataset 

Del Vigna et al. 

2017 

Facebook Posts Selenium scrapper 

tool, SVM 

SVM for two-class 

(80.60%) and 

three-class 

(64.61%) 

Didn’t try any 

other models 

which might give 

better result 

Gorro et al. 2018 Facebook Posts SVM  precision 88%, 

recall 87% 

Dataset was too 

small. Larger 

dataset might be 

added 
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Chapter 3: Feature Selection 

The effciency of any Machine Learning algorithm, whether it is supervised or unsupervised, 

is critically dependent on the noisiness of the features that are used in the learning process. For 

example, commonly used words such as “the”, “an”, or “to” may not be very useful feature 

values. It is vital to select the features carefully so that noisy words in the corpus are removed 

before the learning process ensues. In addition to careful feature selection, feature 

transformation methods are critical to improve the quality of the document representation for 

machine learning algorithms. Feature selection, transformation and dimension reduction 

techniques leverage the correlations among the words in the lexicon to create useful features 

which are indicative of the concepts or principal components in the data. Huang et. al. [HSA14]  

investigate whether analyzing social network features can improve the accuracy of 

cyberbullying detection. By analyzing the social network structure between users and deriving 

features such as the number of friends, network embeddedness, and relationship centrality, 

they found that detection of cyberbullying can be significantly improved by integrating the 

textual features with social network features. For any Machine Learning algorithm when data 

is mainly text the most used techniques are bag of words, n-grams, and TF-IDF. 

 

3.1 Bag of Words 

The bag of words (BOW) model is one of the most commonly used mechanisms to construct 

features for training classifiers. A document is represented as a bag of words. The bag of words 

model takes into account the word multiplicity but ignores the word order or grammar. An 

approach to learn distributed low-dimensional representations of comments using natural 

language models is proposed by Djuric et al. [DZM+15]. This approach addressed issues of 

high-dimensionality and sparsity; it follows a two-step procedure to detect hate speech. 

Paragraph2vec [LB16] methodology was used for modeling of comments and words and 

distributed representations in a joint space using the continuous BOW natural language model. 

Comments and words which are semantically similar belong to the same part of the space and 

result in low-dimensional text embedding. These embeddings are used to train a binary 

classifier to distinguish between hateful and clean comments. 
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3.2 TF-IDF Scheme 

A widely used approach in relevant document searching, text mining and information retrieval 

applications is Term frequency-inverse document frequency or TF-IDF [Ram03,SB88]. This 

frequency or weight is a statistical measure used to evaluate how important a word is to a 

document in a collection or corpus. The importance increases proportionally to the number of 

times a word appears in the document but is discounted by the frequency of the word in the 

corpus. Variations of the TF-IDF weighting scheme are also very useful tool in scoring and 

ranking a document’s relevance given a user document. TF-IDF has been effectively used for 

filtering unimportant words in various subject fields including text summarization and 

classification. The TF-IDF weight is typically composed of two terms: the first computes the 

normalized Term Frequency (TF), the number of times a word appears in a document, divided 

by the total number of words in that document; the second term is the Inverse Document 

Frequency (IDF), computed as the logarithm of the number of the documents in the corpus 

divided by the number of documents where the specific term appears. Multiple studies on 

online harassment detection employ different feature selection approaches to construct the 

feature set for the machine learning algorithm. Yin et al [YDX+09] used a supervised 

classification technique with local, sentimental, and contextual features. Local features are 

extracted from a post with the help of Term Frequency-Inverse Document Frequency (tf-idf). 

They have used three of the five datasets provided by FBM (Fundacion Barcelona Media), 

specifically Kongregate, Slashdot and MySpace, for analysis in the CAW 2.0 workshop 

[YDX+09]. Although the model failed to utilize temporal or user information,  adding 

sentimental and contextual features resulted in significant improvement over the basic model. 

 

3.4 N-grams model 

An N-gram model [EH17] is a type of probabilistic language model for predicting the next 

item in a sequence in the form of a (N-1) order Markov model. N-Gram language models are 

generally used in large vocabulary systems to provide the recognizer with an a priori 

likelihood, Pr(W), of a given word sequence W. The N-Gram language model is usually 

derived from large training texts that share the same language characteristics as the expected 

input. N-Gram language models rely on the likelihood of sequences of words, such as word 
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pairs (bigrams) or word triples (trigrams) and are therefore less restrictive. N-gram model has 

also been used to develop features for training supervised Machine Learning approaches such 

as SVMs [SV99] and Naive Bayes methods [SCA12,WGT+07]. The classification technique 

used by Yin et al [YDX+09] is conjugated with n-grams and other features, such as 

incorporating abusiveness, in order to train a model for detecting harassment. 

 

Shariff [SP09] decomposes cyberbullying examples by training separate classifiers for variants 

that target sexuality, race or intelligence. The feature space consists of TF-IDF weighted 

unigrams, the Ortony lexicon of words denoting negative connotation, a list of profane words 

and frequently occurring POS bigram tags observed in the training set across each of the 

datasets. Classifiers were evaluated in terms of accuracy and kappa statistic. They observed 

that binary classifiers for individual labels outperform multi-class classifiers. 

 

Nobata et al. [NTT+16used a comprehensive list of slurs obtained from hate speech. Their 

approach focuses on a wide array of features for abusive language detection, which includes 

POS tags, the number of blacklisted words in a document, n-gram features including the token 

and character n-grams and length features. Most work done for detection of abusive languages 

has focused on detecting profanity using list-based methods to identify offensive words which 

suffer from a poor recall and do not address hate speech. This learning method outperformed 

the deep learning approach. One of the prime questions this paper addresses is the need for 

good annotation guidelines if one wishes to detect specific subsets of abusive language. 

 

Waseem and Hovy [WH16] analyzed the impact of various extra-linguistic features, along with 

character N-grams, for hate speech detection. A dictionary containing the most informative 

words from data and 16K annotated tweets were provided. Features providing the best 

identification are selected and performance is analyzed to improve detection of hate speech in 

the corpus. The authors observed that differences in the geographic and word-length 

distribution neither affect performance nor improve over character level features. Gender, 

though, serves as an exception. A list of criteria, based on critical race theory, is provided to 

identify racist and sexist slurs. Character N-gram was the most useful for their experiments. 
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Reynolds et al. [RKE11] proposed a model which used word n-grams and sparse orthogonal 

n-gram features to filter short texts considering linguistic and behavioral patterns to detect 

spam and abusive users in the social network. Tokenization, entity detection by using text 

normalization, and substring clustering techniques were been used to process the data. They 

combined the behavioral and linguistic information with textual data to detect malicious users 

as textual features alone can generate false positives. They validated the proposed models by 

enhancing baseline approaches. The result suggests data processing mechanism improve the 

proposed baselines. 

 

3.5 Unsupervised Learning 

Text categorization is used to cluster documents into a certain number of predefined categories. 

If the available dataset lacks labeled exemplars for different categories, unsupervised learning 

can be used to group documents into collections based on some underlying similarity metrics. 

There are several unsupervised techniques that have been employed in natural language 

processing to group unlabeled data based on their similarities such as K-mean [VV95], 

Hierarchical clustering [DRL11]. Topic modeling is also an effcient unsupervised technique 

to analyze large volumes of text. While there are many different types of topic modeling, the 

most common and arguably the most useful for search engines is Latent Dirichlet Allocation 

(LDA) [BNJ03]. 

 

Topic Modeling [Ble12] techniques has been used to detect informative structures latent in the 

collected data set. Topic modeling is an effective tool for analyzing large volumes of text to 

mine underlying regularities. Topic modeling approaches reduce the feature dimensions from 

the number of distinct words present in a corpus to the number of topics by representing each 

document as a topic distribution. Similarity between document topic distributions can be 

calculated using metrics such as the cosine metric, which reflect the similarity of the documents 

in terms of the topics they cover.  

 

The most common and arguably the most useful topic modeling scheme for categorization is 

LDA [BNJ03]. Topic models based on LDA are a form of text data mining and statistical 

machine learning which consist of the following steps: (a) clustering words into “topics”, (b) 
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clustering documents into “mixtures of topics”, and (c) a Bayesian inference model that 

associates each document with a probability distribution over topics, where topics are 

probability distributions over words. LDA is a generative probabilistic model where 

documents are represented as random mixtures over latent topics and each topic is 

characterized by a distribution over words. LDA outputs the probability of a given document 

belonging to a cluster. Xiang  et al [XFW+12] author proposed a semi-supervised approach for 

detecting profanity in Twitter. This approach employs linguistic regularities in profane 

language using statistical topic modeling on the Twitter corpus and detects offensive tweets 

using these automatically generated features.  

 

Topic modeling mechanisms are not only used for detecting online harassment but also used 

to identify traces of psychological behavior online. Topic models are used to uncover the 

hidden thematic structure in document collections [RGR13]. Topic modeling is used to monitor 

and identify users at risk of depression and also summarize their findings to help study 

depression. Resnik et al. explore the utility of three topic modeling technique: LDA, 

Supervised LDA (SLDA), and with supervision and a nested hierarchy (SNLDA). They have 

primarily used two data sets, Pennebaker Essay [PK99] and Coppersmith’s twitter data 

[CHD14]. They also used the informative prior [WMM09], an improvement over traditional 

topic modeling by drawing topic distributions for documents from an asymmetric prior instead 

of the typical symmetric Dirichlet priors. Resnik  improvised LDA [RAC15], building directly 

on the work in [RGR13] which produced topic models useful in analyzing neuroticism. 

Armstrong [Arm15] applied the three topic modeling algorithms for two data sets [CDH+15] 

and another twitter dataset with prior information. The result shows that the ability of the 

discussed models to predict depression is on-par with the state-of-the-art models [CDH+15].  

 

Hierarchical Dirichlet processes, a probabilistic topic model is proposed by Srijith et al. 

[SHB+16], as an effective method for automatic sub-story detection. This model can learn sub-

topics associated with sub-stories which enables it to handle subtle variations in sub-stories. 

This model is compared to the state-of-the-art story detection approaches based on locality 

sensitive hashing and spectral clustering. The proposed model is tested on real-world Twitter 

data. The model provides high precision in recalling the sub stories based on learned sub-
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topics. Result suggests that the conversational structures within the Twitter stream is are useful 

to improve sub-story detection.  

 

Hawkins [Haw04] presented a topic detection method that induces an informative 

representation of studies, to improve the performance of the underlying active learner. The 

proposed topic detection method uses a neural network-based vector space model to capture 

semantic similarities between documents. This model uses a Paragraph2Vec mechanism 

[LM14] to represent the documents and then cluster the documents into a predefined number 

of clusters. The centroids of the clusters are treated as latent topics. Each document was 

represented as a mixture of latent topics. The active learning strategy was validated using both 

novel topic detection method and a baseline topic model. Results suggest that the proposed 

method achieves a high sensitivity of eligible studies and a significantly reduced manual 

annotation cost when compared to the baseline method. 

 

3.6 Supervised Learning 

Supervised machine learning is the most commonly used machine learning algorithm. In 

supervised learning, a predefined label is provided for the data that is used by the algorithm to 

classify the data. Supervised learning requires that the algorithm’s possible outputs for a certain 

amount of given data to train the algorithm and then the performance of the algorithm is tested 

on data without labels. Supervised learning algorithms include linear and logistic regression, 

multi-class classification, and support vector machines. Supervised learning methods are 

widely used for online harassment detection. Among all the supervised learning algorithms 

Support Vector Machines (SVMs) is most commonly used in text classification. 

 

SVMs are based on the Structural Risk Minimization principle [VV95] from computational 

learning theory. SVMs are universal learners, which perform classification tasks by 

constructing hyperplanes in a multidimensional space that separates instances of different class 

labels. SVMs can perform both regression and classification tasks and can handle multiple 

continuous and categorical variables. One remarkable property of SVMs is that their ability to 

learn can be independent of the dimensionality of the feature space. SVMs measure the 

complexity of hypotheses based on the margin with which they separate the data, not the 
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number of features. Which means that it can generalize even in the presence of multiple 

features if the data is separable with a wide margin using functions from the hypothesis space. 

Classification of text suffers from the curse of high dimensionality, fewer irrelevant features 

(features that can be discarded) and sparsity of document vectors. SVMs uses over fitting 

protection which does not depend on the number of features. So SVMs are able to handle these 

large feature spaces. A Support Vector machine has been used in several research studies as 

the main supervised algorithm [CZZ+12,DRL11,HMR+15a, XBZ+13]. 

 

Chen et al [CZZ12] proposed a model that combines Lexical Syntactic Feature (LSF) 

architecture with parser features. This model is used to detect offensive content in YouTube 

comments and identify potential offensive users. The authors proposed a customized tool to 

shield adolescents. This tool can be used by adults to filter online material before it appears on 

a web browser. The authors use an SVM classification approach along with features like n-

grams, automatically derived blacklists, manually developed regular expressions and 

dependency parse features. 

 

Xu et al. [XBZ+13] construct a corpus of bullying tweets and periodically check the existence 

of each tweet in order to infer if and when it was deleted. They use an analysis to differentiate 

the factors related to the deleted posts. They proposed a linear SVM based model to predict 

regrettable posts to warn users if a tweet might cause regret. Teasing and author’s role are also 

used as features for the predicting mechanism. One of the assumptions that the authors made 

is that a deletion in social media is an indication of regret. They were able to recognize several 

factors related to deletion such as word usage, surviving time, and author role. These factors 

achieved statistically significant results on the noisy data. 

 

Dinakar et al. [DRL11] decompose cyberbullying examples by training separate classifiers that 

target sexuality, race or intelligence. A two-step model is proposed: (i) binary classifiers are 

used to determine the sensitivity of topic, (ii) multi-class classifiers classify an instance from a 

set of sensitive topics. A total of 50,000 YouTube comments were scraped to prepare the 

dataset and then the data was grouped into clusters of physical appearance, sexuality, race & 

culture and intelligence. A subset of 1,500 comments from each group were manually checked 
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to verify the correctness of the labels. A range of binary and multiclass classification algorithms 

were applied on the clean data. They compare the result of SVM with a Naive Bayes classifier, 

JRip, and J48 Decision tree. All the classifiers were evaluated in terms of accuracy and kappa 

statistic. Results suggest the binary classifiers for individual labels outperform multi-class 

classifiers. In terms of accuracy, JRip was the best but the kappa values were lesser compared 

to SVM. SVM is considered to be highly reliable because of its high kappa value. 

 

Hosseinmardi et al. [HMR+15a,HMR+15b] develop a model to automatically detect incidents 

of cyberbullying on Instagram. The dataset was prepared by collecting sample Instagram posts 

of images and their associated comments. Crowdsourcing is used to label the image content as 

well as comments. They showed correlations between different features and cyberbullying as 

well as cyber aggression. This correlation analysis of images, text comments, and social 

network metadata is used to train multi-modal classifier. Results show about 48% of posts were 

not considered as cyberbullying. The proposed model identified that a significant portion of 

Instagram media sessions exhibit cyber aggression but not cyberbullying. They show 

correlations between the strength of support for labeled cyberbullying and the number of text 

comments. Their results show that a linear SVM classifier significantly improves the accuracy 

of identifying cyberbullying to 87% by incorporating multi-modal features from text, images, 

and metadata for the media session. 

 

Zhong et al. [ZLS+16] developed a method for detecting cyberbullying in commentaries 

following shared images on Instagram. Along with using the image-specific features and text 

features extracted from comments and from image captions, the author uses features like topics 

determined from image captions and outputs of a pre-trained convolutional neural network 

applied to image pixels. The dataset is comprised of 3,000 images along with image caption, 

specific information about the user who posted the content (username, total post count, number 

of followees and number of followers), and the text comments. To prepare the ground truth, 

labelers were first asked to identify whether the image was bullied based on the image's 

commentary, given both images and comments. Next, labelers were asked to label each 

comment individually as either bullying or non-bullying. The SVM classification model was 

used with an RBF kernel and various feature sets. For constructing the feature set they used 
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Bag of Words, offensiveness score, LDA-generated topics from image captions, and clusters 

generated from outputs of a pre-trained Convolutional Neural Network over the images. 

Results showed that the model achieved an accuracy of 93% to classify comments that contain 

bullying and an accuracy of 68.55% is achieved in detection of images prone to cyberbullying. 

 

Van Hee et al. [VHL+15] developed and applied a new scheme for cyberbullying annotation. 

This cyberbullying annotation describes the presence and severity of cyberbullying, role of the 

post authors, whether the author is a harasser, victim or bystander, and a number of fine-grained 

categories related to cyberbullying, such as insults and threats. They presented experimental 

results on the automatic detection of cyberbullying and explore the feasibility of detecting the 

more fine-grained cyberbullying categories in online posts. They ran their experiments on a 

Dutch dataset, but they claim that the technique is language independent, given that there is 

annotated data available in the particular target language. The data was collected from Ask.fm 

and the experimental dataset contained 85,485 Dutch posts. They used a two-level annotation 

scheme to annotate the ground truth. At the first level, the annotators were asked to indicate 

whether a post contains traits of a cyberbullying event. When a post is considered to be part of 

a cyberbullying event, annotators were asked to identify the author's role (harasser, victim or 

bystander). Secondly, the annotators were tasked with the identification of fine grained text 

categories related to cyberbullying. In the first experiment, researchers explored the detection 

of cyberbullying posts regardless of the harmfulness score and the author's role. The second 

set of experiments focued on the identification of fine-grained text categories related to 

cyberbullying. A binary classifier was built for each category and the evaluation was done 

using 10-fold cross-validation. They used SVMs as the classification algorithm with linear 

kernels. All posts were represented by a number of standard NLP features including word 

unigram bag-of-words, word bigram bag-of-words, character trigram bag-of-words, and 

sentiment lexicon features. As identification of fine-grained text categories suffers from the 

curse of sparsity, the feature selection techniques can be used for decreasing vector sparseness 

and avoiding the noise. 

 

Owsley Sood et al. [SCA12] proposed a machine learning approach to automatic detection of 

inappropriate negative user contributions. SVMs were  used to train this data. They were 
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combined with relevance and valence analysis systems in a multi-step approach to detect the 

inappropriate negative user contributions. The proposed model proved to be a potential model 

for automatic detection of insult. The dataset contained 1,655,131 individual comments from 

168,973 comment threads collected from Yahoo. The training corpus used a set of comments 

from collected yahoo data and they used Amazon Mechanical Turk for labeling. Each comment 

was labeled for the presence of profanity, insults, and the object of the insults. 

 

Xu et al.  [ZZB12] author proposed a fast-training procedure to recognize different sentiment 

emotions in bullying data without explicitly producing a conventional labeled training dataset. 

Authors identified seven emotions common in bullying. Some of the emotions are well-studied; 

some of them are not standardized in the sentiment analysis literature. Xu et. al. manually 

inspected a number of bullying traces in Twitter, and identified seven most common emotions 

which are Anger, Embarrassment, Empathy, Fear, Pride, Relief, and Sadness. Their learning 

procedure includes collecting seed words, collecting online documents, creating feature 

extractors, and building a text classifier. Using Feature Extractors, 35 feature vectors for the 

seven emotions were prepared. The text classifier was trained on Wikipedia pages. A total 964 

Wikipedia pages were represented using a 35-dimensional vector. A 7-class SVM was trained 

on the Wikipedia corpus. Results of linear and RBF kernel were compared, and RBF kernel 

was considered the best one. 

 

Al-garadi et al. [AVR16] proposed a machine learning approach for detecting cyberbullying 

on Twitter. The proposed approach used unique features derived from Twitter including 

network, activity, user, and tweet content. The potential features were tested to enhance the 

discriminative power of the classifiers. Based on this, the most significant features were used 

as inputs to different machine learning algorithms to detect cyberbullying. Three features 

selection algorithms are used to determine the most significant proposed features which 

includes c2test, information gain, and Pearson correlation. A synthetic minority oversampling 

technique and the weights adjusting approach are used to balance the classes in the data set. 

The performance of four classifiers were compared which are naive Bayes, support vector 

machine, random forest, and k-nearest neighbor under four different settings to select the best 

setting for the proposed features. The results indicated that the proposed model based on 
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proposed features provides a feasible solution to detecting cyberbullying in online 

communication environments. 

 

Mehdad and Tetreault [MT16] investigated the role of character n-grams in abusive language 

detection by using two different algorithms. The two models are Recurrent Neural Network 

Language Model and Support Vector Machine with Naive Bayes Features. Results were 

compared by evaluating the two approaches on a corpus of 1M comments. Results showed the 

character n-grams outperform word n-grams in both algorithms. 

 

Logistic Regression [Day92,HL04] uses a binary logistic model to estimate the probability of 

a binary response based on one or more predictors or features. More than a classification 

method, it can be used as a discrete choice model. Rather than just classes, logistic regression 

predicts probabilities. Given a training data-point which can be represented as a vector of 

features, the probability of the data-point being in one of the observed classes can be predicted 

using logistic regression. 

 

Cheng et al. [CDL15] compared logistic regression techniques and random forests to predict 

users with antisocial behavior. It was observed that overly harsh feedback from the community 

causes exacerbation in antisocial behavior. Results show distinct groups of users with different 

levels of antisocial behavior and these levels can change over time. A binary LR mechanism 

was used for identifying antisocial users in a community. Though average classifier precision 

was relatively high (0.80), one in five users identified as antisocial are still misclassified. 

 

Burnap and Williams [BW15] studied the spread of online hate speech on Twitter soon after 

the 2013 murder of Drummer Lee Rigby in Woolwich, London, UK which caused an extensive 

public reaction on social media. They used human annotation for the collected data and used 

that data to train and test a supervised machine learning text classifier that distinguishes 

between hateful and antagonistic. The classification model focused on race, ethnicity, or 

religion, and more general responses. Classification features were derived from the content of 

each tweet, including grammatical dependencies between words to recognize phrases, 

incitement to respond with antagonistic action, and claims of well-founded or justified 
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discrimination against social groups. The results of the classifier were optimal using a 

combination of probabilistic, rule-based, and spatial-based classifiers with a voted ensemble 

meta-classifier. They demonstrated how the results of the classifier can be robustly utilized in 

a statistical model used to forecast the likely spread of cyber hate in a sample of Twitter data. 

They implemented the Bayesian Logistic Regression classifier as a probabilistic approach 

which identifies statistical coeffcients for each feature in a vector based on the likelihood of 

that feature appearing in any of the classes available and uses this to predict the classes of 

previously unseen tweets. They use another classifier with Rule-based approaches to be 

classifying antagonistic content, so they employed a Random Forest Decision Tree. They also 

used Support Vector Machine to determine if a spatial classification model would improve or 

enhance on a probabilistic or rule-based model. The classification results reduced false 

positives and produced promising results with respect to false negatives. The ensemble 

classifier improved on the recall of the base classifiers. 

 

3.7 Sentiment Analysis 

Understanding sentiment is one of the key ingredients of abusive language detection as 

negative sentiment is closely related to harassment text. Warner and Hirschberg [WH12], 

presented a comprehensive approach of detecting hate speech,  where hate speech was targeted 

towards specific group characteristics. They used some target words at first which can either 

be hateful or not then they use the feature templates for Word Sense Disambiguation 

techniques [Yar95] to determine the polarity and classify anti-Semitic speech. 

 

Yin et al. [YDX+09] proposed a classifier to detect the presence of hate speech in web 

discourses such as web forums and blogs. They abstracted the hate speech into three main 

thematic areas of race, nationality, and religion. The classifier that used sentiment analysis 

techniques and this model is used not only to detect that a given sentence is subjective but also 

to identify and rate the polarity of sentiment expressions. A lexicon was created using 

subjectivity and semantic features related to hate speech and using this lexicon to build a 

classifier for hate speech detection. A rule-based approach is used for both subjectivity analysis 

and developing hate speech classifier. Hate-related verbs and dependency-type generated 

grammatical patterns were added to the lexicon. The hate speech detection application had 
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three levels of: No hate, Weakly hate and Strongly hate. They tested the application using 

annotated corpus consisting of 500 labeled paragraphs. The use of subjective sentences 

improved both the precision and recall. An assumption was made that the topic of relevance 

can be dropped by using topic modeling. Given that the data set is too small, by expanding 

annotated corpus different machine learning approaches can be adapted directly. The 

sentiment analysis has been used not only for online harassment detection but also for sarcasm 

detection. 

 

Riloff et al. [RQS+13] developed a sarcasm recognizer to identify sarcasm in tweets where 

sarcasm on Twitter consists of a positive sentiment contrasted with a negative situation. A 

bootstrapping algorithm was presented that automatically learns lists of positive sentiment 

phrases and negative situation phrases from sarcastic tweets. One big challenge with this kind 

of work is to automatically recognize the stereotypically negative “situations”, which are 

activities and states that most people consider being undesirable. The proposed model was 

tested on a tweet collection of 175,000 tweets, where 20% were labeled as sarcastic and 80% 

were labeled as not sarcastic. They used a POS tagger designed for Twitter, which has a smaller 

set of POS tags than more traditional POS taggers. The result showed that identifying 

contrasting contexts using the phrases learned through bootstrapping yields improved recall 

for sarcasm recognition. This work is limited to identify just one type of sarcasm which is a 

contrast between a positive sentiment and negative situation. The presented bootstrapped 

learning method is used to acquire lists of positive sentiment phrases and negative activities 

and states which can be used to recognize sarcastic tweets. The phrases learned by the 

algorithm were limited to specific syntactic structures and required the contrasting phrases to 

appear in a highly constrained context. 

 

A similar kind of sentiment analysis might not perform equally on different domains. This can 

vary because of the variety of social media users on different domains. Grunigen et al. 

[GWD+17], a cross domain performance of sentiment analysis systems was investigated. A 

convolutional neural network on data from different domains was trained and its performance 

was evaluated on other domains. The usefulness of combining a large amount of different 

smaller annotated corpora to a large corpus was evaluated. The results show that more 
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sophisticated approaches are required to train a system that works equally well on various 

domains. Authors gave an overview of the deterioration of the quality when using a sentiment 

classifier on a domain it was not trained on. It showed that using pre-trained word embeddings 

helps to increase the score. This work can be used as a basis when evaluating sentiment 

classifiers that were trained on a domain different from the target domain. The effect of the 

distant-phases and word embeddings in the cross-domain setting is not explored here. 

 

Quraishi et al. [Qur20] examined the problem of classifying documents by overall sentiment 

rather than by topic. They used movie reviews as data and applied different machine learning 

techniques which outperformed human-produced baselines. The model based on sentiment 

classifier machine learning was compared with three machine learning methods which are 

Naive Bayes, maximum entropy classification, and support vector machines. While examining 

the effectiveness of applying machine learning techniques to the sentiment classification 

problem, it appeared to distinguish the proposed model from traditional topic-based 

classification where topics are identifiable by keywords rather than sentiment. The sentiment 

seems to require more understanding than the usual topic-based classification. So, the machine 

learning algorithms do not perform as well on sentiment classification as on traditional topic-

based categorization. IMDb reviews are used to test the proposed model. The reviewer’s rating 

was expressed with stars and reviews were extracted and converted into sentiment categories 

(positive, negative, or neutral). The work is focused on discriminating between positive and 

negative sentiment. The data includes a corpus of 752 negatives and 1,301 positive reviews. 

The results from machine learning techniques appeared to be better compared to the human-

generated baselines. Among the three ML, Naive Bayes tends to do the worst and SVMs tend 

to do the best. The sentiment classification did not work well compared to those reported for 

standard topic-based categorization. 
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Chapter 4: Requirements and Analysis 

4.1 Classification with Machine Learning 

Machine learning algorithms can only train and predict for numerical data. So, when it comes 

down to handling texts, documents and strings, we have to take a different approach and 

somehow create a numerical context for the respective text so the machine can understand and 

analyze. The goal of text classification is to automatically classify the text documents into one 

or more defined categories. For a general classification problem for a supervised learning 

model, we import, instantiate, fit and then predict whereas for text we have to import, 

instantiate, fit, transform and then predict. 

 

4.2 Dataset Preparation 

The first step is the Dataset Preparation step which includes the process of loading a dataset 

and performing basic pre-processing. The dataset is then split into training and validation sets 

called training and testing data. The train-test split can be done in any ratio but by convention, 

it is (75%-80%) training data and (25%-20%) testing data in supervised learning. Data is 

collected from various trustworthy sites and then hand labeled. As the data is collected raw 

from various sites, sometimes from social media, it is filled with various unnecessary 

characters, punctuations, spaces or exclamations which may affect the accuracy of the model. 

Therefore, we need to first clean the data and make it more machine friendly, the  reprocessing 

step. Preprocessing includes deleting inverted commas or other unnecessary punctuations, 

deleting extra spaces, deleting emoticons, substituting missing values with dummy values, 

replacing erroneous values, decomposing data by making complex data simpler and splitting 

it into multiple parts that will help the tool capture more specific relationships, rescaling data 

to improve the quality of a dataset by reducing dimensions and avoiding the situation when 

some of the values overweigh others, inserting or deleting data based on the users’ needs etc. 

Some datasets are made public, and a researcher can do independent work with this data. 

Datasets are usually in  csv, json or xml data formats. CSV (comma separated value) files are 

the most common. 
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4.3 Dataset 

To detect bullying, we need to gather a large amount of data as a training corpus for the 

cyberbullying detection algorithm. For this purpose, initially we used the Formspring dataset 

available at http://www.chatcoder.com/drupal/DataDownload. Formspring is a social media 

website launched in 2009. It is a question and answer based collaborative website similar to 

AskFM and Tumblr. The data in Formspring was collected from 50 user IDS in summer 2010. 

For each user, information about the user profile and the posted question and answers were 

extracted.  The researchers used Amazon’s Mechanical Turk service to get people to manually 

label the set of questions and answers with respect to cyber bullying.  

 

The dataset is divided in to eleven CSV files.  There are total of 45,282 records out of which 

5,806 contain bullying while 39,234 don’t have bullying.  Table 4.1 and Table 4.2 provide 

details of each file and its attributes names in them respectively. 

 

 

 

Table 4.1. Details of dataset CSV files. 

Sr 

No. 

CSV File Name Number of 

Records 

Number of 

Attributes 

Bully 

Records 

Non-Bully 

Records 

1 Batch_613401_batch_results 147 39 22 116 

2 Batch_613557_batch_results 11789 39 675 11069 

3 Batch_636064_batch_results 1610 39 197 1408 

4 Batch_636066_batch_results 5954 39 471 5457 

5 Batch_779537_batch_results 2833 39 1215 1596 

6 Batch_784350_batch_results 9364 44 785 8511 

7 Batch_784412_batch_results 887 44 310 547 

8 Batch_784505_batch_results 630 44 116 514 

9 Batch_784949_batch_results 23 44 9 14 

10 Batch_857125_batch_results 2853 41 1156 1674 

11 Batch_858956_batch_results 9192 42 850 8328 

 Total 45282  5806 39234 
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Table 4.2. Attribute names in the CSV files. 

Sr No. CSV with 39 Attributes CSV with 41 Attributes CSV with 42 Attributes CSV with 44 Attributes 

1 HITId HITId HITId HITId 

2 HITTypeId HITTypeId HITTypeId HITTypeId 

3 Title Title Title Title 

4 Description Description Description Description 

5 Keywords Keywords Keywords Keywords 

6 Reward Reward Reward Reward 

7 CreationTime CreationTime CreationTime CreationTime 

8 MaxAssignments MaxAssignments MaxAssignments MaxAssignments 

9 RequesterAnnotation RequesterAnnotation RequesterAnnotation RequesterAnnotation 

10 AssignmentDurationInSeconds AssignmentDurationInSeconds AssignmentDurationInSeconds AssignmentDurationInSeconds 

11 AutoApprovalDelayInSeconds AutoApprovalDelayInSeconds AutoApprovalDelayInSeconds AutoApprovalDelayInSeconds 

12 Expiration Expiration Expiration Expiration 

13 NumberOfSimilarHITs NumberOfSimilarHITs NumberOfSimilarHITs NumberOfSimilarHITs 

14 LifetimeInSeconds LifetimeInSeconds LifetimeInSeconds LifetimeInSeconds 

15 AssignmentId AssignmentId AssignmentId AssignmentId 

16 WorkerId WorkerId WorkerId WorkerId 

17 AssignmentStatus AssignmentStatus AssignmentStatus AssignmentStatus 

18 AcceptTime AcceptTime AcceptTime AcceptTime 

19 SubmitTime SubmitTime SubmitTime SubmitTime 

20 AutoApprovalTime AutoApprovalTime AutoApprovalTime AutoApprovalTime 

21 ApprovalTime ApprovalTime ApprovalTime ApprovalTime 

22 RejectionTime RejectionTime RejectionTime RejectionTime 

23 RequesterFeedback RequesterFeedback RequesterFeedback RequesterFeedback 

24 WorkTimeInSeconds WorkTimeInSeconds WorkTimeInSeconds WorkTimeInSeconds 

25 LifetimeApprovalRate LifetimeApprovalRate LifetimeApprovalRate LifetimeApprovalRate 

26 Last30DaysApprovalRate Last30DaysApprovalRate Last30DaysApprovalRate Last30DaysApprovalRate 
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27 Last7DaysApprovalRate Last7DaysApprovalRate Last7DaysApprovalRate Last7DaysApprovalRate 

28 Input.date Input.filename Input.filename Input.docindex 

29 Input.userid Input.askerID Input.askerID Input.date 

30 Input.location Input.profileID Input.profileID Input.userid 

31 Input.bio Input.posttext Input.posttext Input.location 

32 Input.asker Answer.AnswererBullied Input.rank Input.bio 

33 Input.posttext Answer.AskerBullied Answer.AnswererBullied Input.asker 

34 Answer.ContainCyberbullying Answer.ContainCyberbullying Answer.AskerBullied Input.posttext 

35 Answer.CyberbullyingWords Answer.CyberbullyingWords Answer.ContainCyberbullying Answer.AnswererBullied 

36 Answer.OtherInfo Answer.NooneBullied Answer.CyberbullyingWords Answer.AskerBullied 

37 Answer.Severity Answer.OtherInfo Answer.NooneBullied Answer.ContainCyberbullying 

38 Approve Answer.Severity Answer.OtherInfo Answer.CyberbullyingWords 

39 Reject Answer.ThirdBullied Answer.Severity Answer.NooneBullied 

40   Approve Answer.ThirdBullied Answer.OtherInfo 

41   Reject  Approve Answer.Severity 

42     Reject  Answer.ThirdBullied 

43       Approve 

44       Reject  
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Figure 4.1. Snapshot of first 12 attributes in CSV files. 
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During the analysis of the eleven CSV files, we observed that the first 27 attributes in each file 

are metadata related to the process labeling the dataset. These attributes include data such as 

Title, Description, Keywords, Reward, CreationTime, WorkerId, AssignmentStatus, 

AcceptTime, SubmitTime, ApprovalTime, RejectionTime etc. Figure 4.1 shows the first 12 

attributes from the Batch_613401_batch_results CSV File. These attributes are irrelevant with 

respect to the detection of the cyberbullying. 

 

After removing the first 27 irrelevant attributes the number of attributes in the files become 12, 

14, 15 and 17 instead of 39, 41, 42 and 44 respectively. A further analysis shows that the five 

files originally having 39 (now 14) attributes only provide the details of presence or absence of 

cyberbullying. No details on who is being bullied (the asker or the answerer) is present. In the 

context of cyberbullying detection such information is vital and can significantly affect the 

detection rate. Table 4.3 provides the description of each of the 7 attributes which are more 

relevant for detection of cyberbullying. 

 

Table 4.4 shows details of six selected CSV files. The other 5 CSV file don’t have certain 

attributes so those files were not included The total number of records have been reduced by 

the 49.32 %. The total bully records have been reduced by 44.44% and total non-bully records 

have been reduced by 50 07%.  To simplify the further analysis, the six CSV files are merged 

into a signal CSV file. The analyses of the merged file in RapidMiner shows all the attributes 

except Input.posttext have missing values in dataset as highlighted in Figure 4.2. 

Table 4.3. Description of selected 7 attributes. 

Sr 

No. 

Attribute Name Attribute Type Description 

1 Input.posttext Polynomial The posted message 

2 Answer.AnswererBullied Polynomial Was the person answering bullied 

3 Answer.AskerBullied Polynomial Was the person asking bullied 

4 Answer.ContainCyberbullying Polynomial Yes or No for bullying presence 

5 Answer.CyberbullyingWords Polynomial The bullying word used 

6 Answer.NooneBullied Polynomial Answer was considered as none 

bully 

7 Answer.Severity Integer Severity of the bullying word 
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During the process of labeling the data, the Amazon’s Mechanical Turk participants only put the 

values for YES, no value for NO was entered. For example, if there was no cyberbullying, 

“Answer.ContainCyberbullying” was left blank. Missing value can be troublesome for machine 

learning techniques. To overcome this issue missing values were added. These missing values 

were “No”. 

 

Figures 4.3 and Figure 4.4 show the severity of words when asker and answerer are bullied. 

Furthermore, Figure 3.5 and onward show various inconsistencies that were discovered in the 

dataset such as  

Table 4.4. Details of selected 6 CSV files. 

Sr 

No. 

CSV File Name Number 

of 

Records 

Bully 

Records 

Non-

Bully 

Records 

1 Batch_784350_batch_results 9364 785 8511 

2 Batch_784412_batch_results 887 310 547 

3 Batch_784505_batch_results 630 116 514 

4 Batch_784949_batch_results 23 9 14 

5 Batch_857125_batch_results 2853 1156 1674 

6 Batch_858956_batch_results 9192 850 8328 

 Total 22949 3226 19588 

 

 
Figure 4.2. Missing values in merged CSV file. 
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Figure 4.5 shows repetition of posts with different answers and different levels of severity. 

 

Figure 4.6 shows that for certain posts, there were missing values for answer, however, the 

severity level was greater than zero. In such cases, the severity level should be zero. 

 

Figure 4.7 shows certain posts (marked by blue box) where the answer doesn’t have any value, 

but it was considered that the asker was bullied and answerer was also bullied. Similar, the 

post (marked by red box) show a case where the asker was bullied along with severity level 

but it was considered as non-bully. 

 

Figure 4.8 shows inconsistencies when third bullied is involved. Such inconsistencies are 

similar to Figure 4.6 and Figure 4.7 namely missing value and wrong severity levels. 

 

Figure 4.9 to Figure 4.12 show repetition posts with same or different level of severities.  
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Figure 4.3. Cyberbullying words severity when asker is bullied. 
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Figure 4.4. Cyberbullying words severity when answerer is bullied. 
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Figure 4.5. Inconsistencies found in dataset. 
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Figure 4.6.  Missing values for answer in dataset when severity is high. 
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Figure 4.7. Missing values and wrong severity levels. 
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Figure 4.8. Missing values and wrong severity levels in case of third person bully. 
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Figure 4.9. Sample of duplicate post with different values for severity. 
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Figure 4.10. Sample of duplicate post with different values for severity. 
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Figure 4.11. Sample of duplicate post with different values for severity. 
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Figure 4.12. Sample of duplicate post with different values for severity. 
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Chapter 5: Results 

This chapter presents the results of experiments we conducted on the data files discussed in the 

previous chapter. The first set of experiments involved applying several different ML 

algorithms and comparing their results. The second set of experiments involved application 

and exploration of combinations of multiple ML algorithms to see if we can get better results. 

 

After the process of data cleaning, a subset was created from the merged CSV file. The subset 

contains 1,500 records with 225 (15%) bullying and 1,275 (85%) non-bullying records. The 

subset was randomly split in to two parts based on the ratio of 30:70. The 70% of the data was 

used for training purposes and 30% was used for testing purposes. The experiments involve 

the utilization of six algorithms namely, Naïve Bayes, Logistic Regression, Decision Tree, 

SVM Linear, SVM RBF, k-nn. 

 

The experiments were conducted using RapidMiner. Each ML classifier was applied to the 

dataset. Table 5.1 summarizes the results of these experiments, which are also plotted in Figure 

5.1.  The recall, the ability of the ML classifier to list all of the bullying messages (avoiding 

False Negatives), ranges from 0.59 for Naïve Bayes to 0.74 for Decision Tree. This means that 

59% to 74% of the bullying messages we found in this dataset. The precision, the ability of the 

ML classifier to avoid incorrectly labelling a message as bullying (avoiding False Positives), 

ranges from 0.77 for k-nn to 0.93 for Decision Tree. This means that 7% to 23% of messages 

were incorrectly reported as bullying.   

 

When combining precision and recall into F1 values, we found that Decision Tree and the two 

SVM variants were the most effective at finding instances of bullying with limited false 

positives and false negatives. The F1 values of 0.81 to 0.83 indicate that there is still much 

work to do. Any tool that uses these techniques will miss many instances of bullying. 
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Table 5.1. Outcomes for each classifier. 

 
Recall Precision F1-Score Accuracy  

Naïve Bayes 0.59 0.82 0.68 0.88 

Logistic Regression 0.61 0.88 0.72 0.89 

Decision Tree 0.74 0.93 0.83 0.94 

SVM Linear 0.72 0.92 0.81 0.93 

SVM RBF 0.74 0.91 0.82 0.94 

k-nn 0.60 0.77 0.67 0.89 

 

 

 

Figure 5.1. Outcomes of each classifier. 
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5.1 Ensemble Based Cyberbully Detection 

Ensemble is a growing trend in the field of machine learning in which numerous machine 

learning algorithms are used to improve the overall performance of a system. The ensemble 

creates a robust classifier having multiple algorithms working collectively to overcome each 

other weakness. Ensembles have been proven extremely useful in such cases where the 

problem can be divided into sub problems [HS90].  

The idea of ensembles was first introduced  in late 1980s and in 1990, the work of Hansen and 

Salamon [HS90] showed that the combination of several ANNs can drastically improve the 

accuracy of the predictions. Similarly, Schapire [Sch90] stated that the accuracy of weak 

algorithms can be improved using an ensemble approach. Since then ensembles have been 

studied in many areas of research.  

 

5.2 Ensemble Construction 

In recent years, the use of ensembles has received considerable attention in machine learning 

research. Most of the proposed ensembles are variations of a few well-established algorithms, 

such as bagging and boosting. 

 

5.2.1 Bagging Ensemble 

The first ensemble-based algorithm ever proposed was Breiman’s [Bre96] bootstrap 

aggregating method, or “bagging” for short. It is one of the simplest and most natural 

algorithms for achieving high efficiency. In bagging, a variety of results are produced with the 

use of bootstrapped copies of the training data. A distinct classifier of the same category is 

modelled, using a subset of the training data. Fusing of different classifiers is achieved by the 

use of a majority vote on their selections. Thus, for any example input, the ensemble’s decision 

is the class selected by the greatest number of classifiers. Breiman [Bre99], also proposed a 

new algorithm based on bagging called pasting of small votes. Unlike its predecessor, pasting 

small votes is optimized to work with large datasets. Another approach based on bagging was 

proposed, called random forest.  It received its name because it builds a model from several 

decision trees. A means of creating this kind of classifier is by training different decision trees, 
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and randomly varying parameters related to training. Once the training model is fully 

optimized, the trained model is run on test data for testing.  

 

5.2.2 Boosting Ensemble 

Schapire [Sch90] showed that the output of a  weak learner algorithm can be slightly improved 

by  random guessing, which can transform that algorithm  into a strong learner algorithm. This 

concept is called boosting. Boosting generates an ensemble of classifiers, as does bagging, by 

carrying out resampling of the data and combining decisions using a majority vote. However, 

that is the extent of the similarities with bagging.  

 

Schapire, along with Freund [FS95], presented a generalized version of the original boosting 

algorithm called adaptive boosting or AdaBoost for short. The method received that name from 

to its ability to adapt to errors related to weak hypotheses, which are obtained from Weak 

Learner. A weak learner is a classifier that is only slightly correlated with the true 

classification. In contrast, a strong learner is a classifier that is arbitrarily well-correlated with 

the true classification. 

 

5.3 Ensemble Architecture  

An ensemble architecture combines the output of base classifiers in such a way that the final 

output is expected to be better than the output of individual base classifiers. Three different 

architectures are mostly used when building an ensemble classifier:  cascade, parallel and  

hierarchical. 

 

5.3.1 Cascade Ensemble 

In cascade architecture the output from the previous classifier is sent to the next classifier. The 

final output is generated from the last classifier, see Figure 5.2. This is the most basic ensemble 

type. 
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Figure 5.2. Cascade ensemble. 

 

Figure 5.3. Parallel ensemble. 

5.3.2 Parallel Ensemble 

In parallel architecture the output from the base classifiers is integrated in a combined output, 

see Figure 5.3. Unlike cascade ensemble, in which the output of one classifier can affect later 

classifier, the classifiers here work independently. The output of each classifier is then voted 

combined through a voting process. Possible voting techniques are Majority Voting, Weighted 

Voting, Simple Averaging and Weighted Averaging. The classification that wins the voting is 

consider as final output.  

 

5.3.3 Hierarchical Ensemble 

The hierarchical architecture is a combination of cascading and parallel architecture, see Figure 

5.4. Using this architecture, the performance can be improved as it can reduce the shortcoming 

of both cascading and parallel architecture. The output of each classifier is combine using 
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voting. For voting are different techniques such as Majority Voting, Weighted Voting, Simple 

Averaging and Weighted Averaging.  

 

5.4 Experiments 

As explained earlier, cyberbullying can have more thorough and longer lasting consequences 

due to its nature; hurtful material is available online for a long time and there is a broad 

audience that can witness it. Cyberbullying can happen through all sorts of technological 

devices and social media platforms, and at any time of the day. On top of the distress and 

sadness that is caused by bullying, the continuity of the assaults makes the impact even more 

unbearable. In order to inform responsible authorities or adults about bullying incidents and to 

allow them to stop the harassment and/or to provide required support for the victims, 

cyberbullying incidents have to be detected.  

 

In cyberbullying detection, the focus is on comments and posts which may contain bullying 

content. Cyberbullying detection falls into the post-bullying phase as it deals with incidents 

right after they have happened and after the harassing posts have been put online. The detection 

 

Figure 5.4. Hierarchical ensemble. 
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is to be considered a steppingstone towards an intervention; the aim is to take the necessary 

actions, either removing the harassing content or provide the required support for the victim, 

after a bullying incident has been detected. 

 

Our first challenge is to build an ensemble-based cyberbullying detection classifier that is 

acceptable when it comes to time and computing resources while also retaining suffcient 

classification performance. While sophisticated deep learning classifiers have been recently 

introduced to solve complex problems with high accuracy, they come up with considerable 

computational baggage. For example, in [HBL17], the authors used deep learning in real time 

to process one 1080p video frame in 644ms using Samsung S7 with leveraging high-

performance GPUs (12 GPUs) and 4GB memory. While it is tempting to use deep learning for 

our system, we want our classifier to be able to leverage lightweight computational resources. 

In addition to being computationally lightweight, we also want our classifier to be faster 

without sacrificing accuracy.  

 

For this purpose, we selected the Naive Bayes, Decision Tree, K-Nearest Neighbors, Linear 

regression, SVM-Radial Basis Function and SVM-Linear as our base classifiers. We used 10 

combinations of these classifies with voting to measure their performance. All experiments 

were performed using the RapidMiner software.  

 

Table 5.2. Parallel ensemble for cyberbully detection. 

  Recall Precision F1-Score Accuracy 

NB + DT 0.80 0.80 0.80 0.96 

SVM-L + SVM-RBF 0.66 0.93 0.77 0.97 

k-nn + LR 0.68 0.79 0.73 0.96 

NB + DT + LR 0.62 0.59 0.60 0.94 

NB + DT + k-nn 1.00 0.30 0.37 0.64 

SVM-L + SVM-RBF + NB 0.80 0.77 0.78 0.96 

SVM-L + SVM-RBF + DT 0.66 0.93 0.76 0.97 

SVM-L + SVM-RBF + LR 0.67 0.82 0.73 0.96 

SVM-L + SVM-RBF + k-nn 0.60 0.60 0.60 0.95 

NB + DT + LR + knn 0.99 0.29 0.36 0.63 
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Figure 5.5. Parallel ensemble for cyberbully detection. 

 

For the experiments in this dissertation, we choose to implement the parallel ensemble for the 

experiments as suggested by other researchers [HS90]. We looked at several different 

combinations of ML classifiers as shown in Table 5.2. For each of the ensembles we selected 

a combination of Naive Bayes, Decision Tree, K-Nearest Neighbors, Linear regression, SVM- 

Radial Basis Function and SVM-Linear. We used 10 combinations of these classifiers with 

voting to measure their performance. We used a simple majority vote to calculate the final 

output. Every classifier in ensembles makes a predication (votes) for each instance. If more 

than 50% classifiers make the same prediction, the predication is considered as true. This 

approach was chosen under the assumption that some techniques worked better with certain 

messages and others with other types of messages. The combination of techniques should then 

get us the best of each approach. 

 

We measured the performance of each of the ensemble combinations with respect to Recall, 

Precision, F1-Score, and Accuracy. The results are shown in Table 5.2 and graphed in Figure 

5.5. 
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In terms of F1-Score, the NB+DT achieved the highest value. . For Precision, SVM-L+SVM-

RBF has the highest value followed by the SVM-L + SVM-RBF + DT. For Recall the NB + 

DT + LR + knn has the highest value followed by the NB + DT + k-nn and for Accuracy, NB 

+ DT + LR + knn has the highest value followed by the SVM-L + SVM-RBF + DT. The lowest 

value for each of the parameters were SVM-L + SVM-RBF + LR, NB + DT + LR, SVM-L + 

SVM-RBF + k-nn and NB + DT + k-nn respectively.  The ensemble combination of NB + DT 

+ LR + knn provided the lowest result. 

 

When we look at these results, we see that they are disappointing. We did not achieve a higher 

F1 value that using just straight DT or one of the SVM variants as shown in our earlier 

experiments. If we reported just accuracy or just recall, some of the results are really good. But 

high recall results in a trade off with low precision, meaning that we are misclassifying benign 

messages as being bullying. With an uneven dataset, where a large percentage of messages are 

non-bullying, the accuracy will always be skewed high if we just say messages are non-

bullying.  Therefore, we need to look at the F1 values.  

 

The results at this point are mixed. NB + DT gives us the most consistent results with 80% 

recall and precision, resulting in a lower precision that just DT or one of the SVN variants, but 

higher recall. The results here can be used to help guide designers: if the focus is on higher 

precision at the cost of missing some bullying messages, then DT or one of the SVN variants 

is probably their best bet. For more consistency, combine DT with NB. 
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Chapter 6: Conclusion and Future Work 

In this chapter, we present the conclusion of our research work and identify a list of future 

research directions that follows logically based on our findings and that will further the goal of 

this dissertation. 

 

6.1 Conclusions 

In this dissertation we presented a multi-perspective study on cyberbullying in social networks. 

Our first step was to understand the source and nature of the problem as a social phenomenon 

in order to identify the aspects for which measures could be developed to reduce the volume 

and the impact of the problems caused by it. An important insight from this study was that in 

spite of the fact that the origin of the problem of cyberbullying roots into the complexities of 

human mind and darker sides of human beings, its solution also depends on having a good 

understanding of human characteristics and mind set. Either to detect a bullying incident which 

has happened or to identify people who are capable of online aggression, we need to know the 

factors that distinguish bullying cases and bully users from the others. It also became obvious 

that we needed to have a clear definition of the phenomenon called bullying, as not any 

profanity expressed via social media can be considered as a bullying case. Friends may use 

more informal language among themselves and use slang or foul words just as a sign of their 

close relationships. 

 

To increase the understanding of the context of cyberbullying and to make it easier to present 

our views, we came up with a framework to talk about cyberbullying. Our main goal with 

designing tools for the detection of cyberbullying incidents was to improve and optimize the 

few existing detection algorithms.  

 

Obviously, it would be even better if we could help users of online platforms not to go through 

this devastating experience in the first place. Therefore, instead of only focusing on the 

detection of bullying incidents after they have taken place, we also dedicated a large amount 

of our studies to preventive approaches for cyberbullying. Particularly, we investigated the 



62 

 

 

identification of attributes in writings and online activities of the users, which convey 

information regarding their intentions and characteristics. We used machine learning to 

analyze these attributes to produce a detection of bulliness for individual. 

 

Having access to temporal information of the bullying events, such as the times that a user has 

posted comments over a period of time provides unique features which are specific to each 

comment. These features can reveal extra information about users’ behavior. Information about 

the moment in time at which a comment has been posted may indicate at what time of the day 

users are most busy and bullying behavior takes place. We did not address this in this 

dissertation, but it is an interesting data point. 

 

The intentions and personality of social networks users can be inferred from their online 

activities and previous conducts. This information about users can be used to assign each user 

a severity level which represent their level of bulliness and the probability of future hurtful 

acts. A precision-based approach will therefore be less likely to accidentally label someone a 

bully. With enough recall, we believe that a person with a higher level of bullying will receive 

a higher score, even if a large percentage of their bullying messages are missed.  

 

To have more sources of information and to make use of the potential of both human and 

machine, we designed a hybrid approach, incorporating ensemble models based on machine 

learning. As a preparatory step we calculated the discrimination capacity of the machine 

learning models as a second baseline. For the hybrid approach we reached an optimum model, 

DT + NB which was more consistent that individual machine learning models. As discussed 

earlier, cyberbullying takes place through technological devices, but its causes and nature is 

close to the essence of the human mind and culture. An approach based on a combination of 

technical capabilities and the understanding of human behavior can yield a more effective 

solution.  
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6.2 Future Work 

A number of future research avenues have become evident in the course of our research. 

Throughout this thesis we elaborated on several occasions the reasons why the cyberbullying 

phenomenon should be considered societal misbehavior rather than a personal act taken by 

individuals. As in the real world, the consequences, and effects of misconduct in the virtual 

world can be traced in various societal contexts and the victims may react in different ways 

and through variety of mediums. For example, when children are bitten at school, they may go 

to their friends to talk about it or they may write something about it in their diaries. In the case 

of cyberbullying the equivalent could be a social media chat box, or a digital notebook. If we 

could have access to this information, we can gain a better understanding of how a child bullied 

in cyberspace has been affected and how he or she is handling it. The most crucial effects and 

impact of a bullying incident may not be apparent in the environment in which bullying has 

happened, but the reaction to the incident may be traceable in another online environment.  

 

All existing studies on cyberbullying have investigated the causes and effects of bullying in a 

particular environment without considering the possible further reactions of the individuals 

involved in other social networks. Nowadays, most of the people who are familiar with Internet 

and social networks are active in several networks at a same time and have personal profiles 

in each of them. If for instance someone gets bullied on YouTube, the reactions and emotions 

may be expressed on Twitter and victims may reveal their feelings and state of the mind 

through a tweet to their friends or by posting a status on their Facebook profile. Given the 

multiplatform context of virtual lives, one particular direction to be explored in the future could 

be cross-system user modelling. Identifying users via interaction over the web is a newly 

emerging field of work. While providing profile information for social networks or browsing 

the web, users leave large number of traces. This distributed user data can be used as a source 

of information for systems that provide personalized services for their users or need to find 

more information about their users. Connecting data from different sources has been used for 

different purposes, such as standardization of APIs (e.g. OpenSocial 1) and personalization. 

The aggregation of users’ profiles information and activities from different social networks 

can provide comprehensive and accurate information about the state of the mind of a user. We 
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believe that studying the social connections of an individual user across different networks 

might provide a deeper understanding of the situation and consequently offer insight in how to 

organize support in an optimal manner. 

 

Another important consideration is that not all aggression or use of foul language leads to a 

bullying case. Getting victimized and feeling threatened is closely dependent on the personality 

and characteristics of the person involved. A person who is more sensitive and vulnerable may 

feel bullied, threatened, and depressed by the same sentences that do not affect and cause any 

hurtful feelings in someone with a less sensitive personality. Therefore, even if a sentence 

contains harassing words and is intended to bully someone, it does not necessarily mean that 

the other party will feel offended or victimized. The information to be gathered through cross-

system users’ profile analysis may also shed light on how to predict the impact of the bullying 

incident on the targeted person in a refined way. Moreover, as mentioned earlier, vulgar 

language is commonly used among young generation as an indication of friendships and many 

profanities are used sarcastically. For example, the following sentence: “I hate your guts” can 

be interpreted in two ways: the hurtful way, which is expression of hate towards someone, or 

the funky way, which is expression of liking someone in a cool way. Therefore, as another 

extension to our current research, identification of sarcastic sentences can be suggested.  

 

A future research track can also be to study the alternatives for acting upon the bulliness scores 

resulting from the approach proposed. As explained earlier, the bulliness score indicates the 

likelihood of a user to conduct bullying behavior. It is important to study the optimal way in 

which this information can be put into use and investigate the options for reacting and measures 

towards bullies. Furthermore, to put the bulliness scores into use, it is required to investigate a 

threshold which can best distinguish the bully and non-bully users in a social network. This 

threshold may differ depending on the platform and the target group under study.  

 

Several existing internet safety technologies such as filtering and monitoring software, as well 

as applications for reporting and blocking undesirable contents. These technologies search for 

webpages with inappropriate content, conversations with harassing language or undesirable 

communications in social networks and forums. Choosing the best intervention policy needs 
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further investigation and should be studied from a multidisciplinary perspective including 

social and psychological angles. 

 

Another observation made throughout our research is that besides the bully, other actors 

involved in cyberbullying or related phenomena also play a very important role. We have 

observed cases that although a user had been repeatedly bullied and targeted with harassing 

comments, but the supportive and encouraging comments of bystanders have neutralized the 

hurtful and negative effect of the hurtful comments. This may also go the other way around: 

when bystanders support and ‘like’ the harassing comments posted by bullies, they amplify the 

upsetting impact for victims of those comments. Therefore, follow-up research can be to study 

cyberbullying by zooming in on victims and investigation of public effect and role of 

bystanders. 
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