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Abstract

The desire to reduce the carbon emissions footprint caused by fossil-fueled power

plants has increased penetration of renewable energy resources based distributed gen-

erating units, in particular photovoltaic plants and wind energy conversion systems,

in the power system network. Furthermore, the topology and architecture of the

power system have changed from one with large conventional generation to one with

a more distributed architecture. This dissertation describes microgrid architectures,

their control strategies and the distributed generating units that are used to supply

microgrids.

The modeling, design, and control for a wind energy conversion system are de-

scribed. The work includes a doubly-fed induction generator combined with a battery

energy storage system. Photovoltaic power represents most of the microgrid power

sources in the literature. Modeling and control of a solar photovoltaic system are also

described in the dissertation. An energy storage system is connected in parallel with

the photovoltaic system. The battery overcomes the intermittent nature of both wind

speed and solar irradiation levels. The proposed system is modeled and simulated in

different scenarios to verify the proposed control system and its operation to control

the active and reactive power and terminal voltage.

Expansion of renewable energy resources with common control schemes that ex-

hibits low inertia replacing conventional generator tends to reduce the total system

inertia. Reduction of the inertia could have a dramatic effect on power system sta-

bility. Converter control schemes creating virtual synchronous generators have been

adopted in the literature to address the inertia reduction and related stability chal-

lenges. The power converters are controlled to emulate and improve the features of

the traditional synchronous generator such as inertia and damping, to improve system
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stability. A proposed control strategy, mathematical model, and controller design will

be described in this dissertation.

Applying a virtual synchronous generator works best with an energy storage sys-

tem. A hybrid energy storage system composed of superconducting magnetic energy

storage and a battery is used to smooth the system’s power fluctuations. The super-

conducting magnetic energy storage system responds to the high rate of change of

power fluctuation. Contrarily, the battery system responds to slower long term power

fluctuations. This hybrid system reduces the stress on the battery by removing the

transient and high rate of change charging and discharging currents to increase its

lifetime.

Furthermore, virtual synchronous generator parameters can be set according to the

desired and best performance without being limited by the characteristics of a physical

synchronous generator. Moreover, these parameters and constants affect the sizing of

the converter and of the energy storage system. When the inertia time constant of

the virtual synchronous generator increases, the system experiences larger amplitude

power oscillations and counteracts the frequency change. Also, the damping constant

in the control settings affects the system performance. When the damping constant

of the controller increases, the system experience lower amplitude power oscillations,

although takes lower time to reach the new steady-state value. The simulation results

describe how the values selected for inertia and damping constants affect the system

operation and performance. Moreover, they show the power and energy required from

the energy storage system to achieve a desired performance of the virtual synchronous

generator.

Although the superconducting magnetic energy storage system is more expensive

than the battery, it may be more effective and cheaper in some applications requiring

fast charge and discharge and deep depth of discharge scenarios. Virtual synchronous

generator controllers fed by energy storage systems can play a vital role to facilitate
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the penetration of inverter-based renewable energy generators in microgrids and in

large interconnected systems. This approach supports fully using the available energy

resources, minimize conventional fuel consumption and greenhouse gas emissions.
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1
Chapter 1: Introduction

Carbon dioxide emission is an environmental concern that have motivated gov-

ernments and regulatory agencies to encourage utilities to embrace renewable energy

resources (RERs). Furthermore, the looming shortage of conventional fuel resources

has directed research and application of renewable distributed generation resources.

This shift in power generation sources allowed microgrids to emerge. This study

focuses on distributed generation resources applied in different types of microgrids.

The intermittent nature of the renewable energy resources threatened the stability

of microgrid operation. Hence, the proper design of the control systems is a vital

issue and plays a noticeable role in the operation of microgrids. Control strategies

based on hierarchical control levels will be described in this research. Communication

systems are one of the main features of operating any power system, and they have a

great effect on the operation and control of microgrids. A brief description about the

communication media and protocols used for the microgrid control system will also

be described in this dissertation.

Wind energy conversion systems are important renewable energy resources that

are under continued research. This dissertation describes the design, control and

modeling of a wind energy conversion system to implement in a microgrid. This

includes the mechanical wind turbine and a doubly-fed induction generator. The

wind turbine is combined with a battery energy storage system to overcome the

intermittent nature of the wind speed. A doubly-fed induction generator is used in

this dissertation due to its ability to operate over wide wind speed ranges and reduced

converter power rating. The system is investigated under many operating scenarios to

verify the controller operation and benefits of the battery system operation in parallel

with the wind energy conversion system to enhance the reliability and dependability

of the system.

The sun is the main source of energy in our global system. So continued research
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activities are needed to efficiently capture that energy. This dissertation describes

modeling, control of a solar photovoltaic system. Because of the intermittent nature

of solar irradiation, an energy storage system is connected in parallel with the PV

system. The proposed system includes a battery energy storage system with dc-dc and

dc-ac controllers. Different scenarios are studied to verify the implemented controller

of the proposed system. The control systems are modeled in the direct-quadrature

(dq) reference frame for controlling the active and reactive power from the system,

and they are simulated in PSCAD/EMTDC to verify the proposed system operation.

The recent changes in the network topologies due to increasing loads and dis-

tributed energy resources cause voltage variations. The power variation and reverse

power flow phenomena may increase terminal voltage variations at the distributed

energy resources. As the performance of the power network depends on the voltage

profile, controlling the terminal voltage of the resources in the networks has great

importance. A voltage control scheme within the inverter of a photovoltaic system is

described. It controls the terminal voltage magnitude to be within acceptable ranges

through injecting or absorbing reactive power. Also, the inverter prioritizes the ac-

tive and reactive power based on the terminal voltage level and its power output and

controls both active and reactive power independently. This scheme is regarded as

volt/var control.

The conventional power converters for renewable resources work in the power

system as grid following controlled current sources. The main function of these con-

verters is to extract the maximum energy from the connected renewable resources.

These converters are designed to be connected to a stable-frequency grid with the

large rotating inertia of SGs, but these features are not available in a microgrid with

high penetration of inverter based renewable energy resources.

The percentage of these inverter based renewable energy resources is expected

to continue increasing over the next few decades. However, these resources aren’t



3

dispatchable or stable resources, and their output consists of frequent power fluctu-

ation which may cause grid power oscillation. This non-negligible share of electric

power from the power converters with variable resources with respect to conventional

synchronous generators could have a dramatic effect on power system stability.

Furthermore, these resources have low inertia and they tend to reduce the total

system inertia. Hence, the power system may be vulnerable to stability problems

in case of disturbance occurrence and may lose synchronism. To overcome the low

inertia and stability problems, inverter-based resources are combined with energy

storage to emulate the synchronous generator (SG) characteristics and act as virtual

synchronous generators. This approach of control of power converters emulates the

effects of the inertia of traditional synchronous generators. In addition, the controller

can enhance the damping. Then, the converter controller improves the system sta-

bility, reliability, and power quality. Hence, they achieve a satisfactory operation of

the power system.

This dissertation describes the general features offered by a virtual synchronous

generator control strategy with mathematical models, controller design, and system

performance is verified using electromagnetic transients simulation.

Emulating the features of the synchronous generator requires integrating energy

storage systems (ESSs) with RERs in microgrid applications. Although ESSs aren’t

regarded as energy sources, they provide valuable benefits in microgrid operation.

Since no energy storage system has all the required features, a hybrid energy storage

system composed of superconducting magnetic energy storage and a battery is used

to smooth the system’s power fluctuations. The superconducting magnetic energy

storage system is a high power density system and responds to high rate of change of

power fluctuations. On the other hand, the battery provides high energy and responds

to low-frequency and steady state power fluctuations. This hybrid system reduces the

stress on the battery due to transients with high charging and discharging currents;
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increasing its lifetime.

This dissertation describes general features offered by the hybrid energy storage

system and derives the mathematical model and controller design. The system per-

formance is verified using an electromagnetic transients simulation program.

1.1 Problem Description

1. Reduction of system inertia and damping results in fast high-frequency variation

due to expanding inverter based renewable energy resources such as wind energy

conversion system and photovoltaic system in power system.

2. Enhancement of the power system stability on a low inertia system is needed.

3. Creating virtual inertia is an option to increase the inertia of the system.

4. An energy storage system is needed to emulate inertia, provide damping, sup-

port grid frequency, or regulate the terminal voltage.

5. Developing an energy storage system that can provide fast power response and

high energy capabilities to respond to fast and slow-frequency power fluctua-

tions.

1.2 Objectives

1. Studying the microgrids architectures, control systems, and challenges in the

microgrids.

2. Selecting and rating the system components and the distributed energy re-

sources types (wind energy conversion system, solar photovoltaic system, bat-

teries, and superconducting magnetic energy storage system).

3. Developing the mathematical models of the systems and their control systems

in PSCAD/EMTDC simulation software.

4. Controlling the frequency and the voltage of the system through emulating vir-
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tual inertia and damping using batteries and superconducting magnetic energy

storage system.

5. Studying the effect of virtual inertia emulation constants on the energy storage

systems sizes and their control algorithm.

1.3 Literature Review

The proliferation of inverter-based RERs such as wind and photovoltaic generation in

the power system to replace the large-scale synchronous generators reduces the total

system inertia and can destabilize the system. The grid becomes vulnerable to high-

frequency fluctuations in case of large disturbances such as varying loads, changing

the electric power generated from RERs or the distributed energy resources (DERs).

Also, the power system is prone to voltage challenges that affect voltage stability.

Voltage stability is the ability of the system to keep the feeder and bus voltage

magnitudes in the normal acceptable range after any contingency events. Voltage

problems such as voltage rise, voltage drop, and voltage fluctuation can deteriorate the

power quality. Furthermore, they may cause cascading tripping faults and stability

issues such as fault-induced delay voltage recovery.

Several techniques are commonly adopted to solve the voltage variation problem.

One of the used methods is to change the set point of the on-load tap changers on

transformer. However, the frequent use of the tap-changers causes wears of the devices

and reduces their capabilities to support voltage stability. Using capacitor banks may

mitigate the terminal voltage fluctuations, but they lack flexible control because they

provide reactive power in discrete values and use mechanical switches [1, 2].

The authors of [3, 4] used flexible ac transmission system devices (FACTS) such as

static synchronous compensator (STATCOM) or static VAR compensator (SVC) to

control the voltage stability in the system connected to photovoltaic or wind energy
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generation systems. FACTS can control the voltage following disturbances such as

load changes, generation changes, or faults through reactive power injection and ab-

sorption. On the other hand, FACTS are expensive devices to be used for providing

smooth and fast responses to secure power systems during normal and steady-state

operations.

The large penetration of RERs and gas turbines replacing the high-inertia con-

ventional coal fired synchronous generators in the power system has negative effects

on the system frequency and stability. The system may be prone to high values of

rate of change of frequency (RoCoF) and low values for the frequency nadir after

any sudden imbalances between generation and demands such as the loss of a large

generating unit or large increase in loads.

Several researchers have explored approaches to overcome these problems. The

authors of [5, 6] described a constant voltage-constant frequency control methodology

that can maintain grid stability in isolated grids. On the other hand, this method

has some drawbacks such as requiring communication and exchange of detailed data

measurements which may lessen the system flexibility and scalability [7].

Also, the conventional technologies used for power generation such as communication-

based [8, 9] and droop-based primary control methods [10, 11, 12] are not always

capable of responding quickly enough to prevent unacceptably low frequency in con-

tingency events, especially in large systems.

Since the DERs-based power converters are expanding in the power system, they

should have significant roles in maintaining the stability of the system and control-

ling both the voltage and frequency. RERs as commonly controlled don’t have the

features of conventional synchronous generators such as inertia and damping con-

stants, so the system stability is degraded. One of the best solutions to solve this

challenge is to emulate the features of the synchronous generators in the controllers

for power converters, which is known as grid forming inverter virtual inertia (VI),
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virtual synchronous generator (VSG), or the other similar terms.

VI requires an energy storage system or operation of the wind or PV below the

maximum power point to support the power fluctuation and compensate for the

instantaneous difference between the inverter output power and the generated power.

Moreover, ESSs can react rapidly to the big disturbances to supply or absorb energy,

and so prevent excessive frequency variations. Furthermore, adding large ESSs help

to make a RER act as a dispatchable unit that can generate power according to the

required demand in the short term.

Converters controlled to provide VI with ESSs can aid frequency regulation and

maintain transient voltage stability; thus, reducing the need for load or generation

shedding. Moreover, the converters-based VI emulation can emulate synchronous

generator characteristics that support the system requirements.

A significant research effort has been devoted to develop control methodologies for

power converters to emulate the inertial features of a conventional SG. The inverters

provide the grid with the emulation of rotating inertia which is called virtual inertia.

VI emulation control methods underwent several steps over the years. In [13],

Beck and Hesse proposed an early control method for VI and it was called a virtual

synchronous machine (VISMA). They implemented a current-controlled inverter in

the dq reference frame using the Park’s transformation.

The authors of [14, 15] implemented a simple model to emulate inertia and damp-

ing using the swing equation of a synchronous machine, and called it a virtual syn-

chronous machine (VSM). The control method is based on generating the reference

control voltage from the outer loops, getting a real power command from the VI em-

ulation and a reactive power command, and using them in PWM signal formulation.

Although this method is simple to model, it is complicated to protect the controller

from high currents in case of disturbances or faults.

In [16], the authors overcame the previous disadvantages by applying the generated
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reference signals from the outer loops to an inner control structure which consists of

cascaded voltage and current controllers. In these inner loops, the controllers’ current

and voltage references can be limited and protected against disturbances such as fault

currents. This methodology is called a synchroverter, which can be summarized as a

voltage-controlled voltage source inverter emulating conventional SG.

The authors of [17, 18, 19] proposed control methods called virtual synchronous

generator which can emulate the inertial performance of SGs. Some of them were im-

plemented as a current-controlled inverter such as VISMA, others work as a voltage-

controlled inverter like the synchroverter. VSG emulates and enhances the conven-

tional generator inertia and damping characteristics and also enables the inverter to

operate in both grid-connected and isolated modes. Moreover, VSG parameters can

be adjusted to emulate any arbitrary SG without any constraints to match a specified

SG and can be easily adjusted without affecting the Park’s equations that represent

system modeling [18].

Each topology of VSG has its advantages and disadvantages. The most common

topologies that are introduced worldwide in the VSG field are the VSYNC project

under the 6th European Research Framework Program, the Institute of Electrical

Power Engineering (IEPE) at the Clausthal University of Technology in Germany, the

VSG research team at Kawasaki Heavy Industries (KHIs), and the ISE Laboratory

in Osaka University in Japan. The main features of these topologies are described

briefly in [20, 21, 22].

Energy storage systems are the main part of VI emulation topology. Many differ-

ent types of ESSs are viable to be added to VI emulation systems. One of the most

commonly used types in ESSs is the battery energy storage system (BESS). Batteries

have many advantages such as high energy density, high efficiency, long lifetime, and

low self-discharge. BESSs can be used in power system applications to enhance power

quality and management, and smooth the long-term power fluctuations in microgrids
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[23].

On the other hand, batteries have some disadvantages that make them unable to

achieve all the system requirements. They have a slow response time, limited voltage

and current ratings, and low power capacity. Hence, BESSs can’t respond rapidly to

the fast disturbances in power systems. Furthermore, many battery chemistries have

a poor cycle life so the number of both charging and discharging is limited. More-

over, the deep frequent charging and discharging processes can shorten the battery

lifetime. In addition, some environmental hazards may be caused in the disposal of

their hazardous materials.

To address the limitations of the batteries and improve the operational perfor-

mance of the power system, a hybrid energy storage system (HESS) has been pro-

posed. The authors of [24, 25] described the different types of ESSs, their contribu-

tions in HESS, and their effect in improving power system operation. HESS can be

implemented to provide high energy and power capabilities and rapid response times.

Hence, they can address different transient disturbances, smooth the power flow, and

improve system stability and operation. Plus the HESS reduces battery cycling and

the stresses due to large charging and discharging currents over transient periods,

improving battery lifetime.

Various types of ESSs can be integrated with RESs in microgrids or large grids

in a HESS. The most common energy storage types are batteries, pumped storage

hydroelectric systems, flywheels, supercapacitors, and superconducting magnetic en-

ergy storage (SMES). The authors of [25] summarized these ESSs and their usage in

microgrids in detail.

Supercapacitors and SMES are competing with each other because they have com-

parable advantages such as a high power density, long lifetime, high speed response,

high efficiency, and good cycle life. However, supercapacitors have many disadvan-

tages. A supercapacitor is a series of capacitor cells with a voltage range limited to
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2.5-3 volts. This series connection is inevitable to obtain the required voltage, but

it reduces the total capacitance. Moreover, a protection circuit should be integrated

with the system to protect the cells from overvoltage and non-uniform cells problems.

Furthermore, step-up and step-down converters are required to match supercapacitor

voltage with the power system voltage. The converters have a complicated design,

since the stored energy varies with square of the stored voltage, complicating the

converter control of the charging and discharging processes.

The authors of [26] stated that SMES is one of the best ESS among the differ-

ent ESS options. It can address short-term transient power fluctuations and it can

overcome the supercapacitor disadvantages.

In this dissertation, SMES will be used in conjunction with a battery system

to form a HESS for providing the inertial features emulating a conventional syn-

chronous generator. In case of disturbances or a transient difference between the

generated power and the load, the power converter combined with HESS handles this

disturbance emulating the conventional SG. This dissertation focuses on emulating

the inertial features of a conventional SG. In addition, this dissertation will compare

the effects of inertia constant selection and damping coefficient selection as rating

power and energy for the HESS subsystems. This dissertation also, describes how

these constants can affect the system’s performance.

Questions remain about the coordination between the two ESSs, as well as what

the state of charge (SoC) limit be for each ESS where the controller should disconnect

this ESS.

The proposed controller in this dissertation can emulate the inertial features of

conventional synchronous generator, control each ESS in the HESS, monitor their

SoC, and operate them within their normal and safe regions. Simulation of the

proposed control methodologies to demonstrate the system performance is carried

out using PSCAD/EMTDC simulation software.
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The dissertation is organized as follows. Chapter 2 presents a literature review

about microgrids and their control schemes. Chapter 3 describes the wind energy

conversion system, the modeling of the different subsystems, the design of the pro-

posed controller, and the simulation of different scenarios using an electromagnetic

transients simulation. Chapter 4 describes the PV system, modelling of the different

subsystems, and the controller design. Also, a proposed control strategy is described.

The system performance at different scenarios is verified using electromagnetic tran-

sients simulation. Chapter 5 describes the VI emulation method and the proposed

controller design. The performance of the VI emulation system is described in Chap-

ter 6. Also the effect of different values for the damping and inertia time constants on

the system performance is studied. A HESS composed of a battery system and SMES

system is described in Chapter 7. The performance of the different subsystems and

control design options are also demonstrated. Furthermore, the proposed controller

is verified by comparing its operation with a conventional synchronous generator.

Finally, summary, conclusions and future work are presented in Chapter 8.
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Chapter 2: Literature Review about Microgrids and Their

Control Schemes

2.1 Introduction

Increasing population and increased economic development have increased electrical

power demand; furthermore, concerns about climate change has led to government

policies to encourage utilities to adopt clean and renewable energy resources for sup-

plying the power demand. The percentage of penetration of renewable energy re-

sources in the grid is expected to increase by 2050 to 20% - 50% in Europe and to

42% in USA. Moreover, government policies have motivated a lot of investors and

players in the power market to build small-scale energy resources.

The outstanding types of renewable energy resources are solar photovoltaic (PV),

wind, fuel cells, hydro, and biomass. The increasing number of affordable small gen-

erating units of diverse generation types made microgrid concepts feasible. However,

the shift from a central conventional power plants to distributed ones with power con-

verter interfaces creates many challenges which can be solved by applying microgrid

concepts.

The conventional central power plants are implemented with large capacity syn-

chronous generators and the electric power is transmitted through the transmission

lines to the load centers. Hence, the conventional power plant schemes have transmis-

sion power losses and lesser efficiency. On the other hand, in microgrids, the energy

resources are implemented nearby the loads, so the transmission power losses are

eliminated, which increases the efficiency of the system if the DERs are as efficient

as large generators.

However, microgrids have some challenges that should be overcome such as main-

tain power balance and maintaining stability. In many cases, an energy storage system

is desired for keeping both voltage and frequency fluctuations within an acceptable
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range.

Selecting the microgrid type is affected by many factors such as geographical

location, load types, and connection to the main grid. Most utilities support imple-

menting an ac microgrid. This is done to exploit the implemented infrastructures

which are predominantly ac. Also, most vendors and market players usually provide

ac products. Moreover, most of the loads on the power systems are ac. Furthermore,

connecting synchronous generators in wind and hydropower to an ac microgrid is

more economical and practical [27]. However, controlling the frequency, phase shift

issues using power converters are challenging in an ac microgrid. These drawbacks

directed some researchers to explore dc microgrids. As PV power plants are becom-

ing more dominant in microgrids along with the use of hydrogen fuel cells encourages

prioritizing dc microgrids [28].

The intermittent nature of renewable energy resources causes voltage fluctuation

and stability issues, which needs to be solved by adding ESS in an ac or dc microgrids,

even if it is at the expense of the cost.

The key elements in the microgrid are voltage, frequency, and power. RERs such

as wind and PV are dependent on weather conditions, and their intermittent nature

creates threats for load balance and hence voltage and frequency. This fluctuation has

directed the researchers in this field to pay more attention to developing and designing

control systems. A solid controller is mandatory to counter the non-synchronous

nature of many RERs, and so consistency and stability of the power system can

be maintained. Also, sharing the power among the distributed generating resources

(DGR) is an important function of the controller in a microgrid. The controllers

should guarantee proper performance of the microgrid in isolated and grid-connected

operating modes and handle any abnormal circumstances. With the growing number

of generators, utilities advocate exploiting distributed control strategy rather than

a centralized controller. The distributed controller offers some advantages for the
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system such as reducing the local energy management problems and the challenges of

housing data storage in one place which enhances privacy and security. Furthermore,

a single point of failure problem is eliminated [29].

Communication media between controllers and resources are essential in micro-

grids. The distributed nature of elements in microgrids requires more communication

and a more complex network for data acquisition and control of the microgrid ele-

ments. Also, microgrid communication and information exchange systems are funda-

mental for improving the reliability and efficiency of the microgrid.

This chapter is organized as follows. In Section 2.2, distributed generating re-

sources are described. Types of microgrids are discussed in Section 2.3. Section 2.4

describes the control strategies based on hierarchical control levels and different con-

trol schemes. Communication media and protocols used in microgrids are described

in Sections 2.5 and 2.6 respectively. Finally, in Section 2.7, a summary is presented.

2.2 Distributed Generating Resources

It is expected that there will be about 16% of the people in the world without elec-

tricity by 2030 [30, 31], and their needs for microgrids should be met. So microgrid

with small cost effective local generation sources has attracted great interest and is

increasing rapidly. Determining the best generating resources type for DER relies on

many factors such as geographical location and environmental conditions. Genera-

tion available for microgrids includes solar, wind, biomass, and hydropower combined

with natural gas and diesel generator sets [32]. These generating resources can be

categorized as synchronous and nonsynchronous sources. The synchronous sources

such as conventional diesel generator sets and hydro-generators can be used for con-

trolling the microgrid against power fluctuations and stabilizing the microgrid under

disturbances [33]. On the other hand, the nonsynchronous sources such as solar and
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wind, due to their intermittent nature, have unpredictable generation output and

lead to a reduction of the system inertia. Because of the irregular nature of solar and

wind power, energy storage systems can be combined with the generating sources in

microgrids or a large national grids.

2.2.1 Solar Photovoltaic Systems

The sun can be regarded as the best source of energy, it is clean and ubiquitous. Also,

the advancement of power electronics allowed solar energy to gain greater interest.

Using modern power electronics enables the output voltage to be increased using

boost converters, converted from dc to ac using inverters, and reduced undesired

harmonics.

Application of PV in microgrids has increased in the literature, because of its

advantages such as its sustainability, carbon free emission, potential long lifetime,

silent operation, and low maintenance cost. Though PV is mostly used in conven-

tional transmission and distribution systems, it has some disadvantages such as high

installation cost, low efficiency, intermittence, environmental conditions dependent.

These challenges increase in microgrids. Like any generation, PV needs a lot of site

studies before installation [34]. The variable nature of solar insolation during the day

requires maximum power point tracking (MPPT) techniques for obtaining the max-

imum power during different times of the day and weather conditions. The authors

of [35, 36, 37] described different techniques for MPPT that can be exploited for PV

systems. Also, due to the intermittent nature of solar energy, many papers suggest

energy storage be combined with the PV system. Although still limited in practice,

use of energy storage is growing rapidly.

PV arrays consist of several parallel and series combinations of cells to produce

the required voltage and current. The cost of the PV system is size-dependent. PV
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systems have many applications that depend on the size, ranging from the rooftop

to utility-scale PV power plants. One of the cumbersome issues in the PV industry

is the sizing of the plant; design a plant producing acceptable energy with a good

power reliability at minimum cost. In [38, 39], the authors described some artificial

intelligence techniques for sizing PV systems.

2.2.2 Wind Power Plants

Wind energy has long been considered a promising energy sources to use. Improve-

ment in material and power electronic controls has led to explosive growth all over

the world. Research and development in the USA, China, and Europe are increasing

the size of onshore and offshore wind turbines at a reduced price; consequently, 9.5

MW wind turbines have become commercially viable in many countries [40]. Wind

energy has some advantages that make it preferred such as being pollution-free, and

having no fuel cost. Though they spread over a large area, the footprint of individual

wind turbines covers a small portion of the total land, and the rest of the land is still

viable for farming and animal husbandry applications.

Wind energy conversion systems (WECS) transfer the kinetic energy in the wind

to electrical energy. This is done in two steps; the kinetic energy is converted to

rotating mechanical energy through the wind turbine blades and then the mechanical

energy is converted to electrical at the generator. The output mechanical power from

the wind turbine can be derived from the following equation [41].

Pm = 0.5 ρArv
3
wCp(β, λ) (2.1)

where ρ is the air density in kg/m3, Ar is the rotor swept area in m2, vw is the wind

speed in m/sec and Cp is the power coefficient of the turbine. The power coefficient

depends on the pitch angle β and the tip speed ratio λ. It is shown in (2.1) that,
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the output power depends on the cube of wind speed, so a slight variation in wind

speed may result in a dramatic change in the output power. Hence, selecting the

placement of the wind plant and individual turbines in that plant is an important

matter for exploiting wind energy potential. The preferred locations for the wind

turbines are offshore and high latitude, where the wind speed is higher and generally

has a constant value.

Wind turbines may be classified as vertical or horizontal axis wind turbines. A

comparison and details between them is provided in [42, 43]. Wind turbines can be

designed to be a single standalone power turbine or a combined in a wind farm that

has an output power that varies from a few MWs to hundreds of MW. The layout of

the wind turbines in the wind farm is a important application matter. In [44, 45, 46],

the authors presented optimal solutions for the placement of wind turbines in wind

farms.

WECS can be classified as a fixed speed generator system such as a squirrel cage

induction generator or a variable speed such as a doubly-fed induction generator or

permanent magnet synchronous generator. In [47, 48], the authors described the

performance of each type and provide comparisons between them.

Although wind energy has a lot of advantages that make it a promising energy

source, it has some disadvantages such as noise creation and the intermittent nature

of wind. Due to the variable nature of the wind speed, MPPT techniques are used to

capture the maximum output power from the system at agiven wind speed. In [49,

50], the authors described the most used MPPT techniques in WECSs.

2.2.3 Biomass

Biomass is one of the broadest energy sources. It uses a biological material that is

produced from living organisms such as animals and plants. Sugar canes and cotton
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crops example plants that are used for making the biomass. Also, the remains of wheat

and rice can be used. After harvesting processes, the leftover leaves, straws, stalks,

and roots can be used for making biomass. In some areas, farmers were removing

these remains by burning them, which loses massive energy resources and pollutes the

environment by releasing a huge amount of carbon dioxide, carbon monoxide, sulfur

dioxide, and nitrogen oxide [51].

Biomass is an encouraging source of renewable energy because it is potentially

carbon pollution-neutral resource. Also, it helps to get rid of some garbage, animals

wastes, and agriculture leftovers, but it requires a large portion of land and water.

Growing crops exclusively for biomass energy generation requires energy, often in

form of fossil fuel. More research and development is required to reduce its cost and

increase its efficiency [52]. Biomass is burnt for steaming water to drive prime mover

for generating electricity, or it can be used for heating homes and buildings. The

authors of [53, 54] presented technical and economical investigations of the potential

for using biomass for electrical power generation in microgrids.

In addition to biomass, biofuel and biogas have attracted a interest in transporta-

tion systems and some interest for power systems. Biofuel can be generated from the

plants in the form of used or new vegetable oil. Vegetable oil fuel can be used as a

source of energy for diesel engines. The exhausts of the engines fueled by biofuel are

less harmful to the environment compared with the use of conventional diesel fuel.

Biogas can be made from biomass or biofuel such as agriculture waste, manure,

sewage, plant material, green waste, or food waste. The material go through anaer-

obic digestion and fermentation processes. Biogas comprises mainly of methane and

carbon dioxide. Biogas can be exploited in heat and power generation, extracting

energy from processes that will release green house gases in any case and avoiding

production of more gases. Due to its controllability, biogas may be used in generating

electric power in a microgrid, and also the development of the main grid. The authors
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of [33, 55] presented the usage of biofuel and biogas in microgrid applications.

One of the important matters in biomass is making it economically competitive

without subsidies. The authors of [56, 57] proposed linear programming models to

determine the optimal biomass production and supplies allocation which results in

the lowest cost to meet electricity demand.

2.2.4 Hydropower System

Hydropower systems extract the energy in water from oceans and rivers and converts

it to mechanical or electrical energy. There are several forms for generating electric

power from water. The most common forms are through flowing water and falling

water using dams as described in [34, 58]. As the water has a high density, a slow-

flowing stream of water can generate an ample amount of energy. It can be a reliable

source for energy production because it has many advantages such as being pollution-

free and having a low operating cost. Moreover, the water doesn’t change on a time

scale of minutes to tens of minutes like the sun or the wind and it may have a high

efficiency if it is designed and implemented precisely. In [58, 59], the authors described

methodologies for the design and implementation of hydropower systems. On the

other hand, this system suffers from some drawbacks. It is geographically dependent

and the variation in water due to inconstant rainfall during the year seasons. This

affects the output power in some areas and energy especially in dry seasons [60].

In some cases, a portion of the water goes through channels to drive turbines

or water wheels to provide mechanical power, which is used for driving electrical

generators. The output mechanical power from the water can be derived as [61]:

Pmech = ρw g H Q η (2.2)

where ρw is the density of water, g is the acceleration of the water due to gravity, H
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is the head height of the water, Q is the volume flow rate that passes through the

turbine and η is the efficiency of the turbine. The extracted mechanical power can

be controlled by regulating the turbine flow rate to meet the variation in load, and

a detailed description of the output generated power from the hydropower system is

described in [62].

Some microgrids use micro-hydropower systems, especially in standalone systems.

A small hydro system, less than 100 kW, doesn’t use governor control-based turbine

prime mover and this reduces the cost and makes the system economically compet-

itive. Many generator types may be used in this system. The most commonly used

type is a self-excited induction generator as presented by the authors of [63]. Details

about the variant types of generators are described in [64, 65, 66]. The authors of

[67, 68] proposed models for the hydro system in the microgrid. One of the impor-

tant matters in the hydro system is its sizing. The authors of [69, 70] presented the

optimal sizing for the hydro systems in microgrids.

The non-hydro renewable energy resources listed above suffer from intermittent

nature which affects the stability and inertia of the grid. Hence, in many cases, they

are combined with a diesel or natural gas generator set or other energy storage devices

in remote applications [71, 72]. The diesel provides a controlled power output for the

system where it compensates for the difference between the load and the generated

power from the renewable energy resources. The load following ability and high

inertia of the diesel generator set allows it to respond well to transient load changes

and softness the intermittent nature effects of the renewable resources. The authors

of [73, 74, 75] propose using wind or PV with diesel for improving the stability and

performance of the system. Many other studies propose using ESSs in conjunction

with renewable energy resources in microgrids [76, 77].
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2.2.5 Energy Storage Systems

Although ESSs increase the cost of the system, they are important in microgrids,

especially if the microgrid has sources that have a large time constants for changing

output to achieve system load balance in case of system disturbance or load change.

When the loads change, the system frequency varies depending on the size of change

in load. So ESSs are required to balance the difference between the load demand

and the generated power in case of load change. Hence, they stabilize the microgrid

frequency fluctuation due to load variation [78].

In the case of islanded operation of a microgrid, an ESS is recommended for

balancing both active and reactive power due to irregular behavior of wind and PV

based renewable sources, especially those operate at unity power factor where the

storage control the voltage and frequency. On the other hand, in the case of grid-

connected operating mode, the frequency is controlled by the hosting grid, and ESS

is only needed for improving power quality and regulating local reactive power or

voltage magnitude [79].

The wind and the sun’s power can’t be stored, and it is desirable that the max-

imum amount available should be extracted at all times. ESS can be used to store

power during off-peak hours to be exploited later to supply the demand loads [78].

There are several types of energy storage systems; electrochemical such as bat-

teries, mechanical such as flywheels and compressed air ESS. Other types ESS are

capacitors, superconducting magnetic energy storage, or thermal ESS. The most used

types are batteries and capacitors [33, 80, 81]. SMES has long been considered a

promising ESS device, so a brief discussion is presented in the following subsections.

The authors of [82] described the best choice of ESSs for the different applications.

Others propose to use hybrid ESS in microgrids [25, 83]. The authors of [78, 84, 85]

presented a detailed review about the different types of ESS. Challenges and trends
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of energy storage systems are described in [83, 86, 87].

2.2.5.1 Battery Energy Storage System

Batteries are the most used ESS in power system applications. Batteries store the

energy as a charge in electrochemical cells during charging and this energy is con-

verted to electric energy during the discharge process. These processes are performed

through a chemical reaction. Batteries can be used to store the energy at low demand

periods and deliver this power at the high demand times. The required voltage and

current of the battery system are achieved by parallel and series connections of the

different cells [88].

Although batteries increase the cost of the system, they have some advantages that

make them viable in microgrids such as low maintenance requirements, environment-

friendly, and flexibility in modularity. Furthermore, they can be dispersed geograph-

ically at the load centers [89], and can provide distributed assistance in load leveling

and frequency control.

The most commonly used batteries are lead-acid, nickel-cadmium (Ni-Cd), sodium-

sulfur (NaS), and lithium-ion (Li-ion) batteries [89]. A comparison between all types

of batteries and their application is detailed in [90, 91]. Battery sizing plays a sig-

nificant role in the operation and performance of microgrids. The authors of [92, 93]

presented the sizing, design, and operation management of battery ESS in microgrids.

2.2.5.2 Supercapacitors

Supercapacitors are also referred as ultracapacitors. Supercapacitors charge and dis-

charge fast. Also, the frequency of charging and discharging maybe hundreds or

thousands of times [94].

Supercapacitors are constructed from two-conductor electrodes, an electrolyte and
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porous membrane that allow ion transfer between the two electrodes. Its arrangement

forms two electrodes; electrolyte-positive electrode and electrolyte-negative electrode,

so they are also called double layer capacitors [81, 85].

The capacity of the capacitors depends on the electrode surface area and the dis-

tance between the two conductor electrodes. The energy stored in capacitors depends

on the capacity and the voltage. The desired total voltage and capacity are attained

by parallel and series combinations of cells. The authors of [95, 96] described the

design and sizing of a supercapacitor as ESS for microgrids.

Supercapacitors have some disadvantages such as relatively high cost and the

need for protection circuits for voltage balancing to protect the cells from overvolt-

age. Also, dc-dc converters are used to match the supercapacitor’s output voltage

with the system voltage magnitude prior to inversion. On the other hand, super-

capacitors have many advantages such as high-power density and fast charging and

discharging rates possibly within seconds. In addition, supercapacitors have a long

lifetime, low-temperature performance, have a wide operating temperature range, and

are considered environment-friendly devices [97, 98]. Supercapacitors can be used to

relieve the load or RERs variation in the grid and can respond to transient disturbance

conditions. Also, supercapacitors storage system can compensate for the difference

between the load demand and the available power with a quick response. Hence,

supercapacitors are superior ESS in microgrid different applications that require fast,

high power response and low energy transfer [99].

2.2.5.3 Superconducting Magnetic Energy Storage

SMES has many advantages giving them the potential to be ideal ESSs in power

system applications. SMES has many advantages such as a low-self discharge rate,

high power density, and an unlimited number of charge and discharge cycles. More-
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over, it is easy to control and has high round trip efficiency. SMES can address high

peak currents needed to damp power oscillations and improve the system’s stability

and operation. SMES is used for controlling both the active and reactive power, and

as a result the voltage and the frequency of the system. The authors of [83, 86,

100] described that the SMES system can be used for load leveling, power quality

improvement, frequency regulation, automatic generation control, and power system

stability improvements. Also, they presented a complete description of the different

subsystems in the SMES system.

Although the SMES system is proposed in power system application to improve

stability, it has some drawbacks such as high cost and coil sensitivity to temperature

variations. But, the continuous research and developments in the SMES systems have

reduced cost and improved reliability.

2.3 Types of Microgrid

Microgrid design is affected by many factors such as its geographical location, the

available generating resources, and load types. The type of microgrid defines its

operation and strategies for management and control systems. Microgrids can be

classified as ac, dc, and hybrid ac-dc microgrid. The selected type of implementation

would depend on many factors such as economic, technical, and environmental [101,

102, 103].

2.3.1 AC Microgrid

The most predominant type of microgrids is ac because it offers solutions for some

problems of the conventional grid and connects the resources directly to the utility

grid using some of the existing implemented infrastructures. As a result most research

and development work has focused on the ac system. Also, the players in the electric
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market have been providing ac products that can be connected directly to the ac grid

[27, 102]. In an ac microgrid, the main bus is ac and the microgrid is connected to

the utility grid at the point of common coupling (PCC). All the resources and the

loads are connected to the ac bus through power electronic converters. AC microgrids

have many merits such as the easy connection of ac generators in wind and PV set

to the ac bus system. In [104], the authors described the advantages of ac microgrids

in detail. Also, the voltage level can be stepped up or down easily using conventional

transformers. Moreover, the protection devices in ac system are more established and

viable than those for dc systems. In addition, the maintenance cost of the ac microgrid

more economical than for the dc microgrid [105]. Conversely, ac microgrids have some

challenges such as controlling the grid voltage and frequency and synchronizing the

different resources with each other and with the utility grid. These challenges are

presented in detail in [27, 104, 105].

2.3.2 DC Microgrid

The development in power electronics and increasing use of enduse dc loads such as in

information technology (IT) applications and LED lighting, has gained dc distribution

system and microgrids more interest and research. Hence, the manufacturers started

developing dc systems to supply such loads and connect renewable energy resources-

based dc generation [28, 104].

In dc microgrids, the main bus is dc and both the sources and loads are connected

to the dc bus through power electronic converters. A dc microgrid is connected to

the utility grid through a power electronic interface. The different voltage levels can

be attained using dc/dc converters. Use of dc microgrids has some challenges such

as voltage support, good power-sharing performance, fault detection location and

clearing. These challenges’ details and their solution are discussed in [10, 106, 107].
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On the other hand, the dc microgrid has many advantages which make it com-

petitive. A dc microgrid doesn’t need synchronization or frequency control, making

control simpler. Renewable energy resources such as PV, fuel cells, and battery energy

storage systems supply dc power, which makes the connection to a dc microgrid sim-

pler. This reduces complexity of power electronic converters, and so saves cost and

increases the system efficiency. Furthermore, dc microgrid power quality problems

relating to frequency deviation and reactive power balance are eliminated [108].

2.3.3 Hybrid AC/DC Microgrids

There are two buses in the hybrid microgrid. An ac bus is connected to both ac

loads and sources and a dc bus is connected to dc side devices. In this configuration,

the ac and dc devices are connected to the grid with a minimum number of power

electronic devices [109]. Although management strategies and power flow among all

the resources that are distributed in the two types of sub-grids are challenging, this

combination provides the advantages of both ac and dc microgrids such as reduction

in the total cost and energy losses, which increases the efficiency of the system. The

authors of [110, 111, 112] reviewed some strategies for power management and control

in hybrid microgrids.

2.4 Control Strategies Based on Hierarchical Control Levels

The intermittent nature of the renewable energy resources connected to microgrids

has a dramatic effect on the power quality. Hence, a decent control system should

be accomplished to enhance the power quality, and so ensure reliable, secured, and

stable operation of microgrids.

The controller objective depends on the microgrid mode of operation. In a grid-

connected mode, the voltage and frequency are forced by the host grid, and the key
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function of the controller is to regulate the output power of the DGRs. On the other

hand, in isolated mode, the controller has to control the voltage and frequency as

well as manage power-sharing. Because of the small inertia of the microgrid, a small

change in the system may cause a considerable change in frequency and voltage [113].

Hence, the control system should provide the following functions [113, 114]:

• Handling the uncertainties in the output of generating units and load variations.

• Active and reactive power balancing.

• Independent control of both active and reactive power.

• Detecting isolated and grid-connected operating modes.

• Regulating both the voltage and frequency within safe operating margins.

• Allowing scalability of the power system through adding new resources, protec-

tion, or measurement devices.

• Autonomous operation of microgrid and handling the voltage sags in case of

disturbances.

The control system in microgrids can be categorized into three levels; primary

control, secondary control, and tertiary control [115, 116]. Fig. 2.1 describes the

difference between the three types of control.

2.4.1 Primary Control

Primary control can be considered as the base control in the microgrid. It is named

as the field or local control. It is the fastest controller among other levels of control,

its response may be a few milliseconds [117]. It is local to each DGR in the microgrid.

The function of the primary control can be briefly listed as the following [113, 11]:
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Figure 2.1: Hierarchical control levels in microgrid

• Detect the islanding of the microgrid and control the output of the converters.

• Provide a stable operation for the DGRs.

• Regulate the voltage and frequency of the DGRs which helps in limiting the

circulating currents between them.

• Contribute descent sharing of active and reactive power among the different

generating units which helps to improve the stability of the system.

The primary control has a very limited communication system which results in

a simple implementation and lower cost. In general, the generating resources are

connected to the microgrid through power electronic interfaces, which commonly

is a voltage source converter (VSC). VSC in microgrids have two common control

schemes in the literature; inverter output control and power-sharing control. They

will be summarized in the following subsections [118].
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2.4.1.1 Inverter Output Control

Inverter output control is usually responsible for regulating the inverter output voltage

and frequency. In many papers, the inverter operates as an uninterruptible power

supply (UPS). Control usually consists of two main loops; the inner current loop and

the outer voltage loop. Controllers such as proportional-integral (PI), proportion-

integral-derivative (PID), or proportional resonant (PR) provide acceptable results in

controlling both the voltage and the current [11]. There are different reference frames

used to implement these control systems such as a synchronous direct and quadrature

(dq) frame and a stationary α-β frame. The commonly used frame is the rotating

dq reference frame, the comparison between different types and advantages of the dq

frame is presented in detail in [119, 120, 121].

It is common for the designer to embed the inverter output control in the inverter

itself, which means it is not accessible by the customers or the utilities that use the

generating units. The controller can only receive set points to produce the desired

output. Other authors of [122] proposed a different method at which the inverter is

based on a synchronverter, such that the inverter is controlled so that its response

resembles a synchronous generator (SG). This model is derived from the synchronous

generator, and this enables the inverter to be compatible with the conventional SGs

in the microgrid. This helps to increase the system inertia and control the system

frequency and so maintain system stability. This concept is known as the virtual

synchronous generator control.

2.4.1.2 Power Sharing Control

Power-sharing control is responsible for controlling the output active and reactive

power of the generating units while maintaining both the voltage and frequency in safe

operating regions [123]. It uses the droop technique at which the controller mimics the
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droop characteristics of the conventional SG, and the voltage and frequency regulation

is done according to active and reactive power curves (P-f and Q-V) [11]. This permits

parallel acceptable operation of many operating units, such that the frequency reduces

when active power demand increases [124, 125].

Power-sharing control techniques implementation depends on the generating unit.

When the generators are a synchronous type like diesel-generator set or gas turbine

prime mover, then the droop methods are viable to them. On the other hand, if

they are a non-synchronous type such as PV or wind type, then adaptive control

techniques are an alternative control techniques [125].

Droop methods have many advantages such as flexibility, reliability and lower

engineering cost. On the other hand, they have some drawbacks such as having

challenges in distribution systems that have a high resistance to reactive ratio, since

droop methods are more efficient in highly inductive systems. Also, droop methods

have poor power-sharing between inverters based DGRs and affect both the frequency

and voltage while adjusting the active and reactive power. In addition, they are not

efficient with non-linear loads [11].

Due to these drawbacks, modified droop methods were developed such as the

virtual impedance method, adaptive droop method, angle droop method, virtual

inertia-based method, virtual frame transformation, and signal injection method. The

authors of [11, 113] provide a comparison between these different types and list the

advantages and disadvantages of each type. The state of charge-based adaptive droop

techniques can be used for controlling the energy storage systems [84, 125]. Further-

more, non-droop-based techniques can be used to control DER units to maintain the

system voltage within a permissible range [11].

The primary control schemes have some problems with producing the best global

to a voltage or frequency deviations that may be caused by variation in the loads

or the intermittent output power of the RERs. Unfortunately, the battery energy
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storage system can’t completely compensate for this frequency deviation nor provide

the required load frequency control if they have limited storage capacity or rating

ability [11]. A secondary control system is required to counter the drawbacks of the

primary control to provide secure, economical, and reliable operation of the microgrid.

2.4.2 Secondary Control

Secondary control should be capable of operating in either a grid-connected or isolated

mode of operation. It can be regarded as the energy management system (EMS) for

the microgrid that sends the setting points to all the local controllers of dispatchable

DGRs and restores the frequency and voltage magnitude to their normal operating

values. The secondary controller is slower than the primary controller to avoid conflict

with the primary control and allow more complex calculation to be done at the hier-

archical level and curtail the bandwidth needs for the communication system [126].

The secondary control can be developed in centralized, decentralized, or distributed

control [8, 127]. These options will be described in the following subsections. What-

ever controller architecture is chosen, it should achieve the following functions [11,

33]:

• Voltage and frequency restoration: When a disturbance occurs, the voltage

and frequency may vary from their reference values. The secondary controller

compensates for the voltage and frequency variation to restore voltage and

frequency to their set values. The authors of [128] used the secondary control

scheme for both voltage and frequency restoration in autonomous microgrids.

• Synchronization with the utility grid: The secondary control synchronizes the

microgrid with the utility grid; voltage, frequency, and phase shift. The syn-

chronization algorithms depend on the control scheme of the microgrid. In [129],

the authors proposed synchronization methods for microgrids.
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• Load shedding in case of emergencies: In case of emergency events such as loss

of generation or increasing incredible loads, the control system should be able

to stabilize the system by generating extra power to the grid. Sometimes, the

available generation in the microgrid may be insufficient for supplying the loads

especially upon transition to islanded mode, so load shedding should be initiated

for avoiding blackout. The load shedding algorithm should be robust, fast to

prevent the occurrence of undervoltage, under frequency, and avoid shedding

extra unnecessary loads [130]. The authors of [131, 132] proposed algorithms

for load shedding by the secondary control to guarantee a reliable operation of

the microgrid.

• Black start restoration: Blackout restoration is the ability of the grid to return

to its normal operating condition after the event of a blackout. Microgrids

should be able to withstand blackout events. But if this occurs, they should

be able to restore to their normal operating condition independently without

relying on other grids. In [133, 134, 135], different methodologies and energy

management systems for microgrid restoration after blackout are described.

• Forecasting of generation and loads: The secondary controller sends the refer-

ence set points of active and reactive power for the local controllers, especially if

the generating resources operate in P-Q mode. Hence, it is crucial to forecast the

generation in the microgrid. RERs are the main resources in the microgrids,

and their output depends on the environmental conditions [136], so forecast-

ing techniques exploit atmospheric and historical databases and computational

models for estimating the generating power. Load forecasting depends on en-

vironmental conditions, load types, times of day, and times of year [137]. Load

forecasting is essential for balancing the generation with the loads, and accurate

forecasting techniques guarantee a decent balance between the generation and
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loads [130].

The architecture of the secondary controller can be categorized into centralized,

decentralized, and distributed control. Distributed control can be considered as a

combination of the first two types, and a complete description of these types is pre-

sented in [8, 127]. Fig. 2.2 shows the key differences between the three types.

2.4.2.1 Centralized Controller

Variations on centralized control schemes have been used for many years in the utility

grid. The centralized secondary controller depends on the microgrid central controller

(MGCC), which uses a bidirectional communication system between the different de-

vices in the microgrid including generating units and loads. The controller collects

all the information such as measurements, and states of the microgrid. Using these

values, the secondary controller generates the reference set points for the local con-

trollers.

A centralized controller is applicable for both grid-connected and isolated modes

of operation. In the grid-connected mode, the controller operates in power control

mode. It uses the grid voltage and frequency as a reference for the microgrid and

compares the actual values of active and reactive power with the reference values, and

so regulates the output of the distributed generating units (DGU). On the contrary,

in isolated mode, the controller can’t receive any reference values from the grid [125].

One of the main disadvantages of the central controller is that it forms single

point of failure, such that a failure in the central controller may affect the operation

of the whole microgrid so a redundant controller is needed. Moreover, changing the

microgrid architecture may require redesign for the controller system. In addition,

a high bandwidth communication system is required. In addition, unless properly

designed, it may not handle nonlinear loads properly [138].
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Different centralized approaches may be used in microgrids such as the optimal

dispatch approach, non-model-based approach, bidding, and model predictive ap-

proach. The authors of [11, 139] presented a description of these approaches and the

differences between them.

2.4.2.2 Decentralized Controller

Some of the drawbacks of the centralized controller can be overcome by using the

decentralized control system, where each unit in the microgrid is controlled by the

local controller [29]. The decentralized controller has the highest level of independent

operation of DERs and loads in microgrid, especially where in isolated mode of oper-

ation. The decentralized controller generates the reference set points for the different

generating units based on the local measurements. The communication system here

is simpler than the centralized controller since there is no central controller [140].

2.4.2.3 Distributed Controller

The distributed secondary controller is a compromise approach of the previous two

types. The reference setpoints are generated locally, and the local controllers can

communicate with each other. The distributed controller approach is shown at the

bottom in Fig. 2.2. This controller type uses a small amount of exchanged data

between the devices in the microgrid [141]. The distributed controller offers the

system many advantages such as a simpler communication system. Also, it requires a

lower computational time. This reduces the system cost [142]. Also, the distributed

controller lacks a single point of failure problem, which then enhances the system’s

resilience and robustness.
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Figure 2.2: Secondary control architectures in microgrid; (a) Centralized scheme, (b)
Decentralized scheme, (c) Distributed scheme
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2.4.3 Tertiary Controller

As the electric power demand and the reliance of electricity in daily life increase,

the desire to apply microgrids may also increase. The coordination between a large

number microgrids with each other became essential to maintain stability of the utility

grid as well. Synchronizing the connected microgrids and regulating the power flow

among them is potentially a cumbersome issues. As a result tertiary control was

adapted to microgrids. Tertiary control is the highest level of control in microgrids

and is usually part of the utility grid control, not the microgrid. It can be referred

to as microgrid supervisory control. The distribution network operator (DSO) and

market operator (MO) exist at this level. DSO handles the distribution of electric

power to loads, while the market operator engages the microgrid in the power market.

Tertiary control provides technical and economical operation of the microgrids.

From the technical aspect, it coordinates the operation and synchronization of multi-

ple microgrids on the power system with the host grid. Also, the control adjusts the

power flow between the microgrids and the host grid. Tertiary control accepts the

requirements of the host grid such as active and reactive power, then manages this

power among the connected microgrids. At the tertiary level, the values of active and

reactive power are measured, then compared to the reference values, and based on

the difference between these values, it sends the reference set points for the secondary

control system [138]. Consequently, the power distribution losses and cost of the

power generated from each DGU are reduced, while keeping the power balance and

voltage regulation within acceptable margins. From the economical point of view,

tertiary control provides economic dispatch. Economic dispatch is the allocation of

the electric demand to the available DGUs in a way to reduce the cost of energy

generated and microgrid system operation, while satisfying the power balance of the

network and both generation and load constraints. In [143, 144], the authors present



37

algorithms for achieving the economic operation of a microgrid.

Tertiary control is the slowest among other hierarchical levels, its timescale may

be in several minutes or hours. Similar to the secondary control, the tertiary control

can be categorized into centralized or distributed control. The centralized control

technique is commonly used in tertiary control. It depends on a communication

system, and the controller is located at microgrid central controller. Many papers

support using the central tertiary control algorithm such as [12, 145, 146]. The con-

trol system measures the active and reactive power at the point of common coupling

and compares them with the reference values to generate the frequency and voltage

reference signals for the secondary control. The algorithms represent energy manage-

ment systems for multiple microgrids, and they consider many factors that affect the

operation of microgrids such as power flow and load forecasting, electricity price, and

load profiles.

On the other hand, the authors of [147, 148, 149] supported a distributed control

system. In [148], a consensus-based tertiary control strategy is implemented. The

authors of [149] developed a gossip-based tertiary control algorithm. The distributed

tertiary control enhances the flexibility of microgrid, but it is not commonly used in

the microgrid literature because the factors on which it depends such as forecasting

of generation and demands and energy flow in the microgrid are difficult to integrate

on each device [150].

2.5 Communication Media

The control systems depends on data exchange for monitoring and control of micro-

grids. Hence, the communication media are essential for reliable and secure operation

of microgrids. The deficiencies of communication such as the latency and delays may

cause improper operation for faster control scheme resulting in voltage and frequency
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oscillations which worsen the power quality. Consequently, the communication system

for local and primary control should satisfy some requirements such as low latency,

high speed of data transfer rate, reliability, security, affordability, and scalability

[151]. Moreover, the communication system should have the ability to support a

bi-directional flow of information. The communication media can be classified as

wireless and wired communication media [152, 153].

2.5.1 Wireless Communication

Wireless communication media transmit the data without any physical links between

the controller and different devices in microgrids [154]. They possess some advantages

such as low installation cost, mobility, fast deployment, scalability, and ease of repair

and replenishment [151]. The commonly applied wireless communication systems can

be categorized as the following.

2.5.1.1 Wireless Mesh Network (WMN)

WMN is a group of radio nodes that are systematized in a mesh system. Each node

serves as an independent router [155]. WMNs have some beneficial properties such

as self-configuring and self-healing. These properties ensure information signals com-

municate through active nodes in case of failure of any node or any communication

path [156]. Moreover, these properties enhance the reliability, performance of the

communication system, and load balancing on the network. Furthermore, WMNs

have some advantages such as low implementation cost, ease of configuration, and

good scalability features [154]. On the other hand, WMNs have some drawbacks such

as fading, network capacity limits, and susceptability to interference. Furthermore,

sizing the network and determining the numbers and placement of nodes are cum-

bersome issues [157]. Also, data packages traveling around many neighbors and loop
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problems may arise, creating reduction in bandwidth [158].

2.5.1.2 Cellular Communication Network

A cellular communication network is a radio network that is dispersed over geograph-

ical land areas called cells, with each cell served by at least one base station. A

cellular network may be the convenient solution for communication between utilities,

distributed generation sources, faraway nodes, and smart meters. Today, the viable

cellular communication for the utilities are 3G, 4G, 5G, GSM, LTE, WiMAX. The

3G, 4G and 5G regarded as fast and cost-effective systems to cover large areas [159].

Hence, utilities can save a lot of money by exploiting the present communication

infrastructure that covers a large geographical area instead of building a new com-

munication system. This encourages the utilities to spread their devices over large

geographical areas.

Cellular network systems have many advantages that potentially make them im-

portant communication systems for microgrids, such as their availability in many

areas, low cost, good coverage, less maintenance, and fast implementation [160].

However, cellular networks have some disadvantages such as impact of environmen-

tal conditions such as rain, wind, dust storms and lightning storms, so they may be

not a fixed quality network. Moreover, many customers exploit these networks, so

some problems may arise such as congestion and performance deterioration in some

situations.

2.5.1.3 Satellite Communication

Satellites cover most of the globe, so they can be considered a convenient solution

for monitoring and controlling devices in remote locations. Some communication

satellites are in geostationary orbits above the earth, and so provide good coverage for
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specified places on the earth’s surface. The satellites have receivers and transmitters

to receive and transmit signals to ground stations that have antennas to receive signals

from the satellites [161].

Utilities also use the global position system (GPS) for accurate location updates

and time synchronization between different locations in the grid.

Satellite communication can be used as a backup system in case of emergencies or

failure of the terrestrial communication system [162]. The main advantages of satel-

lite communication are the fact that it covers a large area which makes monitoring

remote locations not accessible through wired networks or cellular networks or mi-

crowave system viable. Satellite communication can be cost-effective for monitoring

and controlling the rural substations and distributed generators, where there is no

communication infrastructure [163]. However, satellite communication has some dis-

advantages such as dependency on the weather environment, solar storms and fading,

which can degrade the performance and quality of the communication system. Also,

the high cost of leasing a satellite communication channel is an issue for satellite

communication systems [164].

2.5.1.4 Microwave Communication

Microwaves are electromagnetic waves with a frequency range from 1 to 300 GHz.

Microwave is a point-to-point communication technique. It can be considered a uni-

directional communication technique, where the antennas send out the signals in

one direction, and both the sending and receiving antennas are aligned with each

other [161]. It can be exploited for sending information and data from rural and

remote areas. Microwave communication has some advantages such as portability,

high transmission ability. Moreover, the broad microwave frequency range permits a

high data rate to be viable and hinders interference probabilities [165, 166]. There



41

are limitations for using microwave communication in some frequency bands without

permission from the authorities. Also, microwave is a line of sight, which means it

is affected by the obstacles, and repeaters may be required. Moreover, its quality

depends on environmental conditions [160].

2.5.1.5 Wi-Fi Communication

Wi-Fi is used for wireless local area network (WLAN) based on IEEE 802.11 standard

that adopted spread spectrum technology. This standard is important for microgrid

applications, robust, high-speed point-to-point, and point-to-multipoint communica-

tion [166, 167]. Wi-Fi can be used inside many areas, buildings, and factories. Some

utilities prefer to use Wi-Fi in substations so as not to dig the ground for implement-

ing or upgrading communication infrastructure. One of the main challenges of Wi-Fi

communication is improving its reliability, where it interferes with the electromag-

netic wave which affects the rate of data transfer. Moreover, Wi-Fi communication

requires cyber-security protection for implementing a secured system [159].

2.5.2 Wired Communication Systems

2.5.2.1 Power Line Carrier Communication

Power line carrier communication (PLCC) is a method for transmitting data and

information over the existing power lines. PLCC has been used by utilities to imple-

ment communication infrastructure. Utilities prefer using power line communication

to transmit data and metering information, as the lines are already connected to the

meters. Power line communication was used 20 years ago in low voltage distribu-

tion networks [168]. Essentially, power line communication is normally used for low

data rates, but high-speed communication for long distances still needs some scientific

research effort.
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Many papers describe power line communication as a convenient communication

technique in microgrids because power lines may be used for coverage in large ar-

eas especially in urban areas or in remote places that don’t have communication

infrastructure. Furthermore, power line communication is cost-effective, since all the

power lines are already implemented [163], and can be exploited to connect all the

microgrid devices to the data concentrator. On the other hand, the power line com-

munication technique has low bandwidth characteristics, which prohibits its use in

high bandwidth-based applications. In addition, power conductors are a noisy envi-

ronment for data communication which may result in degrading the quality of service

and high error rate during data transferring [169]. Furthermore, the load fluctuation

and imbalance may attenuate and distort the signals. Also, one of the main problems

in power line carrier communication is the open circuit which causes a communication

loss [170].

2.5.2.2 Optical Fiber Communication

Optical fiber cables (OFCs) are manufactured from glass mixed with other materi-

als to make them flexible. OFCs can transmit signals in the form of light. They

are available supporting single or multiple modes [171]. OFCs possess a high band-

width and high data rate. In addition, they are immune to interference, so in an

environment with electromagnetic or radio frequency interference, OFCs can be re-

garded as the optimum communication techniques [165]. OFCs can be exploited for

transmitting data for a long distance, hundreds of kilometers, with fewer repeaters

[171]. An optical fiber communication system has some advantages such as low op-

erating cost, no licensing requirement, no energy radiation, and lightweight. Due to

the aforementioned advantages, OFCs are considered high performance and reliable

communication techniques [170]. However, OFCs possess some disadvantages such as
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the high cost of the fiber and the other devices used to implement the system such as

transmitters, receivers, repeaters, splicing, and test equipment. Also, this technology

needs skillful and expert persons to manipulate this sort of technique [161].

2.6 Communication Protocols

There are a lot of vendors in the power market producing devices and components.

The various devices from the different manufacturers should be interoperable, so the

presence of standardized protocols is important. Communication protocols are a set

of rules that govern sharing of data and information among different devices in a

network. The most used protocols in microgrids are Modbus, DNP3, and IEC 60870-

5- 101/104, IEC 61850. Because of their extensive applications in power systems,

these types are listed in the following subsections. The authors of [172, 173, 174]

presented the different protocols and their usage in power systems.

2.6.1 Modbus

Modbus was introduced by Modicon in 1970 as a proprietary protocol that later

became an open protocol. It was developed as a communication protocol for pro-

grammable logic controller applications, and it became popular and used for trans-

mitting information over serial lines between industrial electronic devices. Modbus

was developed to support serial communication, but it has been upgraded for sup-

porting other schemes. It can support RS-232, RS-485, and TCP/IP [172]. Modbus

is a master-slave protocol that is used for connecting the master controller with other

devices in the microgrid to enable communication between them [175]. Polling is ini-

tiated from the master, and the master may message a defined slave or simultaneously

all the slaves. There are a variety of Modbus implementations; Modbus RTU, Modbus

ASCII, Modbus Plus, SunSpec Modbus, and Modbus TCP/IP. The authors of [176,
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177] presented a detailed explanation comparison between these different modes.

Modbus has many advantages such as its simplicity to read, plus data integrity

checking has been built in using cyclic redundancy check (CRC). Furthermore, it is

an open standard, and many vendors support Modbus which makes it simple to trou-

bleshoot and manipulate [161]. However, Modbus has drawbacks such as a require-

ment for a local clock for providing time reference, since it is a time-based protocol.

Also, cybersecurity need to be added and extended to Modbus to obtain a secured

communication system.

2.6.2 IEC 61850

IEC 61850 is a family of standards developed by the IEC Substation control and

protection interfaces working group of IEC Technical Committee 57 (Power systems

management and associated information exchange). They are designed to be used

as a single communication protocol for the whole system [161], enabling complete

substation automation and communication between the substation controller and

both upstream and downstream devices. IEC 61850 protocols provide inoperability

between the devices from diverse manufacturers and designates a methodology for

data format and data transfer between different devices [178]. At first, IEC was

designed as a standard for substations, then vendors for non-substation applications

applied these standards because of the advantages of following a single international

standard for electric systems [179].

The data model that is described in IEC 61850 standard configuration language

(SCL) can be mapped to other protocols such as manufacturer message specification

(MMS), generic object-oriented substation events (GOOSE), and sampled measured

values (SMV) [180]. IEC 61850 is an Ethernet network-based protocol that positively

affects the cost and operation of power system devices [181]. IEC 61850 is divided
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into 10 parts, and Table 2.1 describes the structures of these standards [173].

Table 2.1: Structure of IEC 61850 standard

Part
number

Title

1 Introduction and overview
2 Glossary
3 General requirements
4 System and project management
5 Communication requirements for functions and device models
6 Configuration language in electrical substations related to IEDs
7 Basic communication structure for substation and feeder equipment
8 Communication service mapping (MMS)
9 Specific communication service mapping (SCSM)
10 Conformance Testing of compliant devices

2.6.3 Distributed Network Protocol (DNP3)

DNP3 is a communication protocol first produced by Westronics in Calgary, Canada.

Because DNP3 is now an open and public protocol, it is a widely used protocol by

electric utilities and can also be found in other applications such as oil, gas, and

wastewater. DNP3 is based on the international electrotechnical commission (IEC)

technical standard committee 57, working group 03. The structure of DNP3 uses

three layers of the enhanced performance architecture (EPA) model [182], but some

extra functionalities are included by vendors [161].

DNP3 is object-oriented where data are arranged into a large library which is

separated into separate groups. Each group characterizes a definite object. DNP3

supports a large data frame that may hold larger messages between clients and hosts.

Multiple data objects may be added to the message and the header of each data

object describe its relationship. Furthermore, different data types such as boolean

and floating point may be used in a single message to diminish data traffic [183].

DNP3 can be exploited with different network topologies such as peer-to-peer,
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multiple masters, multiple slaves, and master-slave communication [184]. Also, the

slaves can send unsolicited messages to the master without waiting to be polled by

the master. DNP3 supports multiplexing, data fragmentation, linking control, and

local time synchronization with different devices such as RTUs and IEDs. DNP3 uses

a CRC to detect errors and data quality checking is built into the message [185].

DNP3 is supported by many vendors which means any manufacturer can produce

DNP3 equipment that would be inoperable with other DNP3 equipment. Due to

the advantages of DNP3, it can be regarded as a robust, interoperable, and efficient

protocol.

2.6.4 IEC 60870-5- 101/103/104

IEC 60870 is an open protocol it consists of a series of communication standards, and

was designed for SCADA telemetry by IEC technical committee 57 in 1995. This

protocol is designed for application in the electrical industries, inside and outside

the substation. IEC has extended this standard for data modeling in wind power

plants, hydropower plants, and DERs. Furthermore, it is suitable for general SCADA

applications in any industry such as water, oil, gas, and transportation. IEC 60870-5

protocol is mainly used in the electrical industries of European countries [186].

IEC 61870 standard describes message related automated control for substation

management, operating the substation control devices, and communicating between

a master controller and slave devices. It can be used over the Ethernet and other

TCP/IP-based networks [187]. IEC 60870 depends on three layers of the EPA; phys-

ical, data link, and application. A user layer is added to support interoperability

between devices in the telecontrol system. IEC 60870-5 consists of six sections. They

are found under the general title (Telecontrol equipment and systems) [188] and each

one includes multiple sections [189].
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IEC 60870 has 4 companion standards; T101, T102, T103, and T104 [161]. T101

is exploited for power system monitoring, control, and associated functions. It uses

master-slave communication. The application functions involve station initiation,

data acquisition, cyclic data transmission, and clock synchronization [190]. T102

is the companion standard for transmission of integrated totals in electrical power

systems, and this standard is not commonly used. T103 supports protection commu-

nication functions. T104 is a network version to be exploited in TCP/IP networks.

T104 data units are application service data units (ASDUs) that are combined with

control frames called application protocol control information (APCI) [191]. A com-

bination of APCI and ASDU creates the application protocol data unit (APDU).

APDU has a minimum size of 6 bytes, whereas the maximum size is 255 bytes includ-

ing control and header frames [191]. Hence, transfer of a large amount of small-sized

data units in each time cycle is bounded.

2.7 Summary

Microgrid operation, power management, and control systems are important in mi-

crogrids. This chapter presented the different types of microgrids, the distributed

energy resources, and the different energy storage systems mostly used in microgrids.

Also, this chapter reviewed the different control strategies based on hierarchical con-

trol levels. Decentralized control systems have many advantages such as reliability,

scalability, and resilience. The control system strongly depends on communication

systems, which are vital for monitoring and controlling the overall system. This chap-

ter presented the most used communication media and protocols in the microgrid.
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Chapter 3: Modeling and Control of Wind Energy

Conversion System with Battery Energy Storage System

This chapter consists of material from a paper that is published in the proceedings

of the IEEE 53rd North American Power Symposium (NAPS 2021) that was held in

Texas A&M University, College Station, Texas, on November 14 through November

16, 2021.

3.1 Introduction

The environmental pollution issues and the expected shortage of conventional fuel

resources have motivated governments and regulatory agencies to push utilities to

embrace renewable energy resources for securing electric power supplies. Wind energy

conversion systems (WECS) are one of the common and reliable renewable energy

resources. Also, the most used generators type in WECS is the doubly fed induction

generator (DFIG) due to its advantages such as the ability to operate over wide

ranges of wind speed and reduced converter power rating leading to a reduction

in losses and cost [192]. So the DFIG is exploited in this research. One of the

main disadvantages in WECS is the variable nature of the wind speed, so a control

system should be implemented to ensure reliable system operation and extracting the

maximum available power from the system at different wind speeds.

Moreover, there is increased interest in combining battery energy storage systems

with WECS to overcome the challenges created by the intermittent nature of wind

generation output to enhance its reliability [78]. At high wind speeds, the battery

stores the excess power and when the wind speed is insufficient to supply the load,

the battery can supply the remaining required load power [193]. Hence, the combined

WECS/BESS system can appear dispatchable to a grid or microgrid controller.

The layout of the implemented system is described in Fig. 3.1. The power con-
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verters in the system are modeled and controlled based on a vector control scheme in

the stator-voltage-oriented synchronous reference frame. The vector control achieves

a decoupled control of both active and reactive power output of the wound rotor

induction machine through dq components in the rotor currents. Since the reactive

power can be controlled independently, the WECS can be used for reactive power

control in a microgrid, and so voltage support.

The dc-link should be protected against overvoltage in case of ac system distur-

bances, so dc-chopper circuit is used for protecting the dc-link voltage. This system

is implemented and simulated in an electromagnetic transients simulation.

The rest of this chapter is arranged as follows. Modeling of the system is described

in Section 3.2. In Section 3.3, the design of the proposed controller is reviewed.

Section 3.4 describes the battery energy storage system and its power converters.

Simulation of the proposed system is demonstrated in Section 3.5. Finally, in Section

3.6 some relevant conclusions are drawn.

Figure 3.1: Layout of the proposed WECS system
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3.2 Modelling of WECS

3.2.1 Modeling of Wind Turbine

The wind turbine extracts the power from the wind and transfers it to rotational

mechanical energy. The mechanical extracted power of the wind turbine can be

expressed as [41, 194]:

Pm = 0.5 ρArv
3
wCp(β, λ) (3.1)

where ρ is the air density, Ar is the rotor swept area, vw is the wind speed and Cp is

the power coefficient of the turbine. Power coefficient depends on the pitch angle β

and the tip speed ratio λ. The tip speed ratio can be written as:

λ =
rωw

vw
(3.2)

where r is the wind turbine radius and ωw is the wind turbine rotational speed. The

power coefficient can be written as:

Cp = 0.5176

(
116

λi
− 0.4β − 5

)
e

−21
λi +0.0068 λ (3.3)

where

λi=(
1

λ+ 0.08 ∗ β
−0.035

β3+1
)− 1 (3.4)

3.2.2 Modeling of DFIG

Representing DFIG model in ABC frame is complicated since it is rotor position and

time-dependent resulting in cross-coupled differential equations with time-varying

parameters in addition to time-varying voltages, currents and fluxes. Hence, the
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Park’s transformation is used for modeling the system. Then, all the time-varying

variables can be regarded as constants in steady-state operation. The full order model

for DFIG can be expressed as [195]:

Vds = RsIds − ωsφds +
dφqs

dt
(3.5)

Vqs = RsIqs − ωsφqs +
dφds

dt
(3.6)

Vdr = RrIdr − Sωsφqr +
dφdr

dt
(3.7)

Vqr = RrIqr − Sωsφdr +
dφqr

dt
(3.8)

Power and torque equations can be expressed as:

Te = (φdsIqs − φqsIds) = Lm(IqsIdr − IdsIqr) (3.9)

Ps = (3/2)(V dsIds + VqsIqs) (3.10)

Qs = (3/2)(VqsIds − Vds Iqs) (3.11)

Pr = (3/2)(VdrIdr + Vqr Iqr) (3.12)

Qr = (3/2)(V qrIdr − Vdr Iqr) (3.13)

where P, Q, Te, S, ωs and φ refer to active power, reactive power, electromagnetic



52

torque, slip, synchronous rotational speed and flux respectively. The components

ds, qs, dr and qr refer to the direct and quadrature in stator and rotor axes respec-

tively.

3.3 Controller Design

The controller for the WECS consists of two controllers; a rotor side converter con-

troller (RSC) and a grid side converter controller (GSC). Each controller consists of

two main loops; an outer loop and a fast inner current control loop.

3.3.1 Rotor Side Controller

The outer loops of the RSC control both the active and reactive power exchanged be-

tween the generator’s stator and the grid. Also, they generate the reference currents

for the inner loops. The inner loops control the current values to follow their refer-

ences. The controller is designed in a stator-voltage oriented reference frame where

the d-axis of the reference frame is aligned with the stator-voltage space vector. Then

the stator voltage and power equations can be written as [196]:

Vs = Vds = −ωsφqs, Vqs = 0 (3.14)

Ps = −(3/2)
Lm

Ls

VdsIdr (3.15)

Qs = −(3/2)
Lm

Ls

Vds (Im−Iqr) (3.16)

From equations (3.15) and (3.16), the active and reactive power can be controlled

independently through the rotor currents. The reference voltage signals (Vdr−ref ,

Vqr−ref ) generated by the rotor side controller can be defined as:
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Vdr−ref = V 1
dr − S ωs(Lr Iqr + LmIqs) (3.17)

Vqr−ref = V 1
qr + S ωs (Lr Idr + LmIds) (3.18)

where

V 1
dr = (Rr + σ

d

dt
)Idr = (Kpr+

Kir

s
)(Idr−ref − Idr) (3.19)

V 1
qr = (Rr + σ

d

dt
)Iqr = (Kpr +

Kir

s
)(Iqr−ref − Iqr) (3.20)

where σ = Lr − L2
m/Ls, Im represents the magnetizing current, Lr is the rotor in-

ductance, Ls is the stator inductance, Lm is the magnetizing inductance, Kpr is the

proportional constant in the PI controller, and Kir is the integral constant in the

PI controller. Fig. 3.2 and Fig. 3.3 show the block diagrams for controlling the di-

rect and quadrature axis currents in the inner control loops. The reference values of

Idr−ref and Iqr−ref are produced from the outer control loops and used for achieving

the decoupled control of both active and reactive power. The two signals Vdr−ref and

Vqr−ref represent the direct and quadrature reference voltage control signals which

are generated by the rotor side controller.

Figure 3.2: RSC, d-axis current controller
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Figure 3.3: RSC, q-axis current controller

3.3.2 Grid Side Controller

GSC also consists of two cascaded loops; outer and inner. It controls both the reactive

power exchanged with the grid and as well as the real power transfer between the

grid and the rotor by controlling the dc-link voltage through its outer loops. The

inner loop controls the rotor direct and quadrature currents. The relations between

the voltage, current on the grid side converter can be stated as the following [197].

Vdg−ref = Vds − V 1
dg + ωsLcIqg (3.21)

Vqg−ref = Vqs − V 1
qg − ωsLcIdg (3.22)

V 1
dg = (Rc + Lc

d

dt
)Idg = (Kpg +

Kig

s
)(Idg−ref − Idg) (3.23)

V 1
qg = (Rc + Lc

d

dt
)Iqg = (Kpg +

Kig

s
)(Iqg−ref − Iqg) (3.24)

where Lc and Rc represent the total inductance and resistance of the used impedance

between the converter terminals and the point of interconnect with the grid. The

constants Kpg and Kig are the proportional and integral constants in the PI controller.

The two signals Vdg−ref and Vqg−ref represent the d and q reference voltage control

signals which go to the switching pulse generation. The d and q current regulation
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parts of the grid side converter are described in Fig. 3.4 and Fig. 3.5.

The reactive power is controlled through quadrature axis current reference, with a

current reference of zero for unity power factor operation. The dc-link voltage is used

an indicator of the power demand of the RSC. An increase in dc-link voltage indicates

the converter needs to increase the real power reference for the GSC. The reference

value of the d-axis current can be produced from the outer loop of the dc-link voltage

[196]. The dc voltage regulator block diagram is shown in Fig. 3.6.

Figure 3.4: GSC, d-axis current controller

Figure 3.5: GSC, q-axis current controller

Figure 3.6: GSC, dc voltage control block diagram
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3.3.3 Pitch Angle Control

The power coefficient is dependent on the pitch angle value, so the output power can

be controlled through the pitch angle controller. Beyond the rated wind speed, the

rotor speed and output mechanical power would be increased over the rated values;

then, the pitch angle controller should be activated to increase the pitch angle. Thus,

the rotor speed and the wind turbine output power are reduced to be within the safe

operating regions [198, 199].

3.3.4 Maximum Power Point Tracking Control

One of the simplest and common methods for MPPT methods is to determine the

reference power based on the wind speed [200, 201]. This method is based on the

power curve that determines the maximum power that can be generated at each wind

speed, and this curve should be provided by the manufacturer. The authors of [201]

provide a survey about the MPPT techniques that are applicable to wind energy

systems. Based on the wind speed, the power reference is generated and sent to the

generator control system. The controller should always track the reference power so

as to maximize the power generation from the wind system.

3.3.5 DC-Link Chopper Circuit

When a disturbance such as ac fault that trips ac lines occurs, the power that can

be delivered to the grid decreases, so the dc-link voltage may increase beyond the

acceptable level when the DFIG rotor is exporting power. So a dc-chopper circuit

is connected in parallel with the dc-link to protect it from overvoltage [202]. The

operation of the circuit depends on the dc-link voltage such that, when the dc-link

voltage lies within the normal operating region, the switch is opened. On the contrary,
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when the voltage is too high, the switch is closed to dissipate the power in the chopper

resistance to reduce the voltage. The dc-chopper circuit is shown in Fig. 3.7

Figure 3.7: DC-chopper circuit

3.4 Battery Energy Storage System

The battery equivalent circuit model can be described by a non-linear equation and

the battery is modeled using a controlled voltage source that is connected to a series

resistance as shown in Fig. 3.8. The open voltage source E is calculated by using a

non-linear equation based on the actual battery state of charge. The generic battery

model equation can be written as [203]:

E = E0 −K(
Q

(Q− it)
) + A.e(−B.

∫
ibatdt) (3.25)

Vbat = E −Rbat ∗ ibat (3.26)

where E is no load voltage source controller (V), E0 is a battery constant voltage

(V), Q is the battery’s capacity (Ah), K is polarization voltage constant (V), the

integral
∫
idt represents the actual battery charge (Ah), B is exponential constant

inverse capacity (Ah)−1, A is exponential voltage zone amplitude (V), Rbat is the
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Figure 3.8: Equivalent circuit of the battery

internal resistance (Ω), Vbat is the battery terminal voltage (V) and ibat is the battery

current (A). A detailed explanation of the battery model is described in [204].

3.4.1 Battery Bidirectional Buck-Boost Converter (BDBBC)

The operation of the battery is controlled by a bidirectional dc-dc buck-boost con-

verter. The converter operates in buck mode when the battery is charging. On the

contrary, the converter works on the boost mode to discharge the battery to meet

the load demands in case of insufficient wind energy generation. Fig. 3.9 shows the

schematic diagram of the converter which consists of two main switches S1 and S2 that

enable the battery to charge or discharge. A complete explanation of the BDBBC

and its controller is described in [204, 205].

3.4.2 Modeling of Battery DC-AC Converter

The battery is connected to the ac system point of common coupling (PCC) through

the dc-ac converter. The converter and its controller work with the strategy of the

grid following vector current control as described in [206, 207]. The adopted strategy

enables the converter to control both the active and reactive power independently.

The reference active power is set based on the difference between the generated wind
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Figure 3.9: Battery bi-directional buck-boost converter

power and the load power. As described in Fig. 3.10, the converter controller consists

of two main loops; the outer and the inner loops. The outer loops control the active

and reactive power and produce the current references for the inner loops. The reac-

tive power is set to zero for unity power factor operation. The inner loops control the

direct and quadrature axes currents and then produce the voltage control signals that

are used for generating the pulse width modulation signals that drive the converter

switches. The authors of [205, 206] provide a complete description of the inverter

schematic diagram and its controller.

3.5 Simulation of Wind Energy Conversion System

To examine the operation of the combined system in Fig. 3.1, a 2 MW WECS is

modeled and simulated with an electromagnetic transients simulation. The simulation

has been carried out at different cases for different conditions. The first case describes

the system performance without the BESS. Fig. 3.11 describes the variation in wind

speed from 7 m/sec to 16 m/sec. The active power generated by the WECS changes

in response to the wind speed variation as shown in Fig. 3.12. When the wind

speed equals to 9 m/sec, the generator produces 1.3 MW. When the wind speed
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Figure 3.10: Battery dc-ac converter controller

increased to 16 m/sec which exceeds the rated value that equals to 11 m/sec, the

active power is increased to 2 MW. Moreover, the pitch angle controller is activated

to protect the system from overspeed or overgeneration. As shown in Fig. 3.13,

the pitch angle decreased to zero when wind speed decreased below the rated value.

Furthermore, when the wind speed decreased to 7 m/sec, the output power of the

generator decreased to 0.65 MW. Finally, when wind speed equals to the rated speed,

the output power increased to 2 MW; the rated output power.

In this simulation case, the reactive power from the WECS is set to be at zero

value for unity power factor operation. Fig. 3.14 demonstrates that the reactive

power stays at zero value as the wind speed varies for the case shown in Fig. 3.11.

Also, the dc-link profile is shown in Fig. 3.15. The dc voltage value is constant and

doesn’t show significant changes as the wind speed varied.

This system can be used for regulating the reactive power delivered to the grid.

Fig. 3.16 shows that the GSC controls the reactive power to vary from + 0.5 MVAR

to -0.5 MVAR as the wind speed varies for the case shown in Fig. 3.11. These reactive
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Figure 3.11: Wind speed variation profile

Figure 3.12: Generated active power in response to wind speed variation
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Figure 3.13: Pitch angle profile

Figure 3.14: Generated reactive power profile
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Figure 3.15: DC-link voltage profile

power command values may be activated by the local controller or from hierarchical

control system in response to a voltage variation.

Figure 3.16: Reactive power variation profile

The next simulation examines the performance of the system when the BESS is

connected to the system. In this case, the system is simulated under different wind

speeds and with a constant load equal to 1.3 MW. Fig. 3.17 shows how the battery

compensates for the difference between the WECS power generation and the load

power. When the wind speed equals to 10 m/sec, the wind system generates 1.6 MW
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and 0.3 MW is used for charging the battery. When the wind speed drops to 9 m/sec,

the output power is 1.3 MW which is equal to the load and the battery is just floating.

Once the wind speed drops to 8 m/sec, the wind system generates 1 MW and the

battery system supports the load by 0.3 MW. Fig. 3.18 shows the state of charge

(SoC) of the battery. When the battery is charging, SoC is increasing. On the other

hand, battery SoC is decreased when the battery started to supply the load. When

the wind speed is almost sufficient for generating power equals to the load power, the

battery power is zero and the SoC is kept constant.

Figure 3.17: Wind system, load and BESS power during wind speed variation

The next set of simulations examines the performance of the system when the

wind speed is kept constant at 9 m/sec, the WECS generates 1.3 MW and the load

is changing from 1 MW to 1.6 MW. As shown in Fig. 3.19, when the load exceeds

the WECS generated power, the battery discharges to supply the load. On the other

hand, when the load is less than the WECS output power, the battery is charging.

Battery SoC variation is shown in Fig. 3.20 and SoC varies in response to the battery

charging and discharging mode. Battery SoC is increased when the battery is charging

and reduced when the battery is discharging.
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Figure 3.18: Battery SoC during wind speed variation

Figure 3.19: Wind system, load and BESS power during load variation



66

Figure 3.20: Battery SoC during load variation

3.6 Conclusion

WECS is an important resource among renewable energy resources and is seeing sig-

nificant adoption. The majority of WECS installations used DFIGs. In this chapter,

modeling for the system was proposed.

The work involved the modeling of the wind turbine, includes the RSC, the GSC,

maximum power point tracking, pitch angle controller, dc-link chopper protection

circuit, and a separate battery energy storage system. Simulation for the system at

different wind speeds was described. The results demonstrate that both active and re-

active power can be controlled independently through the rotor current components.

Also, wind energy systems can be used for supporting the grid voltage through con-

trolling the reactive power generation. The battery energy storage system is a reliable

solution for supporting the reliability of the system. It can match the difference be-

tween the generated power and the load, and hence improve the system reliability

and undependability on the grid power.



67
Chapter 4: Solar Photovoltaic System Combined with

Battery Energy Storage System

This chapter consists of material from two papers, the first paper is published in

the annual IEEE Canada Electrical Power and Energy Conference (EPEC 2021) that

was held virtually on October 22-24 and Oct. 30-31, 2021. And the second paper is

published in the proceedings of the IEEE 53rd North American Power Symposium

(NAPS 2021) that was held in Texas A&M University, College Station, Texas, on

November 14 through November 16, 2021.

4.1 Modeling and Control of Solar PV System Combined

with Battery Energy Storage System (paper 1)

4.1.1 Introduction

Renewable energy sources such as photovoltaic generation are becoming more attrac-

tive since they are an environmentally friendly energy source and free of pollution

that is coming down in cost. Power generation from the solar energy is mostly de-

pendent on climatic conditions. For example, photovoltaic array can’t produce power

during the nighttime or cloudy periods. To overcome these issues, PV systems should

be combining with other energy storage systems such as battery banks, flywheels, or

ultracapacitor banks [208].

Battery energy storage systems are one of the most commonly used types of energy

storage systems. Their functions are to enhance the reliability of the system and

reduce the dependency on the main grid power to temporarily supply loads. BESS is

used to store the extra power at high irradiation levels, where the generated power

surpasses the loads. At low irradiation values, when the generated power is less than

the load power, the BESS supplies the loads. This enhances the system’s reliability
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and reduces the power consumed from the main grid. The battery system uses a

bi-directional buck-boost converter for both charging and discharging operations and

delivers power to the grid through an inverter [206, 209]. The layout of the proposed

system is shown in Fig. 4.1.

In this chapter, a complete PV system description will be presented. Also, the

model of the PV array system will be described. As the PV output power depends

on the variable solar irradiation level, a maximum power point tracking algorithm

is implemented to extract the maximum available power from the PV system. Fur-

thermore, a control system and dc-dc converter are implemented for controlling the

output voltage of the PV system [210, 211].

In this chapter different operational scenarios on the proposed system will be

simulated using an electromagnetic transients simulation.

The rest of the first part of this chapter is arranged as follows. Subsection 4.1.2

describes the modeling of the system, including modeling of the PV array, MPPT,

BESS and power converters. In Section 4.1.3, simulation results for the proposed

system are described. Finally, some conclusions are drawn in Section 4.1.4.

Figure 4.1: Layout of the proposed system
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4.1.2 Modeling of the System

4.1.2.1 Modeling of PV Array

PV arrays consist of parallel and series combinations of cells to produce the required

voltage and current. The voltage and current behavior of the PV array can be ex-

pressed using nonlinear mathematical equations described in [212, 213].

Fig. 4.2 shows the equivalent circuit model of the PV cell which consists of a diode

connected in parallel with resistance (Rp), current source and series resistor (Rs).

The output current Ipv of a PV array which consists of a group of modules that

are connected with Ns cells in series and Np strings in parallel is represented by the

following equations.

Ipv = Iph − Id − Ish (4.1)

Iph = ISCR ∗
G

Gnom

[1 + α (T − Tnom)] (4.2)

Id = I0{exp(q(Vpv + IpvRs)/nNsKT )− 1} (4.3)

Ish =
Vpv + Ipv.Rs

Rp

(4.4)

where ISCR is the short circuit current at normal radiation conditions (A), G is

the radiation level (W/m2), Gnom is the radiation level at standard test conditions

that equals to 1000 (W/m2), α is the light generated current co-efficient temperature

that is chosen to equal to 0.001 A/K, T is the measured cell temperature, Tnom is

the normal standard test conditions cell temperature that equals to 25o, VPV is the
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solar PV cell outputs voltage (V), IPV is the solar PV cell outputs current (A), n

is the emission constant of the diode that is chosen to equal to 1.5. The series and

parallel resistances (Rs and Rp) are chosen to equal to equal to 0.02 Ω and 1000 Ω

respectively.

More details about the PV array modelling and operation can be found in [205,

214, 215].

Figure 4.2: Ideal single diode PV model

4.1.2.2 MPPT Algorithm

The solar irradiation is always variable, so a MPPT technique should be utilized to get

the maximum power from the PV system. There are different algorithms and controls

used to extract the maximum power. The perturb and observe method (P&O) is one

of the techniques that is commonly used for its simplicity and low cost [210]. This

method is based on perturbation of the cell bias voltage and observation to compare

the change in the measured power after applying a disturbance [206]. The disturbance

would decrease or increase the duty cycle of the boost converter and then observe the

direction of change of PV output power. The sequence of this method is described in

Fig. 4.3. The relationship between the power variation with respect to the voltage

variation should be zero at the MPP and the duty cycle remains constant.

If the duty cycle is increased, it means that the instant power is more than the
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Figure 4.3: MPPT algorithm based on P&O method

previous power and the slope is positive (dp
dv
> 0), so the duty cycle will operate with

a higher value. On the other hand, if the instant power is less than the previous

power, the slope will be negative, and then the duty cycle should be decreased by

a small perturbation amount until MPP is reached. Depending on the sign of dp
dv

,

the algorithm in Fig. 4.3 decides on whether the duty cycle should be increased

or decreased. Once the steady state power is achieved, the MPPT technique will

oscillate around the MPP [210, 216].

Most of the time, PV arrays are connected to a large grid and the output PV

voltage is not the same as the grid voltage. Therefore, a dc-dc boost converter is

added between the PV array and the dc-ac inverter. DC-DC boost converter steps

up the PV voltage and matches the voltage level at the dc-link [205]. The boost

converter uses the duty cycle from the MPPT technique to control the output of PV

and steps the voltage up according to equation (4.5).
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Vdc
Vpv

=
1

1−D
(4.5)

Where Vpv is the photovoltaic voltage, Vdc is the voltage at the dc-link, D is the duty

cycle of the boost converter.

4.1.2.3 Modeling of the Battery

The equivalent circuit for the battery is based on a non-linear equation and the battery

is modeled using a controlled voltage source connected with a series resistance as

described in Fig. 3.8. The battery system and its bidirectional buck-boost converter

were explained in Section 3.4.

4.1.2.4 Modelling of DC-AC Converter

The PV array and the BESS are connected to the grid through dc-ac converters. The

converter average model is used in this part. The voltage source converter works with

the specified strategy of the grid following vector current control as described in [207,

206]. The basic concept of the vector current controlled VSC is to independently

control the instantaneous active and reactive power injected into the ac system. The

converter can also transfer power in both directions. The average model of dc-ac

converter is described in [206].

The equations of average model positive (IPabc) and negative (INabc) currents can

be given by (4.6) and (4.7) [207]:

IPabc = (
1 +mabc

2
).iabc (4.6)

INabc = (
1−mabc

2
).iabc (4.7)
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while the equations of the average model for the tree phase voltages (Vtabc) can be

described as (4.8):

Vtabc = mabc.
Vdc
2

(4.8)

The control strategy of VSC consists of two cascaded loops; the outer and inner

loops [217].

Converter Outer Loop Controller

One part of the outer loop controller controls the voltage at dc-link and so, the active

power transfer from the voltage source converter tracks the PV output and the battery

charging or discharging power. The second outer control loop regulates the reactive

power output from the dc-ac converter. The outer control generates the reference

values for the inner loops. Fig. 4.4 shows the i∗q and i∗d set points which are the

output from the outer controller and the input to the inner current loop controller.

The active current component, id, is responsible for the regulation of the voltage at

the dc-link (Vdc) or control of the active power flowing to the grid. The reactive

current component, iq, is responsible for the regulation of the voltage at the ac grid

side or control of the reactive power flowing through the grid to follow its reference

value (Q∗) [206, 207].

Inner Loop Control

The function of the inner current loop is to control the direct and quadrature cur-

rent components of the current such that the converter’s injected current tracks the

reference closely. Fig. 4.4 shows the inner current loop which consists of PI con-

troller, feed-forward voltage gain, and decoupling terms which is scaled to ac voltage

to compute the modulation function quantities of the direct and quadrature md and



74

Figure 4.4: Converter control circuit

mq [207].

The state equations (4.9) and (4.10) of the inner current loop can be written as:

v∗d = vd + ω.Liq + (Kp +
Ki

S
(i∗d − id)) (4.9)

v∗q = vq + ω.Liq + (Kp +
Ki

S
(i∗q − iq)) (4.10)

where Kp and Ki are the gains of the PI controller, vq and vd are the feed-forward

voltages and S is Laplace operator. They are described in detail in [207].

4.1.3 Simulation of Combined PV/BESS

To examine the operation of the whole system, the system is modeled and simu-

lated with an electromagnetic transients simulation program. A 1 MW PV system is

simulated at different irradiation levels to verify the response of the proposed system.

Fig. 4.5 describes the variation of the active output power profile that changes
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with the irradiation level. At an irradiation level equals to 1100 W/m2, the output

power is 0.9 MW. When the irradiation decreases to 800 W/m2, the PV output power

declines to 0.6 MW. At time 10 sec, the output power decreases to 0.3 MW when the

irradiation level is 450 W/m2.

Figure 4.5: Generated active power in response to variations in irradiation

The reactive power is set to be at zero for unity power factor operation. Fig. 4.6

shows that the reactive power stays at zero as the irradiation varies for the case shown

in Fig. 4.5. Also, the dc-link voltage curve is shown in Fig. 4.7. The dc voltage does

not show significant changes as the real power is varied.

The PV system can be used for controlling the reactive power to support the grid

voltage. Fig. 4.8 shows the reactive power profile that changes from + 0.4 MVAR to

-0.4 MVAR while the real power is also varying in response to irradiation changes.

It can be shown from Fig. 4.5 that the active output power is dependent on the

irradiation level and so it is better to connect the PV system to a battery energy

storage system to supply the load in the low-level irradiation periods and to reduce

independence on the grid power.

The system is simulated at different irradiation levels and constant load at 0.6

MW. When the irradiation level is 1100 W/m2, the output PV system is 0.9 MW
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Figure 4.6: Generated reactive power as irradiation is varied

Figure 4.7: DC-link voltage profile in response to changes in irradiation
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Figure 4.8: Reactive power variation profile

and the battery system is charging. When the irradiation level equals 800 W/m2

the output power equals the load power and so the battery is just floating. Once

the irradiation level drops to 450 W/m2, the PV output power is decreased to 0.3

MW and the battery discharges to support the load with the difference between the

generated PV power and the load; 0.3 MW. Fig. 4.9 shows this sequence.

Figure 4.9: PV system, load and BESS power at different irradiation levels

Fig. 4.10 shows the state of charge (SoC) of the battery. When the battery is

charging, the battery SoC is increasing. When the irradiation level decreases and
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the output PV output power equals the load power, the battery system is floating

and SoC is almost constant. When the battery supplies the load, the SoC starts to

decrease.

Figure 4.10: Battery SoC during irradiation level variation

The system is simulated for another simulation scenario, where the irradiation

level is kept constant at 800 W/m2 and the load is changed from 0.3 MW to 0.9

MW. Fig. 4.11 shows that when the load surpasses the generated power, the battery

energy storage system discharges to supply the load. When the load power is less

than the PV system output power, the battery is charging. SoC variation is shown

in Fig. 4.12 and SoC vary according to battery charging and discharging mode.

4.1.4 Conclusion

Both active and reactive power can be controlled independently, so PV systems can

be used to support the grid voltage by controlling the reactive power generation.

Also, the resilience of the system can be enhanced by using a battery energy storage

system for supporting the loads in case of large variations in the PV irradiation. The

developed scheme can supplement the difference between the generated power and

the load.
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Figure 4.11: PV system, load and BESS power during load variation scenario

Figure 4.12: Battery SoC during load variation
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4.2 Volt/Var Control of Solar Photovoltaic System (paper 2)

4.2.1 Introduction

The continuous growth in population is accompanied by increasing electric power

demand. The greenhouse gas problems caused by conventional power resources and

the eventual shortage of conventional fuel resources have led governments to encourage

utilities to adopt renewable energy resources. Photovoltaic solar systems are popular

among the RESs because of their advantages such as low running cost and pollution-

free capabilities. Increasing the use of PV systems may add some challenges to the

power system such as harmonic generation, but this can be corrected by adding

power electronic devices and filters. Furthermore, PV integration causes voltage rise

or drop due to the current variation and the reverse power flow among the power

networks. Some standards such as ANSI C84.1 recommend that, at normal operating

conditions, the terminal voltage magnitude should be within 5% of the normal voltage

[218]. There are several traditional techniques that were adopted to solve the voltage

variation problem. One of the used methods is to change the set point of the on-

load tap changer in the high voltage side of the transformer. On the other hand,

this method has some drawbacks such as arc production in the contacts and frequent

maintenance requirements [219]. Using capacitor banks may mitigate the terminal

voltage fluctuations, but they lack flexible control because they provide reactive power

in discrete values [1, 2].

The authors of [218, 220] suggested curtailing the output PV power in case of

voltage increase at the point of common connection. Needless to say, this solution was

not popular with PV system owners. Other publications describe different techniques

such as voltage regulators, capacitor banks, but the converter-based PV system can

do the same function with many advantages.
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In this research, the solar PV system can participate in voltage regulation through

injecting and absorbing the reactive power. Reactive power control is used for con-

trolling the terminal voltage level. Moreover, the controller sets the priority for the

active or reactive power based on the voltage magnitude. The converter controller

can control both active and reactive power independently. Also, it may curtail the

active power to inject extra reactive power if the converter capacity is insufficient to

generate both the required reactive power and the available active power from the

sun. The dc-dc controller is used to direct the curtailed power to be stored in a

battery energy storage system (BESS). This methodology is a form of volt/var droop

control that enables the reactive power to regulate the voltage at the PV system

terminals or at a location remote from the substation at which the voltage may drop

below the normal operating value. The voltage control can be accomplished through

linear droop characteristics which set the reference reactive power as a function of

the terminal voltage of the PV system.

A description of the PV system is described, and the layout of the proposed system

is shown in Fig. 4.13. Also, the model of the PV array is described. The output of

the PV array depends on the variable irradiation level, so there should be maximum

power point tracking technique is used for operating the PV array at the maximum

power point. The used MPPT technique is presented in this chapter. Furthermore,

the power electronic devices such as dc-dc boost converter and dc-ac converter are

described. The volt/var control method is then presented followed by a description

of the approach for varying reactive power in response to voltage variations. Also,

synchronous rotating dq reference frame is used for modeling and design the active

and reactive power controllers. Then, simulation using electromagnetic transients

simulation is done to provide evidence that this control strategy is convenient for

eliminating the voltage variation.

The rest of this chapter is arranged as follows. Section 4.2.2 describes the mod-
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eling of the system, includes modeling of the PV array, MPPT technique, BESS and

power electronic converters. In Section 4.2.3, a simulation of the proposed system is

presented. Finally, in Section 4.2.4, some relevant conclusions are drawn.

Figure 4.13: Layout of the proposed PV system with BESS

4.2.2 Modeling of the System

4.2.2.1 Solar PV Power Generation

A solar PV array is used to transfer the energy from the sun to electrical energy,

it works similarly to a P-N junction diode. The electrical equivalent circuit and

the equations relating the voltage and current were described in Section 4.1.2. The

output of the PV array is greatly affected by the temperature and irradiation levels.

Since the radiation level is continuously variable, MPPT technique should be used

for generating the maximum power from the PV array.

There are several MPPT algorithms that can be used with PV systems, and they

are detailed in [221, 222]. One of the preferred methods is the incremental conduc-

tance method (IC). It has some advantages such as its smaller response time and
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limited oscillation around the MPP. Furthermore, the IC method can track the MPP

accurately in case of variable climate conditions. At a certain operating conditions,

the PV array generates current (Ipv), voltage (Vpv) and power (Ppv). If this operating

point is the MPP, then the derivative of power with respect to the voltage should

equal to zero ( dppv
dvpv

= 0). When this ratio doesn’t equal zero, the algorithm tries to

reach to the MPP, where it compares the conductance ( Ipv
Vpv

) with the conductance

variation (- dIpv
dVpv

), and the result will be used to force the PV to work at the MPP

according to equations (4.11) - (4.13).

dPpv

dVpv
> 0 if

Ipv
Vpv

> − dIpv
dVpv

, left to MPP (4.11)

dPpv

dVpv
= 0 if

Ipv
Vpv

= − dIpv
dVpv

, at MPP (4.12)

dPpv

dVpv
< 0 if

Ipv
Vpv

< − dIpv
dVpv

, right to MPP (4.13)

The speed of the MPP tracking depends on the size of the incremental step.

A fast-tracking algorithm can be accomplished by increasing the incremental step,

although this may cause the system to oscillate around the MPP. Decreasing the

incremental step reduces the oscillation around the MPP; however, it requires a lot of

processing and computations. Then determination the right size of the incremental

step is important in the MPP algorithm [221]. The authors of [223] provided a

description for determining the optimal incremental step.

The MPPT technique regulates the duty cycle that is required for the dc-dc boost

converter. This converter is used to increase the voltage from the PV array that is

presented to the converter, and it will be introduced in the next subsection.
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4.2.2.2 DC-DC Boost Converter

The PV array generates a low and variable ac voltage that depends on the climate

conditions. This voltage should be increased to be connected to the grid converter. A

unidirectional dc-dc boost converter is used to step up the PV array output voltage.

The voltage increase depends on the duty cycle generated from the MPPT technique

according to (4.14).

Vdc
Vpv

=
1

1−D
(4.14)

Where Vpv is the PV array output voltage, Vdc is the voltage at the dc-link and D is

the duty cycle. Fig. 4.14 shows the layout of the dc-dc boost converter and its PWM

control system. The theory of operation of the dc-dc boost converter is described in

detail in [224]. According to the control strategy, the dc-ac converter transfers active

power from the dc-link to the grid and controls reactive power exchange indepen-

dently.

Figure 4.14: DC-DC boost converter
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4.2.2.3 Volt/Var Control Strategy

This section describes the control method which controls the reactive power injection

of the converter based on the ac voltage magnitude. The reference reactive power

value is set by the controller using a linear droop characteristic that sets the reactive

power value based on the measured voltage value as shown in Fig. 4.15. The con-

troller considers the generated active power, converter current limits and priority of

active and reactive power modes of the converter. As shown in Fig. 4.15, the droop

characteristics can be defined by six points. The first point is va, when the volt-

age magnitude is at this point or lower the converter supplies the maximum possible

reactive power. At this operating point, the converter doesn’t supply rated active

power since it prioritizes the reactive power and curtails the active power so as not

to overload the converter. The second point is vb, and it is the largest reactive power

value at which the converter can generate at the rated active power generation while

supplying reactive power. From vc to vd is a deadband where the voltage terminal

level lies within the acceptable operating range and no reactive power injection is

needed. The last two points ve and vf are similar to the first two points but in the

opposite direction where the converter consumes reactive power to try to lower the

voltage.

According to the measured voltage value, the converter sets the reference reactive

power. When the voltage level is less than vc, the converter starts to inject reactive

power. On the contrary, if the voltage increased beyond vd, the converter absorbs

reactive power from the system. Within the deadband, the voltage level within the

acceptable operating region, and the reference reactive power value is set to zero.

Selecting the volt/var curve is influential in the reactive power control. It depends

on the network characteristics, network performance metrics, and load conditions.

Then it is very important to use the suitable curve in the converter control system
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[225]. The curve profile determines the limits for both the supplied and absorbed

reactive power. Also, it sets the rate at which the reactive power will change with

respect to the voltage variation. The authors of [219] described that the network

losses can be minimized through the accurate optimization of volt/var profile. Fur-

thermore, determination of the voltage points in Fig. 4.15 are set at the design and

implementation of the system according to the recommendation of the utility that

will be responsible for operating the system and to its following codes. In the future

grids, these values should be able to be modified by the network operators to enhance

the system performance optimization when the load pattern or the network topology

are modified.

Figure 4.15: Volt/var control function

The controller should be able to prioritize either the active or reactive power and

control both independently. Fig. 4.16 describes the determination of the maximum

and minimum values of direct and quadrature axis current components based on the

control signal. The control system is built using synchronous rotating dq reference

frame at which d-axis controls the active power and the reactive power is regulated by

q-axis. The default priority is set to d-component (control signal is set to 1), which

prioritizes the active power and the maximum value for the converter current is set
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to be the maximum value of the d-axis current component. On the other hand, if the

control signal (CS) is set to zero, the reactive power and q-axis current component

will be prioritized. Then the maximum value of the q current component will equal

to the maximum value of converter current.

Figure 4.16: P-Q priority mode

4.2.2.4 Battery Energy Storage System

The battery energy storage system is mainly used for supporting the dc-link voltage

to keep its value constant. Both the charging and discharging processes depend on the

value of the dc-link voltage. When the converter output power increases beyond the

PV generated power, the dc-link voltage decreases, and the battery is discharged to

maintain the dc-link voltage constant. If the output power is decreased, the battery

will be charged to prevent the dc-link voltage from increasing. The battery system

and its converters were described in Section 3.4, and 4.1.2.

4.2.3 Simulation Results

The proposed control system is verified through modeling and simulation of a PV

system in a simple microgrid using an electromagnetic transients simulation program.

The simulation is carried out with the irradiation level equal to 1000 W/m2 to operate

the system at its rated output power and the load is changing during the simulation
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period.

Fig. 4.17 shows that the variation in the terminal voltage due to load changes

without the contribution of converter reactive power to support the terminal voltage

magnitude. The terminal voltage varies beyond the acceptable range; where it ranges

from 0.9 to 1.1 pu due to load variation. The acceptable margin for the voltage values

is set to be between 0.97 and 1.03 pu. Then the reactive power generation should be

controlled to support the voltage profile such that it doesn’t go out of the acceptable

margin.

Figure 4.17: Voltage variation profile without reactive power support

Fig. 4.18 shows the variation in the reactive power from the converter in response

to the terminal voltage variations. When the voltage level falls within the acceptable

margin, the reactive power generated equals to zero. When the voltage level increased

above 1.03 pu, the converter absorbs reactive power to reduce the voltage. When the

voltage is decreased below 0.97 pu, the converter supplies reactive power to increase

the voltage to be within the normal range.

The generation of reactive power has improved the voltage profile as shown in

Fig. 4.19. The voltage levels are bounded within the normal acceptable range. This

describes that the control system is responding to the voltage variation.
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Figure 4.18: Reactive power variation profile

Figure 4.19: Voltage variation profile with reactive power support
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At the extreme voltage change, where the voltage value reaches to 0.9 or 1.1 pu,

the converter is unable to produce both the rated active and required reactive power

so as not to be overloaded. The converter prioritizes the reactive power at these

intervals and curtails the active power generated to provide the required reactive

power to support the voltage level. The priority signal changing is shown in Fig.

4.20, where it changes from (1); to prioritize the active power to (0); to prioritize the

reactive power.

Figure 4.20: Priority signal

Fig. 4.21 shows the active power profile. When the priority signal is (1), the

converter generates the rated power. On the other hand; when the priority signal is

(0), the active power is curtailed so as not to overload the converter.

When the converter curtails the active output power, this power is stored in the

battery energy storage system so as to make the best use of the available PV power

and to keep the dc-link voltage at its rated value. Fig. 4.22 shows the state of

charge of (SoC) the battery system, when the active output power is curtailed and

the battery is charged, SoC is increasing. On the other hand, battery SoC is kept

constant at the other intervals. Fig. 4.23 shows the dc-link voltage, its value doesn’t

change with the load and power variation.



91

Figure 4.21: Active power profile

Figure 4.22: Battery state of charge

Figure 4.23: DC-link voltage profile
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4.2.4 Conclusion

Mitigating the voltage variation in the power system is vital for achieving a de-

cent power system performance and operation. In this chapter, the voltage variation

was mitigated by absorbing or supplying the reactive power from the PV converter.

Consequently, the voltage level was controlled to be within acceptable limits. In this

chapter, modeling of the PV system was described. The converter prioritizes the

active and reactive power based on the voltage level and controls both independently.

Furthermore, the maximum power point tracking technique implemented for this sys-

tem was described. Simulation of the system was carried out using an electromagnetic

transients simulation program, and the simulation was conducted at different load val-

ues that changed the voltage levels. From the simulation results, it can be concluded

that the voltage can be successfully controlled through the volt/var strategy to be

within the safe operating margin. Furthermore, the battery energy storage system is

vital in PV systems to increase its reliability such that, it absorbs the excess power or

supplies the load if the PV available power is not sufficient to meet the load demand.

Also, it enables the inverter to control its active output power based on the voltage

level and priority control signals.
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Chapter 5: Virtual Synchronous Generator Controller

This chapter consists of material from a paper that is published in the annual IEEE

Canadian Electrical Power and Energy Conference (EPEC 2021) that was held vir-

tually on October 22-24 and Oct. 30-31, 2021.

5.1 Introduction

The number of converter-based renewable energy resources in the power system is

increasing due to their decreased cost, improved efficiency, and government policies

encouraging their development. The increasing penetration of RERs is happening at

the same time older coal and nuclear plants are being decommissioned. Synchronous

generators have inertia and damping characteristics that help to support the system’s

stability. They can be controlled to provide frequency regulation. These common

features for the SGs are not available in most power converters that are used for

integrating RERs to microgrids or to the large grid.

The conventional power converters work in the power system as a grid following

controlled current sources [226]. They try to maximize the energy extraction from

the connected distributing resources, based on operation with a stable-frequency grid.

This stable frequency is fixed through the large rotating inertia of SGs, but these fea-

tures are not available in the future smart grid or isolated grids with high penetration

of inverter-based RERs.

Thus, in the future, power converter control methodologies should play a notice-

able role in the operation and control of smart grid. The proliferation of converter-

based RERs to replace the traditional large-scale SG diminishes the total system

inertia and could destabilize the system for smaller disturbances than are the case

now. The grid becomes vulnerable to high-frequency fluctuation in case of distur-

bances such as varying loads or variations of electric power generated from RERs
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such as PV power plants. Several researchers have explored approaches to overcome

these problems. The authors of [5, 6] described a constant voltage-constant frequency

control methodology that is able to maintain grid stability in isolated grids. On the

other hand, this method has some drawbacks such as communication system require-

ments and detailed data measurements which may lessen the system flexibility and

scalability [7].

Additional significant research effort was devoted to develop several control method-

ologies for power converters to emulate the desirable features of conventional SG. The

inverters provide the grid with the emulation of rotating inertia which is called virtual

inertia (VI). Then, VI control can contribute to system frequency stabilization.

VI emulation control methods underwent several steps over the years. In [13],

Beck and Hesse proposed the first control method for VI and it was called a virtual

synchronous machine (VISMA). They implemented a current-controlled inverter in

the dq-reference frame using the Park’s transformation. Later, a lot of research work

was done to apply the VI concept in the power converters to emulate the SG, and

with a variety of different names for the algorithms.

The authors of [14, 15] implemented a simple model to emulate inertia and damp-

ing using the swing equation of a synchronous machine, and called it a virtual syn-

chronous machine (VSM). The control method is based on generating the reference

control voltage from the outer loops; getting a real power command from the VI em-

ulation and a reactive power command, and using them in PWM signal formulation.

Although this method is simple to model, it is complicated to protect the controller

from high currents in case of disturbances or faults.

In [16], the authors overcame the previous disadvantages by applying the generated

reference signals from the outer loops to an inner control structure which consists

of cascaded voltage and current controllers. In these inner loops, the controllers’

currents and voltages can be limited and protected against disturbances such as fault
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currents. This methodology is called a synchroverter, which can be summarized as a

voltage-controlled voltage source inverter emulating conventional SG.

The authors of [17, 18, 19] proposed control methods called virtual synchronous

generator (VSG) which can emulate the performance of SGs. Some of them were

implemented as a current-controlled inverter such as VISMA, other works as a voltage-

controlled inverter like the synchroverter. VSG emulates the conventional generator

inertia and damping characteristics and also enables the inverter to operate in both

grid-connected and isolated modes. Moreover, VSG parameters can be adjusted to

emulate any arbitrary SG without any constraints to match a certain SG and can be

easily adjusted without affecting the Park’s equations [18, 227].

In this chapter, the dynamic characteristics of SG are emulated by VSG such

as the damping and inertia constants. VI emulation technique should replicate the

conventional SG inertial features, and it can offer frequency support based on local

measurements without the need for extra communication media. Moreover, the in-

verter is able also to work in a hierarchical control system where the inverter can

receive the reference set points from the central controller.

The VSG controller consists of outer and inner loops. The outer loops represent

the VI emulation and terminal voltage control. They produce the reference signals

to the inner cascaded voltage and current loops. The current reference signals can be

calculated from algebraic equations. The current and voltage signals are controlled

and limited in the inner loops. Hereafter, the mathematical model is described in the

synchronous dq reference frame, and the simulation of the proposed control method-

ology is carried out using an electromagnetic transients program.

The rest of this chapter is arranged as follows. Section 5.2 describes the layout of

the system. In Section 5.3, the VSG controller structure is presented including both

the outer and the inner loops. The simulation of the proposed system is presented in

Section 5.4. Finally, in Section 5.5, some relevant conclusions are drawn.
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5.2 System Layout

The proposed system layout where a VSG-based controller is used to control the PV

system with a storage system is shown in Fig. 5.1. The PV array is the main source

of electrical energy. It produces electrical power at a low voltage, so a dc-dc boost

converter is used to step up this voltage and try to maximize the energy extracted

from the PV array using a maximum power point tracking scheme.

Figure 5.1: General layout of the proposed VSG system

Emulating the rotating inertia requires an energy storage system, and VSG perfor-

mance relies on the dc-link configuration such that the power fluctuation is supplied

or absorbed from the dc-link and so, from the storage system. Thus a battery energy

storage system is used as well as a bidirectional buck-boost converter to charge or

discharge the battery. The inverter transfers power from the dc-link to the electric

power grid which is simulated by a voltage source. The model and the control system

were implemented in a dq reference frame. A detailed explanation of the system can

be found in [214, 228, 229].

The control structure consists of two main loops, the outer loops are representing
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the inertia emulation and ac terminal voltage magnitude control. VI emulation pro-

duces the virtual rotor angular position of the VSG and this represents the load angle

of VSG. Furthermore, the voltage controller produces the VSG voltage magnitude

and this will be applied to the inner loop.

From the reference voltage signals, the controller calculates and produces the ref-

erence currents to the inner control loops. Thus, the inverter is able to operate in

both the grid-connected and isolated operating modes. Furthermore, it can provide

a smooth transition between these two operating modes. In the following subsec-

tions, an explanation and the mathematical model of the parts of the system will be

described.

5.3 VSG Controller Structure

5.3.1 Outer Loops Structure

The active power is associated with the VSG emulated torque and angular speed

of the rotor (ω). As shown in Fig. 5.2, the variation in the rotor speed can be

determined by applying the difference between the reference and output active power

to a proportional gain constant Kp and first-order lag element which has a time

constant Tp. These two constants represent the damping effect and the rotating rotor

inertia of the SG.

Figure 5.2: Virtual inertia emulation

The virtual rotor angular speed is then calculated by adding this difference to the
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rated angular speed. Integration of this angular speed produces the virtual generator

load angle. This angle is used in the inner loops and for the Park’s transformation

in the inverter control. Then, frequency variations due to abrupt changes in the load

or generating power can be suppressed by the rotating rotor inertia created by the

proposed control system. Furthermore, the VSG can improve system stability and

replicate the desirable inertial attributes of conventional SG performance.

The proportional control and first-order lag element which are used in calculating

the angular velocity, represent the combination of the damping and rotor inertia.

The mathematical expression can be derived as follows. The swing equation of the

conventional SG which can be derived from Newton’s Law of Motion for rotating

objects can be written as [230, 231]:

Tm − Te −D∆ω = 2H∆ω̇ (5.1)

where Tm is the mechanical torque driving the generator (N.m), Te is the electromag-

netic torque due to electric load on the generator (N.m), D is the damping torque

coefficient associated with the damper windings (N.m.sec), H is the per unit iner-

tia constant for the stored kinetic energy in the rotor at rated speed divided by the

chosen MVA base, and ∆ω is the deviation from synchronous speed.

It is more common to write the swing equation expressed in (5.1) in terms of

power instead of torque. In case of a little oscillation around the synchronous speed,

the equation representing the power balance which is approximately represented in s

domain is expressed as [14]:

Ta.s.(∆ω) = Pm − Pe − kd(∆ω) (5.2)

where Pm is the emulated mechanical input power, Pe represents the electrical power,

Ta denotes the time constant which is related to the inertia, and Kd represents the
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damping constant.

From the previous relations, the following equation can be derived.

∆ω

∆P
=

1

Tas+Kd

=
Kp

1 + sTp
(5.3)

So, the damping and the rotating rotor inertia can be represented in a first-order

lag element with a proportional gain (KP = 1
Kd

) which represents the inverse of the

damping. Also, it has an inertia constant (TP = Ta
Kd

), which represents the time taken

by the rotor of the machine to reach its rated speed, when accelerated by the rated

torque from rest.

The voltage amplitude of VSG output can be obtained by separate voltage or

reactive power outer control loop which is decoupled from the inertia emulation loop.

The terminal voltage should be controlled to enable the inverter to work in both

grid-connected and isolated modes of operation. As shown in Fig. 5.3, the difference

between the terminal voltage and the reference value is passed through PI controller

to generate the VSG voltage magnitude. This component is used as an input to the

inner loop cascaded voltage and current controller.

In this control strategy, the reference terminal voltage is aligned to coincide with

the direct axis of the inverter voltage reference frame, and so the reference quadrature

axis voltage is set to zero.

Figure 5.3: Voltage controller
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5.3.2 Inner Loop Controller

To enhance the controllability of the system, the inner loop controller consists of

two cascaded voltage and current parts as shown in Fig. 5.4. It is also modeled in

synchronously rotating dq reference frame, so it can be controlled by PI controllers.

The first part is for controlling the output voltage and is responsible for generating

the references for the current controller part using PI controller gains Kpv and Kiv.

The reference current generation can be expressed as:

Iref = Kpv(Vref − Vo) +

∫
Kiv(Vref − Vo) + jCVoωV SG (5.4)

where Iref denotes to the components (Id−ref and Iq−ref ), Vo denotes to the output

voltage components (Vd and Vq), and C is the capacitance of the filter between VSC

and the grid. The current reference values (Id−ref , Iq−ref ) which are generated

from the voltage controllers can be limited against over-currents due to faults or

other abnormal conditions. This provides flexibility and can provide an embedded

protection strategy.

The second inner loop current controller is a conventional PI controller with gains

Kpc and Kic and decoupling terms that generating voltage reference signals; V ∗
d and

V ∗
q . The output voltage reference from the controller can be described as:

V ∗ = Kpc(Iref − Io) +

∫
Kic(Iref − Io) + jIoωV SGL+ Vo (5.5)

where Io denotes the output direct and quadrature current components (Id and Iq)

and L is the filter inductance.

The voltage reference signals resulting from the current controller are divided by

the half of dc-link voltage to generate the modulation indices Md and Mq as shown

in Fig. 5.4. The reference signals are transformed to abc frame by an inverse of the
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Park’s transformation, then used to generate the switching pulses for the inverter.

Figure 5.4: Cascaded voltage and current control loops

5.4 Simulation Results

To verify the proposed control structure, the system shown in Fig. 5.1 is implemented

and modeled in an electromagnetic transients program. The simulation is carried out

at different cases for different conditions, to demonstrate the various inertial features

and capabilities of the VSG. The simulation results show that the proposed control

algorithm can emulate the inertial features of conventional SG and then support

system stability.

Fig. 5.5 shows a case with a change in the reference power to the inverter. This

change may be activated by the local controller or from a hierarchical control system

in response to a load increase or sudden disconnection of a generating unit.

Fig. 5.5 shows that the inverter output power follows its reference values, with

the time constants of the response varied due to the emulated inertia settings. The

simulation is carried out for two different values for inertia time constant (Ta = 4
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Figure 5.5: VSG active power variation at different inertia time constants

and Ta = 2) and the damping constant is kept constant (Kd=0.7). The difference

between the generated PV and inverter output power is compensated by the battery.

The power profile depends on the inertia time constant such that, at a larger inertia

time constant (or per unit inertia constant), the system has larger amplitude power

oscillations. On the other hand, when the inertia time constant or per unit inertia

constant is reduced, the peak overshoot in power supplied from the battery is reduced.

Fig. 5.6 shows the power generated from PV array and the power that is compensated

by the battery.

The change in the output power affects the frequency of the VSG. This effect

is described in Fig. 5.7. It is clear that at lower inertia time constant value, the

frequency variation is more pronounced and it has a higher rate of change of frequency.

On the other hand, when inertia time constant increases, it helps the system to

counteract the frequency change and it has a lower rate of change of frequency.

The next set of simulations examines the impacts of the settings for the damping

constant in the VSG design. Fig. 5.8 shows the inverter active power variation at

different damping constant values when the inertia time constant is constant (Ta=2).
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Figure 5.6: PV array and battery power at different inertia time constants

Figure 5.7: VSG frequency profile at different inertia time constants
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Fig. 5.9 shows the power is supplied by the battery. It can be seen that increasing the

damping constant helps the system to reach its steady state value sooner and reduces

the peak power supplied by the battery energy storage system. On the other hand,

when the VSG controller has a smaller value of damping constant, larger peak power

is required from the battery energy storage system and the system takes a larger time

to reach its steady state value. It is worth to be mentioned that, inertia time constant

and damping constant affect the maximum power supplied by the battery and the

time it takes to settle down, and so the energy that should be stored at the battery.

Then these parameters affect the sizing of the battery energy storage system.

Figure 5.8: VSG active power variation at different damping constants

In this design, the VSG is controlled to regulate ac voltage magnitude at the point

of common coupling. The reactive power changes in response to system conditions to

maintain the voltage magnitude at the set point. This enables the system to work at

constant voltage during isolated mode of operation. Fig. 5.10 shows a case where the

grid voltage changed from 0.95 to 1.05 pu, but the voltage at the PCC is controlled

to be constant at 1 pu. Fig. 5.11 shows the variation of the reactive power output

from the converter in response to the disturbance. In this case, the apparent power
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Figure 5.9: PV array and battery power at different damping constants

stays within the converter limits. The VSG is able to achieve the dynamic voltage

regulation for the system and help reduce the impact of disturbances on the voltage.

Figure 5.10: Terminal voltage variation profile
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Figure 5.11: Reactive power profile

5.5 Conclusion

Large changes in load or the generated power from RERs cause the frequency of

the system to fluctuate. The amplitude, frequency, and damping of this fluctuation

depend on the rotor inertia and damping coefficient of synchronous machines in the

system. In this chapter, a brief explanation of VSG was presented with the aim of em-

ulating inertial features of conventional SG. Then modeling of VSG control structure

was discussed in synchronously rotating dq reference frame. All the system including

PV array, power electronic converters, and BESS was integrated and implemented

using an electromagnetic transients program.

From the simulation results, it can be concluded that rotor inertia and damping

constants can be emulated by the converter. Also, a VSG-based controlled inverter

combined with BESS can emulate the inertial behavior of conventional SG to regulate

and support the frequency of the power system following a disturbance and improve

system performance. Furthermore, VSG parameters can be set according to the best

performance without being limited by the characteristics of a physical SG. Moreover,
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it can support the system voltage even in the case of grid voltage fluctuations. As a

result, VSG controllers can promote exploiting and expanding RERs in microgrids.
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Chapter 6: Virtual Synchronous Generator Controller

Performance and Evaluation

This chapter consists of material from a paper that is accepted for the Grid of the

Future Symposium / CIGRE to be held on November 7 through November 10, 2022

in Chicago, IL, USA.

6.1 Introduction

Renewable energy resources such as wind, solar photovoltaic, and fuel cells usually

supply electric power to the utility grids through power electronic converter inter-

faces. Compared with the conventional synchronous generators, RERs don’t have

rotor intrinsic kinetic energy (mechanical inertia). The applications of these RERs

are expanding in the electric power system and it is expected to be increased more and

more in the future. Connecting the RERs with the low or zero inertia in the power

system drastically reduces the overall system inertia, especially if they offset conven-

tional synchronous generation. Hence, the power system stability and its dynamic

performance are negatively affected. To obtain a decent power system performance,

the converters have to be well designed and controlled. The power system operation

and its dynamics performance depend on the converter controllers and their operation

methodologies. Traditional droop methods were used to control the converters and

share their output power by controlling the output voltage magnitude and frequency

according to their output active and reactive power. Also, the controllers try to mimic

the droop characteristics of the SGs [232].

Additional research work has been developed to mimic the steady-state droop

characteristics and the dynamic characteristics of the SGs to enhance the inertia of

the system. Virtual synchronous generator and virtual inertia emulation approaches

were proposed as solutions to integrate the RERs into the power system and enhance
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the system inertia. With energy storage systems, the converters will be able to

supply or absorb abrupt power fluctuations and mimic the kinetic energy in SG to

provide inertia. Moreover, VSG converters will move from just grid following to grid

supporting and grid forming converters. Hence, VSG methodologies enhance the

stability and dynamic performance of renewable energy generators. Moreover, the

power electronic converters can provide ancillary services such as voltage regulation

and help to improve the stability of the power system.

VSG development underwent several research steps over the last years. The first

control method was introduced by Beck and Hess in [13]. It was called a virtual

synchronous machine. The authors tried to emulate SG features and provide virtual

inertia to increase the system inertia and support its stability.

This concept was embraced by many authors later with different characteristics

and operation methodologies. The authors of [14, 233] adopted current source-

controlled VSG converters. This category is applicable for grid-connected systems

with a low renewable energy resources penetration. The authors proposed virtual

synchronous machines to enhance the system inertia and support its stability.

The second category is the voltage source-controlled VSG converter. This type

of VSG is applicable for both grid-connected and isolated modes of operations. The

authors of [16, 234, 235] proposed synchroverters that work as voltage-source VSG

converter controllers to emulate the SG inertia. In this chapter, the inertial fea-

tures and damping constants of the SG are emulated in VSG. This can enhance the

system’s performance and support its frequency against different disturbances. Fur-

thermore, the converter can work with the hierarchical control levels and may receive

its reference set values from the different controllers. The converter is connected to

a battery energy storage system to supply the required power. The models for dif-

ferent subsystems are described including the converter controllers’ outer and inner

loops that mimic the inertial features of the SG, and the system is modeled using an
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electromagnetic transients simulation program to verify the proposed controller.

The rest of this chapter is arranged as follows. Section 6.2 describes layout of

the system. In Section 6.3, the VSG controller structure is presented. Section 6.4

describes the energy storage system and its controller. The simulation of the proposed

system is presented in Section 6.5. Finally, in Section 6.6, some relevant conclusions

are drawn.

6.2 System Layout

Fig. 6.1 describes the proposed system in which the PV is the primary source of

electric power. The dc-dc boost converter is used to step up the PV output voltage

and maximize the energy extracted from the PV array. Modeling of the PV array

and its converter is well described in [236, 228, 237]. The dc-ac converter is used to

connect the power from the dc-link to the grid that is simulated by a voltage source.

An energy storage system is required to emulate the SG features, so a battery energy

storage system is used to supply the required power and energy to the system through

a bidirectional buck-boost converter. DC-AC converter controller consists of two main

loops, outer and inner loops. The outer loops consist of two main parts. The first

part is the virtual inertia emulation part, it generates the virtual load angle. The

second part is the terminal voltage control part, it generates the reference signals to

the inner control loops. The inner control loops consist of two cascaded voltage and

current control loops to generate the signals that drive the switches. In the following

subsections, an explanation and the mathematical model of the parts of the system

will be described.
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Figure 6.1: General layout of the proposed system

6.3 VSG Controller Structure

6.3.1 Inertial Emulation of VSG

The main objective of VSG is to emulate the inertial feature of conventional syn-

chronous generators by controlling the power converter. Moreover, the model of VSG

is an arbitrary design choice to determine what is modeled from the SG. If the pur-

pose of the VSG is to accurately replicate the SG, then the fifth-order electrical model

and the second-order mechanical model have to be modeled in VSG [14]. Although

the full order model matches the behavior of SG, it adds unnecessary complexity if

the purpose of VSG is to emulate the inertial and damping properties of SG since the

inertial response and damping are the essential features in the VSG. Furthermore, the

transient and sub-transient dynamics are included or excluded based on the required

degree of complexity and accuracy.

In this chapter, the inertia and damping constants that are emulated can be

described by the swing equation of the conventional SG. Also, the frequency droop in

the governor model is added here to the model. The swing equation can be written

as [14, 230]:
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Tm − Te −D (ω − ωg) = J
dω

dt
(6.1)

where Tm is the mechanical torque driving the generator (N.m), Te is the electro-

magnetic torque due to electric load on the generator (N.m), D is the coefficient

accounting for the damping torque associated with the damper winding (N.m.sec), ω

is the rotational speed of the machine (r/sec), ωg is the grid frequency (r/sec), J is

the rotor moment of inertia (km.m2).

It has to be mentioned that the coefficient D in the SG is not constant for all

operating points, and it depends on the operating point. So a fixed value of D in the

simplified model for representing the main features of SG will not be able to match

the SG behavior in all operating ranges [14].

The swing equation can be written in terms of power instead of torque by multi-

plying the equation (6.1) by frequency ω. The power equation can be written as:

Pm − Pe −Dω (ω − ωg) = Jω
dω

dt
(6.2)

where Pm is the emulated mechanical input power (W) and Pe is the electrical output

power (W). The coefficient Jω is the angular momentum of the rotor at synchronous

speed and is denoted by M. The angular momentum M is not strictly constant and

depends on the angular velocity that varies somewhat during the swings which follow

a disturbance. However, in practice, the synchronous generates runs at synchronous

speed when the machine is stable. So the speed will be considered the synchronous

speed. Equation (6.2) can be written as:

Pm − Pe −Dω (ω − ωg) = M
dω

dt
(6.3)

In stability studies, another constant related to inertia of the machine is the H
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constant that is defined by:

H =
Stored kinetic energy in MJ at synchronous speed

Machine rating in MV A
(6.4)

H =
1
2
Jω2

s

Srated

=
1
2
Mωs

Srated

(sec) (6.5)

where ωsis the synchronous angular speed of the SG, it is considered the base angular

speed and Srated is the three-phase rating of the synchronous machine in VA. Then

M can be written as:

M =
2H

ωs

Srated (6.6)

Substituting M in equation (6.3) and dividing the equation be Srated, then the

swing equation can be written as:

P ref − Po − kd (ω − ωg) =
Ta
ωs

dω

dt
(6.7)

where P ref is the per unit emulated reference mechanical input power, Po is the per

unit electrical output power, the time constant Ta = 2H, is the inertia time constant,

and Kd is the damping constant associated with the per unit damping power.

For a small oscillation around the synchronous speed, the power balance may be

described in the Laplace domain by the approximation given by:

P ref − Po − kd (ω − ωg) ∼= Ta s ωpu (6.8)

where s is the Laplace operator.

The block diagram describing the swing equation is shown in the right block in

Fig. 6.2. The active power is associated with the VSG emulated torque and angular
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speed of the rotor. The virtual rotor angle δV SG generated from Fig. 6.2 emulates the

phase angle of the voltage induced by VSG and it is used in the Park’s transformation

and the inner loops on the converter controllers.

The active power control part that is shown in the left part in Fig. 6.2 represents

a droop control. It describes the equivalent frequency speed governor steady-state

characteristics to control the output power of the VSG. The active power control

(speed governor) produces the virtual mechanical reference power P ref by multiplying

the difference between the reference frequency ωV SG ref and the actual frequency ωV SG

with the frequency droop constant gain Kw and adding the external active power

reference Pset.

Figure 6.2: Virtual inertia emulation

6.3.2 Voltage Controller

The voltage magnitude of VSG can be controlled by a decoupled voltage or reactive

power control loop. Controlling the terminal voltage enables the converter to operate

in both grid-connected and isolated modes of operation. Fig. 5.3 describes the voltage

control outer loop that generates the voltage control signals. The reference voltage is

aligned to coincide with the direct axis of the converter voltage reference frame and

the quadrature axis voltage is set to zero.

The reference signals are passed through a virtual impedance. The virtual param-

eters (Rv and Lv) are used to emulate the stationary impedance in the synchronous
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generator. It can stabilize the VSG against small disturbances in the system. The

virtual impedance block diagram is shown in Fig. 6.3. The control signals (Vd−set and

Vq−set) generated from Fig. 6.3 are used as the input reference signals to the cascaded

inner voltage and current control loops.

Figure 6.3: Virtual impedance

6.3.3 Inner Control Loops

The inner control loops consist of two cascaded voltage and current control loops. The

first voltage control loop generates the reference current signals to the second current

loop. These current signals are controlled against over current due to abnormal

conditions. The second current control loop controls the current to follow its reference

values. The inner cascaded loops are shown in Fig. 6.4. The system is modeled in a

synchronously rotating dq reference frame.

6.4 Battery Energy Storage System

The battery energy storage system is mainly used for supporting the dc-link voltage

to keep its value constant. Both the charging and discharging processes depend on the

value of the dc-link voltage. When the converter output power increases beyond the
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Figure 6.4: Cascaded voltage and current control loops

PV generated power, the dc-link voltage decreases, and the battery is discharged to

maintain the dc-link voltage constant. If the output power is decreased, the battery

will be charged to prevent the dc-link voltage from increasing. A bidirectional dc-dc

buck-boost converter is used to control the operation of the battery. The converter

operates in both buck and boost modes based on the dc-link voltage magnitude. It

tries to keep the value of the dc-link constant. The battery system and its converters

are described in Section 3.4, and Section 4.1.2.

6.5 Simulation Results

The system shown in Fig. 6.1 is implemented and modeled with an electromagnetic

transients program to verify the proposed control structure. Different cases are carried

out to describe the features and capabilities of the VSG.

Fig. 6.5 describes the first case with a change in the reference power to the con-

verter at different inertia time constants and a constant damping constant (Kd=0.16).

This change may be set by the local or hierarchical level controllers in response to

a sudden change in the load or generated power from the PV array or on the local

power subsystem. It can be shown that the converter’s output power follows its refer-
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ence, and the output power profile depends on the value of the inertial time constant.

When the inertial time constant increases, the system has a larger amplitude power

oscillation. This change affects the mechanical virtual frequency of the VSG. The

frequency profile is shown in Fig. 6.6, it can be shown that when the inertia time

constant decreases, the frequency change is more profound. Also, it has a higher rate

of change of frequency.

The difference between the converter output power and the PV generated power

is compensated by the battery system. Fig. 6.7 describes the battery power, it can be

shown that when the inertia time constant increases, the battery power increases. So

the energy storage system power design and rating should be based on the emulated

inertia constants.

Figure 6.5: VSG active power variation at different inertia time constants

The next set of simulations describes the effect of damping constant change on the

VSG operation. The inertia time constant is fixed at this simulation case (Ta=6). Fig.

6.8 describes the output power profile at different damping constants. It is shown that

increasing the damping constant reduces the amplitude of power oscillations, and the

system reaches its steady state sooner. Moreover, the frequency is improved as shown

in Fig. 6.9 such that the frequency nadir is increased when the damping constant
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Figure 6.6: Frequency profile at different inertia time constants

Figure 6.7: Battery power at different inertia time constants
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increases.

Fig. 6.10 describes the battery power, it can be shown that the battery power is

decreased when the damping constant increases. So the size of the battery system

connected with the VSG is affected by the emulated inertia and damping constants.

Fig. 6.11 and Fig. 6.12 describes how the battery energy storage power changes

with the emulated inertia and damping constants. At small inertial or large damping

constant values, the battery supplies small power values and they increases when the

inertia time constant increases or the damping constant decreases.

Figure 6.8: VSG active power variation at different damping constants

Figure 6.9: Frequency profile at different damping constants
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Figure 6.10: Battery power at different damping constants

Figure 6.11: Battery power variation with respect to the inertia time constant

Figure 6.12: Battery power variation with respect to damping constant
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The next simulation set describes how the VSG responds to the change in the

system frequency. The system frequency decreased at a time equal to 5 sec from 60

Hz to 59.6 Hz due to an external event elsewhere in the microgrid as shown in Fig.

6.13. The system is simulated at different inertia time constants, while the damping

constant is fixed to a constant value (Kd=0.2). The VSG supplies active power in

response to the frequency change such that the higher the inertia time constant is,

the more power is supplied by the converter as shown in Fig. 6.14. The output power

reaches a higher steady state output power due to the droop effect of the virtual

emulated governor.

Figure 6.13: VSG frequency change in response to a microgrid frequency change

The previous simulation case is repeated at different damping constants; however,

the inertia time constant is fixed to a constant value (Ta=6). Fig. 6.15 describes the

frequency drops from 60 Hz to 59.6 Hz and Fig. 6.16 describes the converter output

power. It can be seen that increasing the damping constant reduces the maximum

amplitude of the output power oscillations and helps the system to reach a steady

state sooner.

The change in the steady state output power in Fig. 6.14 and Fig. 6.16 is due to

the frequency droop gain effect in the governor model. To describe only the effect of
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Figure 6.14: Output power in response to a microgrid frequency change

Figure 6.15: VSG frequency change in response to a microgrid frequency change

Figure 6.16: Output power in response to a microgrid frequency change
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the inertia time constant on the system performance at this case study, the frequency

droop constant is set to equal to zero and the test is repeated. Fig. 6.17 describes

the output power profile at different inertia time constants. It can be seen that the

high inertia system can supply more power when the system frequency changes and

thus needs a battery and associated converters with higher power ratings.

Figure 6.17: Output power in response to a microgrid frequency change

The simulation case is repeated at different damping constant, Fig. 6.18 describes

the output power profile when the grid frequency changes from 60 Hz to 59.6 Hz at

a time equal to 5 sec. It is shown that increasing the damping constant reduces the

converter output power and the system can reach its steady state sooner.

6.6 Conclusion

The stability of the system is impacted by the total system inertia which is affected by

the number of conventional synchronous generators and renewable energy resources

connected to the grid. The concept of VSG as a technique to control the power

converter to mimic the inertial features of SG was described in this chapter. The

implementation of VSG in the chapter is based on the swing equation to generate

the reference control signals to the converter’s inner control loops. Also, the model
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Figure 6.18: Output power in response to a microgrid frequency change

for VSG was described in a synchronously rotating reference frame. The whole sys-

tem including the PV array, ESS, and power converters is implemented using an

electromagnetic transients program.

From the simulation results, it can be concluded that the power converter com-

bined with ESS can emulate the inertial features of SG. Moreover, the parameters of

VSG can be changed to mimic the inertial features of many synchronous generators.

Furthermore, the ESS depends on the emulated inertia and damping constants, such

that when the inertia constant increases or the damping constant decreases, the ESS

power capability has to be increased, and vice versa. Moreover, when the inertia and

damping constants increase, the frequency oscillation is reduced which helps to sta-

bilize the system against different disturbances. Finally, the power converter based

on VSG techniques helps to increase the dependency on RERs and spread them in

the power grids.
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Chapter 7: Virtual Synchronous Generator Controller

Based SMES-Battery Energy storage System

This chapter consists of material from a paper that is accepted for the Grid of the

Future Symposium / CIGRE to be held on November 7 through November 10, 2022

in Chicago, IL USA.

7.1 Introduction

The desire to reduce the carbon footprint caused by fossil-fuelled power plants has

increased the adoption of renewable energy resources and distributed generating units

in particular photovoltaic plants in the power system network. Furthermore, the

topology and architecture of the power system have changed from a system with

large conventional, centralized, and dispatchable power generators to one with non-

conventional distributed generating resources.

The power output from these RERs and DGUs depends on uncontrolled environ-

mental factors. Their power output fluctuates according to the availability of the

resources which are intermittent and uncontrollable, and sometimes they may fail to

meet the load demand. So the reliability of generating resources to supply the avail-

able loads continuously is reduced. Also, increasing their penetration in the power

system may cause stability problems. Such issues have become major hurdles to the

widespread of RERs in power systems especially small systems such as microgrids.

The most common problem is the reduction of the intrinsic kinetic energy (rotor

inertia) and damping property that results from the mechanical friction and elec-

trical losses in stator, field, and damper windings of the conventional synchronous

generators. Hence, there is a reduction in the total system inertia. RERs such as

wind power plants have a low inertia and PV systems don’t have any rotating ki-

netic energy. This system inertia reduction makes the system vulnerable to stability
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problems. The system may lose synchronism in case of disturbances such as a sudden

change in loads or power generations or fault occurrences [238].

One of the proposed solutions to solve these problems is integrating energy storage

systems with RERs. ESSs can store the energy at off-peak periods and supply the

required load at peak periods, so they achieve the power balance between the sup-

ply and demand. Furthermore, they can be included in a system for emulating the

conventional synchronous generator to compensate for the lack of rotating inertia to

address the transient changes. This methodology is known as a virtual synchronous

generator [235, 239]. These ESSs help to provide virtual inertia to improve the sys-

tem stability against different disturbances. Furthermore, the continuous research

and developments in ESSs technologies improved the cost effectiveness of ESSs as vi-

able solutions for power system applications. The authors of [240, 241] described how

they can be used for power balancing, smoothing power flow, fluctuation suppression,

black start, and voltage and frequency control.

One of the popular types of ESSs is the battery energy storage system. Battery

systems have been used for a long time in power system applications. They are used

in storage energy applications. Batteries have many advantages such as high energy

density, high efficiency, long life, and low self-discharge. Then, BESSs can be used in

power system applications such as power quality enhancement, energy management,

and smoothing the long-term power fluctuations in microgrids. The authors of [23]

described the usage of batteries in power system applications in detail.

On the contrary, batteries have some disadvantages that make them unable to

achieve all the system requirements. Due to the chemical kinetic involvement, batter-

ies have a low response time, a limited voltage and current rating, and so low power

capacity. Hence, BESSs can’t respond rapidly to the different transients in power

systems. Furthermore, they have a poor life cycle, so the number of lifetime charging

and discharging cycles is limited. Moreover, the deep frequent charging and discharg-
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ing processes shorten the battery lifetime, since the heat produced from the chemical

reaction in these operations reduces their lifetime. Also, some environmental hazards

may be caused by batteries during their charge and discharge processes and disposal

of their hazard materials.

To address the limitations of the batteries and improve the operational perfor-

mance of the power system, a hybrid energy storage system is proposed. The authors

of [24, 242] described the different types of ESSs, their contributions to HESS, and

their effect on improving power system operation. HESS can be implemented to pro-

vide high energy and power capabilities and rapid response time. Hence, they can

address the different transient disturbances, smooth the power flow, and improve the

system’s stability and operation. Then, the HESS reduces battery cycling and the

stresses due to large charging and discharging currents at different transient periods.

So the battery lifetime is being improved.

There are various types of ESSs that can be integrated with the batteries to form

HESS. The most common energy storage types are pumped storage hydroelectric

systems, flywheels, supercapacitors, and superconducting magnetic energy storage

(SMES). The authors of [242] summarized these ESSs and their usage in microgrids

in detail.

In [243, 244], the authors recommend using the supercapacitors in conjunction

with the batteries as a HESS because of their advantages. Supercapacitors have a

high-power density, long lifetime, fewer energy losses, high-speed responding time,

and high efficiency. On the contrary, supercapacitors have many disadvantages. A

supercapacitor is a series of multiple capacitor cells with a voltage range limited to

2.5 - 3 Volt. This series connection is inevitable to obtain the required voltage, but

it reduces the total capacitance. Moreover, a protection circuit should be integrated

with the system to protect the cells from overvoltage and non-uniform cell problems.

Furthermore, step-up and step-down converters are required to match supercapacitor
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voltage with the power system voltage. The converters should have a complicated

design since the terminal voltage changes with the stored energy variations which

change with the charging and discharging processes. On the other hand, the SMES

can overcome the supercapacitors’ drawbacks and support the power system opera-

tion. Moreover, it has the same supercapacitors’ advantages such as the high-power

density capabilities, long lifetime, fewer energy losses, high-speed responding time,

and high efficiency. So it can address the short-term transient power [26]. Then, in

this chapter, SMES will be used in conjunction with the battery system to form a

HESS for improving the operation of the system.

In this chapter, the importance of the SMES system and its advantages are de-

scribed. In addition, modeling and control of the dc-dc SMES converter are presented.

Moreover, the simulation of the proposed control methodologies is carried out using

an electromagnetic transients simulation program.

The rest of this chapter is arranged as follows. Section 7.2 describes the system

layout. In Sections 7.3 and 7.4, the energy storage systems and the converter con-

trollers are described. Hereafter, a comparison between different ESSs is described in

Section 7.5. Simulation of the proposed system is introduced in Section 7.6. Verifi-

cation of the proposed model by a comparison between VSG and conventional SG is

described in Section 7.8. Finally, in Section 7.9, some relevant conclusions are drawn.

7.2 System layout

The proposed system layout is shown in Fig. 7.1. In this system, a VSG-based

controller is exploited to control the PV system which is connected with a HESS.

The main source of electrical energy in this system is the PV array. It generates

electrical power at a low voltage and is stepped up using a dc-dc boost converter to

match the dc-link voltage. Furthermore, it maximizes the energy extracted from the
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PV array by using a maximum power point tracking scheme. A detailed description

of the PV array and its boost converted are described in [205, 245, 246].

Figure 7.1: General layout of the proposed system with a HESS

The dc-ac converter and the HESS are controlled to emulate the conventional syn-

chronous generator inertial features. The operation of the converter depends on the

dc-link configuration where the power fluctuation due to the different disturbances is

compensated from the dc-link and then from the storage systems. HESS is composed

of SMES and battery, and they are connected to a common dc-link.

DC-AC converter delivers power from the dc-link to the grid which is simulated by

a voltage source. The model and the control system of the converter are implemented

in dq reference frame. It is described in detail in [228, 247].

7.3 Energy Storage Systems

The energy storage systems consists of a SMES and a Battery system. The SMES

responds to high rate of change of power fluctuations and short-time disturbances,

it can support the system with high current and high power in a short time. It

interacts with the variations of the dc-link voltage magnitude. In case of disturbance

that causes the system output power to exceed the PV generated power, the dc-
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link voltage decreases, and the SMES discharges to keep the dc-link voltage constant.

Contrarily, if the disturbance causes the dc-link voltage to increase, the SMES charges

to return the dc-link voltage back to the nominal range values.

On the other hand, the battery addresses the low-frequency fluctuation. If the

generated power doesn’t match the demand power, the battery compensates for the

difference to stabilize the system. The battery can handle cases that require high

energy capacities. Hence, the HESS can support the system at different disturbances,

improve the system’s stability and operation, and provide both high power and energy

capabilities.

7.3.1 Battery energy Storage System

Batteries are widely exploited in power system applications because of their ability

to supply high energy. Moreover, they are the most cost-effective energy storage sys-

tem. The battery system consists of several parallel and series combinations of battery

modules to produce the desired electrical requirements. It is considered the low-cost

storage option in power system applications. The development and research in bat-

tery technology led to the advent of batteries that have better features, performance

characteristics, and cost.

Controlling the state of charge (SoC) within certain limits is important to increase

the battery lifetime. Battery SoC increases with charging and decreases with the

discharging process as per energy conservation law. The controller limits the SoC to

be within 20-90 %. Battery SoC can be determined as [248]:

SoC = SOCo +
1

Q

∫ T

0

i(t)dt (7.1)

where SOCo is the starting state of charge value, Q is the battery’s capacity (Ah) and

i is the battery current (A) that is charging or discharging the battery for a time (T).
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Since the battery has a high energy density, it handles the low power fluctuations,

charges, and discharge slowly, and lasts a long time to respond to the system. Then,

it meets the steady demand of the system which increases the battery lifetime.

The battery system and its converters are described in Section 3.4, and 4.1.2, and

the SMES system will be described in the next subsection.

7.3.2 SMES System and Controller

Superconductivity was discovered in 1911, but the research and development of its

application in power systems started in the 1970s. SMES stores the electric energy

in a magnetic field generated by the current flowing through superconducting wires

configured in coils. SMES has many advantages that make it viable in power system

applications. It has a high power density, low-self discharge rate, large number of

charge and discharge cycles, high efficiency, and ease of controllability. Moreover, it

can handle a high peak current and power, so it is a viable solution to handle the

short-term power oscillations and improve power system operations. SMES system

can be used for controlling both the active and reactive power and so the voltage

and the frequency of the system. Fig. 7.2 shows the schematic diagram of the SMES

system. It consists of three main parts; superconducting coil, cryostat refrigeration

system, and power conditioning unit (PCU). The superconducting coil is made of

superconducting material which may be a low-temperature superconducting material

(LTS) that works at ∼ 5 k or high-temperature superconducting material (HTS) that

works at ∼ 70 k. The coil is immersed in a dewar consisting of a vacuum vessel and

liquid vessel with a coolant liquid such as Helium or Nitrogen to maintain the coil

temperature below the superconducting critical temperature.

The cryostat or refrigeration system reduces the temperature of the coil to keep it

in its superconducting state during SMES operations. The power conditioning unit
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addresses power transfer between the coil and the power system. The VSC-based

SMES system is used in this work. It consists of a dc-dc chopper and dc-ac converter.

It controls the dc-link voltage by controlling the power transfer between the coil and

the dc-link. Fig. 7.3 shows the dc-dc chopper that connects the SMES coil to the

dc-link. The energy stored in the SMES coil and the available power are proportional

to the current flowing it and can be expressed as:

Estored =
1

2
LI2coil (7.2)

PSMES =
dE

dt
= Vdc Icoil (7.3)

where L is the coil inductance, Icoil is the SMES coil current, and Vdc is the dc-link

voltage.

Figure 7.2: Schematic diagram of a SMES system

The power flow is controlled to keep the dc-link voltage magnitude within the

normal operating range. In the charging process, both the switches S1 and S2 are

turned on, and the coil current increases. On the contrary, when both switches are

turned off, the SMES turns to the discharge state, and it delivers the power to the dc-

link. When switch S1 is turned off and the switch S2 is turned on, the SMES coil is no
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Figure 7.3: DC-DC chopper of the SMES coil

longer charged nor discharged, and this is the standby mode. The dc-chopper circuit

allows the SMES coil to control the dc-link voltage variation within milliseconds

such that it may change from charge to discharge states at this time. This high-

speed response allows the SMES system to provide a spinning reserve to enhance the

system’s operation and stability. Although the SMES system is a competitive ESS in

power system application to improve stability, it has some disadvantages such as high

cost and coil sensitivity to temperature variations. However the SMES system has a

high cost today, the continuous research and developments in the SMES systems is

projected to finally drive its cost down.

7.4 DC-AC Converter Controller

The dc-ac converter emulates the SG features, damping and inertia constants. The

control structure consists of two main outer and inner loops. The outer loops are

representing the inertia emulation and ac terminal voltage magnitude control. VI

emulation produces the virtual rotor angular position of the VSG. Furthermore, the
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voltage controller produces the VSG voltage signals and this will be applied to the

inner loops. From the reference voltage signals, the controller calculates and produces

the reference currents to the inner control loops. The dc-ac is described in detail in

Section 6.3.

7.5 Comparison between Different ESSs

The energy and power required to emulate the VSG can be provided from different

ESSs. They have different applications, energy density, power density, cost and life-

time [249, 250]. Table 7.1 describes the different characteristics for some of the most

ESSs in power industry. It is shown that li-ion battery has the highest energy density

and the lowest capital cost per unit energy. On the other hand, it has the highest

cost per unit power, and its power density is lower than SMES and supercapacitor.

Table 7.1: Comparison between different energy storage systems [249, 250]

Characteristics of ESS SMES Li-ion Lead-acid Supercapacitor
Energy density (Wh/Kg) 1-10 70 - 200 30 - 50 0.5 - 5
Power density (W/Kg) 500-2000 150-500 75-300 1000-10000
Capital cost($/kWh) 1000-10000 600-2500 200-400 500-15000
Capital cost($/kW) 200-500 1200-4000 300-600 100-400
Life (cycles) 100000+ 1000-10000 500-1000 -
Discharge time m sec - hrs mins-hrs secs-hrs m sec-60 min

Also, it can be shown that the SMES has a low energy density and its cost per unit

energy is still high; however, it has a high power density. One of the main advantages

of the SMES system is its rapid charge and discharge rate that makes the SMES the

best ESS to counteract the high rate of change of the generated or load power.

Since the RERs depends on the natural sources such as wind and solar irradiation,

their output changes continuously. So the ESSs connected to these resources have

a high number of charge and discharge cycles that affects their lifetime. Table 7.1

describes that the battery has a limited number of cycles; however, SMES can fit



135

well the applications that have a continuous power oscillations. Moreover, SMES can

charge and discharge so fast that makes it competitive over a long time with respect

to other energy storage system such as batteries.

One of the important features on the ESSs is their range of SoC variation. The

SoC of the ESS is fixed at 50 % to let the ESS system operates at both charging and

discharging modes based on the disturbance types. However, the battery SoC is set

to vary between 20 - 90 % to protect the battery from deep discharge or overcharging

in different scenarios.

On the contrary, SoC of the SMES can vary between 0 and 100 % without a

dramatic effect on its lifetime or efficiency. But the lifetime of other ESSs such as

batteries can go down due to the higher depth of discharge (DOD) as shown in Fig.

7.4 and Fig. 7.5.

SMES system can be charged and discharged fast with a high different rates.

However, forcing current int other ESSs such as the batteries during the charging

and discharging processes cause serious capacity loss and internal resistance growth

as described in Fig. 7.6 and Fig. 7.7. On the contrary, the SMES system can’t be

diminished due to due to the charging or discharging processes; however, the current

has to be controlled to avoid over current or over heating.

The cost of the SMES still challenging; however, the research in the high-temperature

superconducting material reduces the cost of the SMES down. Moreover, the cost

of SMES may be a comparable for the battery system in some applications. Since

the lifetime of the battery system may be affected dramatically by the DOD and the

number of charge and discharge cycles, the SMES can has a long lifetime that may be

equivalent to tens of battery systems for the same operating scenarios. For example,

if 1 kW, 1 kWh ESS need to be designed, and from Table 7.1 the average cost of

the SMES is considered to be 350 $/kW and 5500 $/kWh. The average cost of li-ion

battery is 2600 $/kW and 1550 $/kWh and the cost of lead-acid battery is 450 $/kW
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Figure 7.4: Cycle life versus DOD curve for a lead-acid battery[251]

Figure 7.5: Cycle life versus DOD curve for a li-ion battery [252]
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Figure 7.6: Battery capacity versus number of cycles for lead-acid battery [253]

Figure 7.7: Battery capacity versus number of cycles under different rates for Li-ion
battery [251]
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and 300 $/kWh. So 1 kW, 1 kWh SMES system is:

Total cost = 350 ∗ P + 5500 ∗ E = 350 ∗ 1 + 5500 ∗ 1 = $ 5850 (7.4)

The cost of the li-ion battery system is:

Total cost = 2600 ∗ P + 1550 ∗ E = 2600 ∗ 1 + 1550 ∗ 1 = $ 4150 (7.5)

The cost of the lead-acid battery system is:

Total cost = 450 ∗ P + 300 ∗ E = 450 ∗ 1 + 300 ∗ 1 = $ 750 (7.6)

From this simple example, it can be seen that the SMES can be more effective

than 2 sets of li-ion batteries. Moreover, its cost may equivalent to 7 sets of lead-

acid batteries. However, if the battery operates for the same operating conditions

including rapid charge and discharge and deep DOD like SMES, the SMES would be

more effective and cheaper than the batteries , since it can be equivalent to tens of

the batteries from the lifetime point of view.

7.6 Simulation Results

To verify the proposed control structure, the system that is shown in Fig. 7.1 is

implemented and modeled in an electromagnetic transients program. The simulation

is carried out at different scenarios for different conditions to clarify the operation

of the HESS controller and how the converter emulates the SG inertial features.

Moreover, it describes how the inertia and damping constants affect the operation

of the system and the rating of both the converter and the HESS power and energy.

The first scenario describes the VSG operation at grid frequency change and how

it emulates the inertial features of the SG when the grid frequency changes. The
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simulation is done at different values of damping and inertia time constants. Fig.

7.8 describes the drop in frequency from 60 Hz to 59.4 Hz, due to an event on the

external microgrid, at different damping constants while the inertia time constant is

kept at a constant value (Ta=5).

The converter output power changes in response to the grid frequency change as

shown in Fig. 7.9. The power profile depends on the damping constant value, such

that when the damping constant increases the output power has less magnitude and

oscillations and reaches its steady state sooner. The power and the energy generated

in response to the frequency change are supplied from the SMES system. The SMES

is charged at 2.35 MJ at the start of the simulation. As shown in Fig. 7.10 and Fig.

7.11, when the damping constant increases, the peak power and energy required from

the SMES system is decreased. Moreover, the SMES can supply 0.5 pu in a very

short time; less than 0.2 sec which is faster than the battery response and protect the

battery from this high discharge or charge rate.

Figure 7.8: Response to a microgrid frequency drop at different damping constants

It is shown that the damping constant affects the design and rating of both the

converter and the SMES system. Fig. 7.12 describes the change in the maximum

converter output power values with respect to the damping constant and how the
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Figure 7.9: Converter output power at different damping constants in response to a
microgrid frequency drop

Figure 7.10: SMES instantaneous power in response to a microgrid frequency drop
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Figure 7.11: SMES energy at different damping constant in response to a microgrid
frequency drop

converter power is affected by the damping constant. It can be seen that the converter

power is reduced when the damping constant increases. Fig. 7.13 and Fig. 7.14

describe the supplied SMES power and energy with respect to the damping constant,

and how the size of the SMES system is reduced with increasing the damping constant.

Then the SMES energy and power design and rating should be based on the emulated

damping constants. The simulation results show that when the damping constant

increases, the maximum converter output power decreases, and hence, the power

required from the HESS decreases.

The previous simulation case is repeated at different inertia time constants, while

the damping constant is fixed (Kd=0.16). This case describes how the inertia time

constant change affects the converter output power and the SMES system perfor-

mances. Fig 7.15 describes the converter output power. It is seen that when the

inertia time constant increases, the converter supplies more instantaneous power.

This power is supplied by the SMES system. Fig. 7.16 and Fig. 7.17 describe the

SMES power and energy that are required to emulate the inertia time constants for

the given values. It can be shown that by increasing the inertia time constant, the

SMES power and energy increase.
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Figure 7.12: Maximum converter output power versus damping constant in response
to a microgrid frequency drop

Figure 7.13: SMES maximum power versus damping constant in response to a mi-
crogrid frequency drop
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Figure 7.14: SMES energy versus damping constant in response to a microgrid fre-
quency drop

Figure 7.15: Converter output power at different inertia constants in response to a
microgrid frequency drop
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Figure 7.16: SMES power at different inertia constants in response to a microgrid
frequency drop

Figure 7.17: SMES energy at different inertia constants in response to a microgrid
frequency drop
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To easily describe the effect of the inertia time constant on the converter power

rating, the maximum converter output power values at each inertia time constant are

traced with respect to the inertia time constants in Fig. 7.18. It is seen that the

converter power increases when the inertia time constant increases. Moreover, the

maximum SMES power and the supplied energy are sown in Fig. 7.19 and Fig. 7.20.

It is shown that the SMES needs to supply more power and energy when the inertia

time constant increases.

Figure 7.18: Maximum output power versus inertia constants in response to a micro-
grid frequency drop

The next set of simulations describes the VSG operation when the reference power

is changed. The reference power increased from 0.4 pu to 0.7 pu, and the system is

simulated at different damping and inertia time constants. This change may be

activated by the local controller or from a hierarchical control system in response to

a load or generating power change.

Fig. 7.21 describes the change in the reference power at different damping con-

stants, while the inertia time constant is kept constant (Ta=6). It is shown that

the converter output power follows the reference values; however, the response de-

pends on the damping constant. When the damping constant increases, the converter

maximum output power decreases and it reaches the steady state sooner. The PV
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Figure 7.19: SMES maximum power versus inertia constants in response to a micro-
grid frequency drop

Figure 7.20: SMES energy versus inertia constants in response to a microgrid fre-
quency drop
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array generates 0.4 pu, and the converter output power increased from 0.4 pu to 0.7

pu. The difference is compensated by the HESS. The SMES has a fast response and

handles the transient power oscillation. The SMES compensates for the oscillation

of the converter output power due to its fast response. Then, it helps to reduce the

stress on the battery and extends to increase its lifetime. The battery supplies the

steady state power (0.3 pu). Fig. 7.22 describes the SMES supplied power and it

shows that the SMES power increased when the damping constant decreased and it

takes more time to reach its steady-state value. Fig. 7.23 describes how the virtual

mechanical frequency changes. It is shown that when the damping constant increases,

the frequency has a higher frequency nadir and the system is more stable against the

system disturbance. Fig. 7.24 describes the battery discharge to compensate the

steady state difference between the PV and load power, it supplies 0.3 pu.

Figure 7.21: Converter power at different damping constants in response to step power
setpoint increase

This test is repeated, the reference input power to the converter is increased at dif-

ferent inertia time constants, while the damping constant is kept constant (Kd=0.16).

The converter output power profile is shown in Fig. 7.25, it is shown that the con-

verter output power follows the reference power with a profile depending on the inertia

time constant. At a smaller inertia time constant, the VSG supplies less power, and
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Figure 7.22: SMES power at different damping constant in response to step power
setpoint increase

Figure 7.23: Frequency change at different damping constants in response to step
power setpoint increase
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Figure 7.24: Battery power profile

it has a larger number of oscillations until it reaches its steady-state value.

The PV array generates 0.4 pu and the difference between the PV array power

and the converter output power is compensated by the ESS. The SMES supplies the

transient power and the battery supplies the steady state power. The SMES power

is shown in Fig. 7.26. It is shown that at a smaller inertia time constant the SMES

needs to supply less power. Then the rating power of the converter and the SMES

system should be based on the emulated inertia time constants. Increasing the inertia

helps the system to be more stable at different disturbances. As shown in Fig. 7.27,

when the inertia time constant increases, the frequency has a smaller rate of change

of the frequency (RoCoF) and a larger value of frequency nadir. Fig. 7.28 describes

the battery discharge power, it supplies 0.3 pu.

To show the effect of both the inertia and damping constants on the system

performance and the SMES power and energy rating, the system is simulated at

different values of inertia and damping constants. Fig. 7.29 describes the converter

maximum output power oscillation with respect to inertia time constant at different

damping constants when the frequency change from 60 Hz to 59.5 Hz. It can be

shown that the maximum value increases with increasing the inertia time constant
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Figure 7.25: Converter power at different inertia constants in response to step power
setpoint increase

Figure 7.26: SMES power at different inertia constants in response to step power
setpoint increase
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Figure 7.27: Frequency change at different inertia constants in response to step power
setpoint increase

Figure 7.28: Battery power profile
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and reduction in the damping constant.

Fig. 7.30 and Fig. 7.31 describe the SMES power and energy at different values

of both inertia and damping constants. The SMES power and energy decrease with

damping constant increase. Also, SMES power and energy are increased when the

emulated inertia time constant increases. It can be shown from the simulation results

that the inertia time constant and the damping constant affects the system perfor-

mance and sizing of both the converter and the SMES power and energy. Moreover,

using the SMES, the converter can emulate the inertial feature of a proposed SG by

adjusting the inertia and damping constants.

Figure 7.29: Converter output power at different inertia and damping constants
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Figure 7.30: SMES maximum power at different inertia and damping constants

Figure 7.31: SMES energy at different inertia and damping constants
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As shown in Fig. 7.9 and Fig. 7.21, increasing the damping constant stabilizes

the VSG against frequency oscillations. On the other hand, increasing the damping

constant reduces the required converter output power. In some cases, the power

required increases with the damping constant increase. One of the methods available

to do this is to set the damping constant to act as a frequency droop constant. In

that case, the frequency, ωg, in (6.8) is set a constant value (ωref ). In this case, the

phase locked loop (PLL) is not required to track the grid frequency which simplifies

the controller design.

In this case the damping constant works as a frequency droop gain in the frequency

droop control loop as described in [254]. However, increasing the damping constant

reduces frequency oscillation in the VSG response but increases the required converter

output power, and the steady state active power deviates from its reference value when

the system is subject to a frequency drop contingency.

Fig. 7.32 shows the results when the frequency in the microgrid drops from 60 Hz

to 59.7 Hz at t=5 sec at different damping constants, while the inertia time constant

is fixed at constant value (Ta=6).

Fig. 7.33 shows the converter output power variation in response to the frequency

drop and how the damping constant affects the output power profile. The plot shows

that the system can works stably without a PLL. Also, the transient active output

power increases when the damping constant increases. Furthermore, the steady state

active power value deviated from its reference value due to the droop term. This

deviation depends on the frequency variation and the damping constant value [254].

Fig. 7.34 shows the ESS power in response to the same case. It is shown that

increasing the damping constant increases the ESS power output, unlike performance

described earlier in Fig. 7.10, so the design of the ESS is dependant on how the

emulated damping constant values are applied in the control strategy.

In this scheme, the frequency drop value also affects the total steady state con-
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Figure 7.32: VSG frequency response to a microgrid frequency drop with different
damping constants applied in the frequency droop function

Figure 7.33: Converter output power at different damping constants in the frequency
droop function in response to microgrid frequency drop
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Figure 7.34: ESS power output at different damping constants in the frequency droop
control in response to microgrid frequency drop

verter output power. Fig. 7.35 shows the converter output power when the microgrid

frequency drops by different amounts for constant damping and inertia time constants

in the frequency droop function (Kd=0.2 and Ta=6). The results show that the con-

verter output power increases when the frequency drop value increases as expected

for a frequency droop scheme. Also, this power is supplied from the ESS since the

RER can’t do that, and the ESS power demand increases when the frequency drop

value increases as shown in Fig. 7.36.

Figure 7.35: Converter output power in response to microgrid different frequency
drop values with Ta=6 and Kd=0.2
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Figure 7.36: ESS power supplied in response to a microgrid different frequency drop
with Ta=6 and Kd=0.2

Although increasing the transient output power is sometimes required with in-

creasing damping constant. Supplying steady state power and dispatchable genera-

tion or load decrease is needed for long term response.

To eliminate the steady state deviation, the grid frequency is measure using PLL.

However the PLL design may affect the system performance and operation. The

design of the PLL may be used to control the converter output power at both the

transient and steady state periods. In this work the direct measured frequency is

used in the controller to avoid having the response of PLL affected the performance

of the system. To control the converter active power to follow a reference in steady

state and responds to transient disturbances a phase compensation method is used.

The phase compensation method is described in the next subsection.

7.7 Phase Compensation Method

The phase compensation method adds a lead-lag compensator, H(S), that is cascaded

with the measured microgrid frequency to reshape the frequency characteristics as

shown in Fig. 7.37.
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Figure 7.37: Lead-lag compensator cascaded with the measured microgrid frequency

The lead-lag compensator can be described as:

H(s) =
TLead + 1

TLag + 1
(7.7)

From the equation (7.7), the maximum phase lag can be calculated by:

φLag−max = arctan
TLag − TLead
2
√
TLagTLead

(7.8)

The frequency that can occur at this phase lag can be obtained by:

FLag−max =
ωLag−max

2π
=

1

2π
√
TLagTLead

(7.9)

Using equations (7.7) to (7.9), the design for the compensator can be done.

FLag−max can be chosen approximately equal to the lowest frequency of oscillation

that is expected to occur in the microgrid. The desired phase lag φLag−max is as-

sumed. The value of FLag−max is chosen to be 0.6 Hz and phase lag φLag−max is

chosen to be 20o and 50o in two different cases in this work. Then TLead and TLag can

be calculated by solving (7.8) and (7.9) with the chosen FLag−max and φLag−max.

Fig. 7.38 describes the converter output power for several cases. At this case the

PV generates 0.4 pu, and the converter supplies this power before the disturbance.

The frequency drops from 60 Hz to 59.5 at 5 sec at different cases of compensator

parameter values. Case 1 describes the operation of the system when H(s)=1. At
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case 2, TLead =0.2 sec, TLag =0.4 sec and φLag−max=20o. At case 3, TLead=0.1 sec,

TLag=0.8 sec and φLag−max=50o. The results show that the required converter output

power depends on the parameters of the phase compensator.

The ESS supplies the difference between the PV generated power and the converter

output power as shown in Fig. 7.39.

Figure 7.38: Converter output power at different cases; at case 1 H(s)=1, at case 2
TLead =0.2 sec, TLag =0.4 sec and at case 3, TLead=0.1 sec, TLag=0.8 sec

Figure 7.39: ESS power at different cases; at case 1 H(s)=1, at case 2 TLead =0.2 sec,
TLag =0.4 sec and at case 3, TLead=0.1 sec, TLag=0.8 sec

Case 2 is chosen to study the effect of damping constant on the converter output

power. Fig. 7.40 describes the converter output power at different damping constant
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values when the microgrid frequency drops from 60 Hz to 59.5 Hz. The results show

that increasing the damping constant increases the transient converter output power,

however, unlike the results in Fig. 7.33 the steady state power is not changed.

The difference between the converter output power and the PV generated power

in supplied from the ESS as shown in Fig. 7.41. It can be shown that the rating of the

ESS depends on the emulated damping constants such that, increasing the damping

constant increases the peak ESS power rating in this simulation case.

Figure 7.40: Converter output power at different damping constants for the parame-
ters at case 2, (TLead =0.2 sec, TLag =0.4 sec, and PPV =0.4 pu)

7.8 Verification of Virtual Synchronous Generator Compared

to Conventional Synchronous Generator

7.8.1 Introduction

Since the dependency on VSG-based controllers has been increased, the performance

of VSG with respect to the SG should be compared to check if they have the same

performance at both the steady-state and transient response. In this section, VSG

controller based converter is incorporated into a system consisting of a solar photo-
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Figure 7.41: ESS power at different different damping constants for the parameters
at case 2, (TLead =0.2 sec, TLag =0.4 sec and PPV =0.4 pu)

voltaic and a hybrid energy storage system. The layout of the VSG and SG systems

is shown in Fig. 7.42.

The modeling of the different parts in fig. 7.42 are well-reviewed in [204, 205, 228].

This section is concentrating only on the comparison between the inertial features of

VSG and conventional SG. The aim of this section is to review the fundamental

concepts of both VSG and SG to compare their response in case of changing the

reference set points. The dynamic behavior of SG can be emulated by the VSG

controller by modeling the fundamental swing equation. Moreover, different operating

conditions can be attained by controlling the parameters of the VSG controller, unlike

the SG that has fixed parameters and characteristics.

7.8.2 Conventional Synchronous Generator

The conventional synchronous generator was previously well researched in much lit-

erature. However, the SG and its associated controls will be briefly reviewed in order

to compare its operation with the VSG. Synchronous generators can be considered

as voltage sources forming the grid. They provide regulation for the amplitude and
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Figure 7.42: General layout of VSG and conventional SG systems

frequency of the system voltage. The voltage magnitude is regulated by an auto-

matic voltage regulator (AVR). It stabilizes the terminal voltage of the generator by

adjusting the electromotive force in the machine. The frequency regulation is carried

out by the prime move governor. The governor acts on the fuel rack position of the

prime mover to maintain a constant rotor speed by providing a balance between the

generation and the demand.

Since controlling the system frequency is essential in the power system, the main

purpose of the VSG is to improve the system’s frequency and stability at different

disturbances. So the inertial features of the SG will be mimicked by VSG that can be

described by the swing equation that represents the dynamic power balance between

the electric and mechanical power. The authors of [255, 256] described the model of

SG and its associated controls in detail.
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7.8.3 Simulation Results

The VSG model and its controller are validated by comparison with a SG, and an

electromagnetic transients program is used for this comparison. In this simulation

case, the reference power is changed as shown in Fig. 7.43 and 7.44. This step-change

may be activated by the local controller or from a hierarchical control system due to a

sudden change in the generation or the electric demand. The simulation is carried out

for two different values for inertia time constant (Ta1 =1 and Ta2 = 5). The simulation

results describe that the converter output power tracks its reference values and its

profile depends on the emulated inertia settings. Also, it can be shown that both the

VSG and conventional SG have comparable performance.

Figure 7.43: VSG and SG active power step change at inertia time constant = 1

Since the irradiation level and the PV output power is considered constant at

this simulation, the output converter power has to be compensated from the energy

storage system. Fig. 7.45 shows the power compensated by the ESS. At a higher

inertia time constant, the power supplied from the ESS is larger than its value when
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Figure 7.44: VSG and SG active power step change at inertia time constant = 5

the inertia time constant has a smaller value.

Figure 7.45: ESS power at different inertia time constants

The change in the frequency is described in Fig. 7.46 and Fig. 7.47. It is shown

that the VSG performance closely matches the SG performance. Furthermore, at a

lower inertia time constant value, the frequency variation is more pronounced and



165

has a high rate of change. On the other hand, when inertia time constant increases,

it helps the system to counteract the frequency change.

Figure 7.46: Frequency profile at inertia time constant = 2

Figure 7.47: Frequency profile at inertia time constant = 8
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7.9 Conclusion

The sudden changes in the load and generated power from RERs may cause fluctua-

tions in the system and deteriorate the power quality. To counteract these changes,

ESSs are used to emulate the conventional synchronous generator inertia and damp-

ing constants, hence improving the system stability and operation against different

disturbances. In this chapter, a hybrid energy storage system consists of a SMES

system and a battery system is described. The system is implemented using an elec-

tromagnetic transients program. The system is simulated at different values of inertia

time and damping constants. The impact of different values of constants affect the

ratings of the converter and the SMES was described.

The converter output power and the SMES power and energy increases when

the inertia time constant increases or the damping constant decreases. Also, VSG

converter can emulate many SG inertial features through changing the inertia and

damping constants. Furthermore, VSG can enhance the system stability such as

reducing the RoCoF or increasing the frequency nadir through emulating the SG

inertial features. Supplementing the battery with the SMES reduces the number of

charging and discharging cycles of the battery. Hence, this reduces the stress on the

battery system and increases its lifetime.

However the SMES is more expensive than the battery, it may be more effective

and cheaper in some applications such as in fast charge and discharge, and deep

DOD ones. The SMES lifetime may be equivalent to tens of battery systems. VSG

controllers combined with ESSs play a vital role to stabilize power system specially the

small size systems such as microgrids and reshape the architecture of power networks.

Also, this increases the ability of the system to support increasing penetration of

RERs which helps to optimize using the available energy resources and minimize

conventional fuel consumption and greenhouse gas emissions.
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Chapter 8: Summary, Conclusions and Future Work

8.1 Summary

Increasing installation of inverter based RERs and the desire to improve the resilience

of the power system led researchers to explore microgrid concepts. Microgrids can

potentially enhance the utilization of electric resources and provide reliable, efficient,

and secure operation for the power system. Use of microgrids reduces the dependence

on the transmission system for some classes of loads. This dissertation described the

operation, power management, and some possible control systems for microgrids.

Different control strategies based on hierarchical control levels were reviewed. Such

control systems depend on communication systems for monitoring and control of op-

eration for microgrids. This dissertation described the most discussed communication

media and protocols for use in microgrids.

There are different types of RERs that can be used in microgrids. Wind energy

generation are seeing significant adoption in transmission system and to an external

in microgrids. Modeling for the WECS system was described in this dissertation. The

modeling of the wind turbine, the RSC, the GSC, pitch angle controller, and dc-link

chopper protection circuit were described. Simulation for the system at different wind

speeds was presented to verify the proposed control system operation. Also, a battery

energy storage system was modeled and connected with the WECS to compensate

the difference between the available wind power and the load demand. Furthermore,

the system was used for supporting the terminal voltage through controlling reactive

power.

PV systems have seen a rapid increase in installation since they have many ad-

vantages, especially as costs have gone down. This dissertation describes equivalent

modeling of the whole PV system. The work involved the modeling of the PV array

and dc-ac converter. In addition, a battery energy storage system was added to the
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system. Modeling and controls for the battery system were described. The system

simulation was carried out at different irradiation levels and different load levels to

verify the proposed control systems.

Because of expansion of variable output of RERs and loads in power system,

voltage level in microgrids can experience rapid variation. This voltage variation has

to be mitigated in the modeled microgrid to achieve decent power system performance

and operation. In this dissertation the voltage variation was mitigated by absorbing

or supplying the reactive power using the PV converter. Consequently, the voltage

level was controlled through a volt/var strategy to kep the microgrid within a safe

operating margin. Moreover, the inverter prioritizes the active and reactive power

based on the voltage level and controls both independently.

Large changes in load or in generated power from RERs cause the frequency of

the system to fluctuate. The amplitude, frequency, and damping of this oscillation

fluctuation depend on the rotor inertia and damping coefficient of synchronous ma-

chines connected to the power network. Since RERs such as wind systems have a

reduced inertia and PV systems have no kinetic inertia if controlled in grid following

mode, the system may be vulnerable to stability problem in case of disturbances.

In this dissertation a VSG concept was adopted for controlling the system stability.

An explanation of VSG was presented with the aim of emulating a conventional SG

and enhancing response. Then modeling of VSG control structure in synchronously

rotating dq reference frame was described. The power converter that emulates the

SG is connected to the PV array and a battery system. The battery system was

integrated with the dc bus of the PV system to provide the power needed to enable

the system to emulate a SG response. The simulation cases and scenarios include the

effect of varying the inertia time constants and the damping constants on the system

performance.

Since a battery bank can’t provide all the required response features, a HESS
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consisting of a SMES system and a battery system was used. The system was mod-

eled using an electromagnetic transients program and simulated at different values

of inertia time constants and damping constants. The simulation results show how

these constants affect the power and energy rating for the ESS and the power ratings

of the converter. Moreover, the constants affects the maximum output power of the

combined HESS plus PV system.

The validation of VSG is important to describe the ability of VSG to emulate

the SG features. This comparison was done by comparing the VSG to a SG. The

comparison was made when a step changing is applied at both VSG and SG.

The system was integrated, implemented, and simulated using PSCAD/EMTDC

to show that the VSG can add virtual inertia to increase the effective system inertia.

Moreover, it can emulate many SG features and its parameters can be regulated to

change the dynamic performance of the converter to get better performance.
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8.2 Conclusions

The microgrid concept has power to be a promising methodology for integrating the

distributed renewable resources and sensitive loads for achieving the power system

resilience.

Since the RERs with commonly used control schemes reduce the system inertia,

the VSG methodology is a convenient method for improving system stability and

achieving resilient system operation. The VSG-based controlled inverter combined

with BESS can emulate the behavior of SG to regulate and support the frequency of

the power system following a disturbance and improve system performance. Further-

more, VSG parameters can be set according to the best performance without being

limited by the characteristics of a physical SG, and can be set to change the dynamic

performance of the converter to get better performance. Moreover, these constants

affect the real power of the converter and the ESS peak power and stored energy

ratings. Moreover, a VSG scheme can support the system voltage even in the case of

grid voltage fluctuations.

At a larger inertia time constant, the system experience a larger amplitude power

oscillations, but fewer oscillations, and increased ability to counteract a frequency

change. On the contrary, at a lower inertia time constant value the amplitude of

the power oscillation is reduced, the frequency variation is more pronounced, and the

system reaches steady-state after more oscillations.

The damping constant selection affects the system performance such that at a

larger damping constant, the system has a lower amplitude power oscillations and it

takes smaller time to reach the new steady-state value.

Using a VSG controller can enhance the system stability by reducing the RoCoF

or increasing the frequency nadir. Using a hybrid energy storage system can support

the system at different operating conditions and scenarios. A combined SMES and
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battery system is a promising solution. The SMES can support the rapid and high

rate of change of power fluctuation, on the other hand, the battery can support the

slower and steady state power fluctuation. The HESS reduces the number of fast

charging and discharging cycles of the battery. Hence, this reduces the stress on

the battery system and increases its lifetime. Although the SMES is more expensive

than the battery, it may be more effective and cheaper in some applications resulting

fast charge and discharge, and deep depth of discharge. The SMES lifetime may be

equivalent to that of tens of battery systems.

VSG concepts expand the ability to support RERs in the power system and VSGs

can support system frequency and stability to improve resilience. Furthermore, VSG

controllers combined with ESSs play a vital role to enable the spread microgrid con-

cepts and reshape the architecture of power networks. Supporting increased penetra-

tion of RERs helps to optimize using the available energy resources, and minimize

conventional fuel consumption and greenhouse gas emissions.



172

8.3 Future Work

The following research topics can be studied based on the results in this dissertation.

• The VSG implemented in this dissertation is based on a HESS consisting of

a SMES and battery. Other ESS can be used in conjunction with this HESS

such as mechanical energy storage system (flywheel, pumped hydro-storage,

a compressed air energy storage), chemical energy storage (fuel cell or flow

battery), thermal energy storage or electrical energy storage (supercapacitors).

Future work should study these options. Also, alternative coordination between

different ESSs can be put into consideration based on the different features

for each ESS type. How each ESS type affects the system stability during

different disturbances and contingency scenarios should be studied. Also, the

effect of different disturbances on the VSG system size and operation should be

investigated. An economic analysis should also be performed.

• The model of the different system components may be enhanced by including

more realistic models of weather variation to study the performance of the

system at different changing wind, temperature and irradiation conditions. The

impact of weather conditions on RER output and the ESS behavior on VSG

response should be studied.

• This research implemented a VSG-based solar PV system under constant PV

conditions. Future research may explore the VSG operation when it is working

in conjunction with RERs with fast changing output as well as other sources

such as WECS, biomass generators, or micro-hydropower systems. Moreover, a

comparison between system performance with a large central ESS-based VSG

versus distributed ESSs is a point to study. The coordination between dis-

tributed VSGs needs to be studied. Furthermore, the effect of each configura-
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tion on the system performance versus total cost may be a considerable research

point.

• The configuration implemented in this dissertation has the components of the

HESS connected to the dc-link through separate dc-dc converter. A future study

may compare between this configuration versus having each ESS connected the

ac bus through its own inverter.

• This dissertation implements a single VSG system connected to a stiff power

grid. Future research has to be conducted determining how to manage the op-

eration and coordination of multi-VSGs in a system. Determining the damping

and inertia time constants for each virtual generator to achieve the best system

performance may be a point to be explored in the future. VSGs may be owned

by many entities, but connected to a microgrid or distribution owned by one

organization. Determination of who provides grid services in case of emergency

disturbance events to stabilize the system.

• The work was done in this dissertation doesn’t make cost estimation for the

system. Future work could perform cost analysis for each part of the system.

Moreover, use calculations for the impact of selection damping and inertia time

constants on the cost of the system would be a valuable for industry especially

how this affects the tariff for each unit and setting a rate of return of investment

should be described in future work.

• The switching action of the power electronic switches in VSG converters pro-

duce a high frequency and non-linear harmonics. Research on the impact of

VSG control versus grid following control on harmonic performance should be

explored.

• Future work should be done to study the performance of the VSG controller
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based grid forming converter when islanding from a more realistic power grid.

Also, system performance and frequency profile should be studied when the

energy storage system run out of reserve such that its performance should be

controlled to match the control and protection system requirements.

• The standards and indices related to the overall performance and operation of

the microgrids should be developed. Part of the development should include

VSGs. Moreover, most researchers have evaluated VSG based on a compar-

ison between VSG and SG. An independent evaluation and understanding of

what VSGs can do beyond conventional SGs should be performed, and interface

standards should be developed for integrating VSGs from different vendors with

different controls.
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