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Abstract 

Analyzing morphologic, hydrologic, and biologic conditions that impact aquatic habitat conditions is 

vital for river management. With increasing anthropogenic pressures on natural systems, it has 

become more important to quantify the impacts of alterations to topography, water supply and 

biological characteristics such as temperature on riverine ecosystems. While most studies focus on 

reach-scale analyses of morphologic and habitat conditions, in this work we leverage high-resolution 

topobathymetric data to perform analyses along the entire length of rivers. This dissertation focuses 

on large-scale analysis of the morphology and aquatic habitat available in rivers with varying levels 

of human alterations. In the first research chapter, we used continuous wavelet analysis to identify 

scales of topographic variability present along three rivers. We found three wavelet scales of 

topographic variability: a small scale, representing the pools and riffles along the rivers; a mid-

wavelet scale, detecting larger pools/bars and compound pools; and a large wavelet scale, linked to 

changes in reach morphology from valley-scale controls. Using the small wavelet scale, we developed 

a novel methodology to identify pools and riffles along entire lengths of rivers. We also found that 

redds (salmon nests) were not randomly located, but rather placed in areas of higher, small-scale, 

wavelet power showing the importance of well-developed pool-riffle morphology for spawning 

habitat selection. The second research chapter focuses on the effects of flow regulation on topography 

and physical habitat in two morphologically distinct reaches. We developed reach-scale 

morphodynamic models to address the impacts of regulated and unregulated flows on the morphology 

and resulting rearing and spawning habitat for salmonids. Our findings show that years of regulated 

flows have created subdued topography in the river, while unregulated flows can increase the 

frequency, area, depth, and volume of pools and bars in the meandering reaches of the river, but not 

in the highly-altered straightened reaches. Although changes to the topography between regulated and 

unregulated flows did not greatly affect the modeled habitat suitability for salmonids, the increase in 

pool characteristics greatly increased overwintering habitat for juvenile salmonids. In the final 

chapter, we use a bioenergetics model to quantify the juvenile salmonid carrying capacity along the 

entire length of a river. By varying the inputs of food availability, stream temperature, and juvenile 

fish size, we can address how juvenile carrying capacity varies throughout the river and the potential 

to increase or reduce carrying capacity. We found that increasing food and decreasing stream 

temperature generally increased the juvenile carrying capacity of the river, but the territorial nature of 

juvenile salmonids and the local hydraulics modulated how temperature, food and fish size affected 

carrying capacity. We also found that redd site selection was dependent, not only on spawning habitat 
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quality, but also on the presence of good juvenile habitat. These analyses efficiently provide 

information on existing morphology in rivers and potential changes to the morphology and aquatic 

habitat through hydrologic, topographic, and biological alterations. The analyses are completed using 

high-resolution topographic data and modeling, providing information at a scale relevant to a fish, but 

are completed, or can be extrapolated, to entire lengths of rivers, which provides an important 

riverscape view for managers.  
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Chapter 1: Detecting multi-scale riverine topographic variability and its 

influence on Chinook salmon habitat selection 

Authors: Jenna Duffin, Richard A. Carmichael, Elowyn M. Yager, Rohan Benjankar, Daniele Tonina 

Duffin, J., Carmichael, R. A., Yager, E. M., Benjankar, R., & Tonina, D. (2021). Detecting multi‐

scale riverine topographic variability and its influence on Chinook salmon habitat selection. Earth 

Surface Processes and Landforms, 46(5), 1026-1040. https://doi.org/10.1002/esp.5077 

Abstract 

Quantifying geomorphic conditions that impact riverine ecosystems is critical in river management 

because of degraded riverine habitat, changing flow and thermal conditions, and increasing 

anthropogenic pressure. Geomorphic complexity at different scales directly impacts habitat 

heterogeneity and affects aquatic biodiversity resilience. Here we showed that the combination of 

continuous spatial survey at high resolution, topobathymetric LiDAR, and continuous wavelet 

analysis, can help identify and characterize that complexity. We used a continuous wavelet analysis 

on 1-m resolution topobathymetry in three rivers in the Salmon River Basin, Idaho (USA), to identify 

different scales of topographic variability and the potential effects of this variability on salmonid redd 

site selection. On each river, wavelet scales characterized the topographic variability by portraying 

repeating patterns in the longitudinal profile. We found three major representative spatial wavelet 

scales of topographic variability in each river: a small wavelet scale associated with local morphology 

such as pools and riffles, a mid-wavelet scale that identified larger pools/riffles, and a large wavelet 

scale related to valley-scale controls. The small wavelet scale was used to identify pools and riffles 

along the entire length of each river as well as areas with differing riffle-pool development. Areas 

along the rivers with high local topographic variability (high wavelet power) at all wavelet scales 

contained the largest features (i.e., deepest or longest pools) in the systems. By comparing the wavelet 

power for each wavelet scale to Chinook salmon redd locations, we found that higher small-scale 

wavelet power, which is related to pool-riffle topography, is important for redd site selection. The 

continuous wavelet methodology objectively identified scales of topographic variability present in 

these rivers, performed efficient channel-unit identification, and provided geomorphic assessment 

without laborious field surveys. 

Introduction 

Topographic variability, morphologic patterns, and aquatic habitat can be linked to species diversity 

(Jungwirth et al., 1993; Tews et al., 2004) and the spatial distribution of fish abundance (Torgersen et 



2 

 

 

al., 2004, 2006). Many spatial scales of river processes and characteristics influence fish habitat and 

abundance, from broad scale channel morphology, hyporheic flow, and temperature, to local scale 

substrate, depth, and velocities (Cram et al., 2017). The impact of river processes on fish habitat is not 

well understood at all spatial scales, and therefore a continuous view of rivers is needed (Fausch et 

al., 2002). The conceptual framework of nested hierarchical scales suggests that larger-scale 

controlling factors, such as geology, topography, and climate, influence geomorphic processes at 

intermediate scales, which then influence habitat at smaller scales (Frissell et al., 1986). Specifically, 

local habitat (length scale of ~10-1 bankfull channel widths, Wb) is influenced by multiple scales of 

processes including those at the reach-scale (~10s Wb, e.g., aggradation/degradation) and system-scale 

(e.g., topography, land use) (Frissell et al., 1986). The links between processes at different spatial 

scales and their impact on local habitat validate addressing habitat attributes, including topographic 

variability, at multiple scales (Newson & Newson, 2000).  

Traditional methods for fluvial geomorphic analyses often focus either on intensively monitoring 

small discrete reaches or extensively monitoring larger segment or basin-scale areas, which may not 

capture the range and complexity of the geomorphology and physical habitat used by anadromous 

fish because of the lack of either spatial extent or fine resolution (Fonstad & Marcus, 2010). The 

ability to understand how species interact with geomorphology and habitat at multiple spatial scales 

has gained attention because of increased access to spatially-continuous, high-resolution, watershed-

scale (100s km) imagery, elevation models (Marcus & Fonstad, 2008; Woodget et al., 2017), broad-

scale bathymetric data (Dietrich, 2017; Tonina et al., 2019; Woodget et al., 2015), and spatially 

explicit biological data (Benjankar et al., 2016; Hatten et al., 2016). Although green LiDAR and 

drone technologies can collect continuous high resolution topographic and bathymetric data across 

entire river basins (Tamminga et al., 2015; Tonina et al., 2019), effective and efficient ways to utilize 

these data to characterize morphology and aquatic habitat are still in development.  

Using high-resolution continuous bathymetric data, topographic variability can be measured at 

multiple scales in rivers. We define topographic variability as the spatial variation in 1D longitudinal 

bed elevations of a river channel over long stream segments. Topographic variability has been 

measured at the scale of morphologic units (Rayburg & Neave, 2008), sub-reaches (Lane et al., 

2017), and reaches (Bartley & Rutherfurd, 2005; Brooks et al., 2006; Polvi et al., 2014), but few 

studies have measured multiple spatial scales of topographic variability continuously through a river. 

Exceptions include the use of continuous wavelet analysis to quantify variability of in-channel 
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bathymetry (McKean et al., 2008) and planform configuration like meandering (Zolezzi & Güneralp, 

2015) at multiple scales along a river.  

The continuous wavelet methodology analyzes patterns in the frequency domain by comparing a 

waveform to pieces of a signal (Torrence & Compo, 1998). For each location along the data set, the 

technique calculates a wavelet coefficient, the correlation between the measured signal and the 

wavelet, and this is completed for multiple wavelet lengths to assess all scales within the signal. The 

result is a matrix of wavelet coefficients for each combination of scale (frequency of the wavelet) and 

translation (the shift of the wavelet along the signal). This procedure has traditionally been applied to 

time series data to identify patterns in noisy signals, such as identifying the repeated temporal 

fluctuations in the El Niño Southern Oscillation (Torrence & Webster, 1999), but also to a variety of 

ecological topics including forest canopy structure (Bradshaw & Spies, 1992), landscape patterns 

(Csillag & Kabos, 2002), variability of river discharges (Labat, 2008), spatial distributions of 

cutthroat trout (Torgersen et al., 2004), LiDAR processing (Zhou et al., 2013), and only recently on 

stream morphology (Gutierrez et al., 2013; McKean et al., 2008; Zolezzi & Güneralp, 2015).  

In this study, we use wavelet scale to differentiate between different length-scales of topographic 

variability identified by the continuous wavelet methodology; these wavelet scales represent repeating 

topographic patterns present along the length of each river. We will use the spatial variation in 

wavelet coefficients and power (the square of the wavelet coefficients) to quantify the amount of local 

topographic variability present within each of these wavelet length-scales. With large, continuous, 

topographic data sets, the continuous wavelet methodology can measure the patterns of local 

topographic variability (variation in wavelet coefficients or power) at countless wavelet length-scales 

throughout a topographic signal (McKean et al., 2008). McKean et al. (2008) found that a large 

wavelet scale (600 m) identified geomorphic domains (such as plane-bed sections) and was related to 

valley evolution. They also found that two smaller wavelet scales (310 m and 95 m) aligned with 

regularly spaced deep pools and riffle-pool topography, respectively. McKean et al. (2008) showed an 

association between the spatial pattern of wavelet coefficients at each of these wavelet scales and 

spatial patterns of salmon redd locations. Their wavelet analysis was performed on a 10 km long 

reach of Bear Valley Creek, Idaho; however, the method still needs to be tested along the entirety of 

multiple rivers.  

We applied the wavelet analysis to the thalweg of river bathymetries along three rivers in the Salmon 

River watershed, Idaho: the Lemhi River, Upper Salmon River (defined as the Salmon River above 

Redfish Lake Creek), and Bear Valley Creek. The Salmon River basin provides important spawning 
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and rearing habitat, and migration corridors for many economically and culturally important fish 

species listed as threatened or endangered under the U.S. Endangered Species Act (NMFS, 2019). 

The drainage supports populations of Chinook salmon (Oncorhynchus tshawytscha), steelhead trout 

(Oncorhynchus mykiss), sockeye salmon (Oncorhynchus nerka), bull trout (Salvelinus confluentus), 

and coho salmon (Oncorhynchus kisutch); and a viable recreational fishery of cutthroat trout 

(Oncorhynchus clarkii) and resident rainbow trout.  

We assessed the use of wavelets in different river settings, identified spatial scales of topographic 

variability (wavelet scales), and compared how these scales may differ between basins with different 

geomorphic characteristics (channel widths, slopes, channel morphologies) and varying levels of 

human impacts. With this analysis we aimed to address how the continuous wavelet methodology 

provides insight into river morphology in large-scale data sets. Specifically, we identified what each 

present wavelet scale represented in the morphology. We compared wavelet-identified pool-riffle 

features to field-identified channel units to validate a new tool for pool-riffle identification along 

rivers. We assessed whether wavelet power at the channel unit scale related to channel sinuosity, 

because we expected meanders to be associated with larger pools and riffles as they can play an 

important role in meander development (Knighton, 2014; Lofthouse & Robert, 2008; Thompson, 

1986). Additionally, we addressed if wavelet power was related to Chinook salmon spawning site 

selection, an example of the application and utility of this type of analysis. 

Methods 

Topographic data 

Airborne bathymetric LiDAR data were collected from three basins in the Salmon River drainage, 

Idaho, during low flows with high water clarity (Figure 1.1). A 1-meter resolution digital elevation 

model (DEM) for 14 km of Bear Valley Creek was produced with the Experimental Advanced 

Airborne Research LiDAR (EAARL) in October 2007 (McKean et al., 2009). A successor to the 

EARRL, the EAARL-B mapped the entire 106 km length of the Lemhi River in October 2013 from 

which a 1-m resolution DEM was derived (Tonina et al., 2019). An Upper Salmon River DEM was 

produced at 0.91 m (3 ft) resolution for 49 km using the Riegl VQ-880-G in April 2018 (Riegl, 2016). 

All three bathymetric LiDAR surveys had average in-water errors of ~10-15 cm, with larger errors in 

steep areas and deep pools (Tonina et al., 2019). These sites are all gravel-bedded rivers dominated by 

pool-riffle morphologies. Bear Valley Creek has a Wb of ~15 m and bed slopes that range between 

0.002 to 0.006 (measured at 500-m long reaches). The Lemhi River has a Wb of ~15 m and bed slopes 

ranging from 0.001 to 0.01 that generally increase downstream. The first 24 km of the Upper Salmon 
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River study area has a Wb of ~15 m and bed slopes ranging from 0.002 to 0.01, and the last 25 km has 

a Wb of ~25 m with bed slopes ranging from 0.001 to 0.008. 

 

Figure 1.1: Site map showing the three study basins within the Salmon River Basin, Idaho, USA. 

To focus on local variability in the river topography, we detrended each elevation model with 

geographic information systems (GIS) software by subtracting the valley slope surface, which was 

created from elevations along the top of the channel bank, from the bare-earth LiDAR surface. We 

then added 100 m to the detrended surface to create positive elevations, manually digitized river 

thalwegs (at ~5 m resolution) and extracted bathymetric data points along the thalwegs at the 

resolution of each detrended LiDAR surface.  

Wavelet methodology 

We used continuous wavelet analysis on the longitudinal detrended elevation profiles. This method 

analyzed spatial patterns along the thalweg at multiple wavelet length scales by comparing pieces of 

the elevation profile to a reference waveform and calculating a wavelet coefficient that quantified 
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how well the waveform aligned with the local profile. As the wavelet moves through the longitudinal 

profile, it will show high correlation with locations that best match its shape and size. Thus, small 

wavelets detect small concave (e.g., pools) or convex (e.g., riffle) features, whereas large wavelets 

will identify larger features and small undulations will not be detected. The range of wavelet scales 

allow for different-sized feature detection and feature presence or absence at a particular length scale 

and location. Wavelet analysis is analogous to, but more efficient than, a windowed Fourier analysis 

where a window of fixed size moves through the entire signal (Torrence & Compo, 1998).  

For example, at the scale of individual riffles and pools, a negative wavelet coefficient resulted when 

the concavities of the wavelet shape aligned with a pool and the magnitude of the coefficient related 

to how well the wavelet, at a certain scale, lined up with the pool width and depth (Figure 1.2c,e, 

solid lines). As the convexities in the river signal and the wavelet shape aligned, a positive wavelet 

coefficient resulted, and the magnitude of the coefficients were correlated with how well the wavelet 

lined up with the shape of the convexity or riffle (Figure 1.2c,e, dashed lines). With this analysis, we 

assessed the scale (wavelet scale) and spatial distribution (locations of high wavelet power 

magnitudes) of pool-riffle formations and other geomorphic features on a continuous watershed scale. 

We performed this continuous wavelet analysis with the MATLAB Wavelet Analyzer toolbox (Misiti 

et al., 1997) on each thalweg profile for wavelet scales incrementally increasing wavelet length from 

1 m to 500 m. 
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Figure 1.2: (a) Short 0.7 km reach of Bear Valley Creek showing the detrended topography (black line) and the wavelet 

coefficients of the 15 m Mexican hat wavelet (grey line) and the 35 m 8th order Gaussian wavelet (blue line). (b) Shows the 

Mexican hat wavelet form, and (c) shows how the Mexican hat wavelet, not to scale, may align with a pool (shown with 

solid line) or a riffle (shown in dashed line). (d) Shows the 8th order Gaussian wavelet, and (e) shows how the 8th order 

Gaussian wavelet, not to scale, may align with a pool (shown with solid line) or a riffle (shown in dashed line). 

For continuous data sets, like ours, the nonorthogonal wavelets such as the Morlet or those based on a 

derivative of a Gaussian are typically used (Torrence & Compo, 1998).  Although different wavelets 

will qualitatively provide similar results, the selection of the wavelet should be tailored to the signal 

of interest (Lane, 2007; Torrence & Compo, 1998). We selected a 2nd order Gaussian wavelet, known 

as the Mexican hat wavelet (Figure 1.2b), because its nonorthogonal smooth shape mimics natural 

pool-riffle transitions and its simple shape has been shown to perform better than more complex 

wavelets at detecting the locations of variations in signals such as convexities and concavities (Mi et 

al., 2005). We also tested using an 8th order Gaussian wavelet shape (Figure 1.2d), which was used by 

McKean et al. (2008) in a similar study. This wavelet is also smooth but has more positive and 

negative variations within the shape. Both curves produce similar results in coefficients, but at 

different scales, for example Figure 1.2a shows the wavelet coefficients from both the 15 m Mexican 

hat wavelet and the 35 m 8th order Gaussian wavelet and the curves generally follow the same pattern. 

In some areas, the extra variations in the 8th order Gaussian wavelet shape resulted in wavelet 
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coefficients that did not accurately represent the topography because the shape needed to align with 

not just one feature, but with multiple features in the topography (i.e. Figure 1.2a at ~1.575 km the 8th 

order Gaussian coefficient shows a concavity where there is not one in the topography). We therefore 

selected the Mexican hat wavelet shape for the rest of the analysis.  

Using the Mexican hat wavelet, wavelet coefficients were calculated for all wavelet scales at all 

locations along each profile. We produced heat maps that show wavelet power (square of wavelet 

coefficient) along the thalweg profile for each wavelet scale. These maps highlighted how wavelet 

power changed between wavelet scales and along the river. Longitudinal locations with high wavelet 

power in a heat map (Figure 1.3b) show where wavelets had high correlation with the topography and 

at which wavelet scale that correlation ceased. For a given wavelet scale, the bright areas in the heat 

map highlight where the wavelet scale aligned well with the topography. Thus, the dark ridges 

highlight areas in the heat map where there was a shift in the dominant wavelet scales and therefore a 

change in the scale of identified streambed features. We identified the ranges of wavelet scales 

between dark ridges in the wavelet power patterns that were repeated throughout the length of each 

river (i.e., locations of brackets in Figure 1.3f, part III). We then found the wavelet scales within each 

region of possible wavelet scales where the wavelet coefficients visually best aligned with the 

detrended longitudinal profile (i.e., Figure 1.4b).   



9 

 

 

 

Figure 1.3: Wavelet analysis with the Mexican hat wavelet form for 14 km of Bear Valley Creek. (a) Detrended longitudinal 

thalweg profile, (b) heat map of all wavelet power with wavelet scales of interest shown with orange lines. The white areas 

along the figure sides are edge effects from the moving window that increase as the scale of analysis increases. (c) Small-

scale variability (1 channel width, 15 m) wavelet coefficients, (d) mid-scale variability (4 channel widths, 60 m) wavelet 

coefficients, and (e) large-scale variability (10 channel widths, 150 m) wavelet coefficients. In panel (f) parts I, II, IV, and V 

show the topography of the four areas (locations shown on panel (b)) with large wavelet coefficients at all three wavelet 

scales. Panel (f) part III, shows an inset of the heatmap, highlighting the scales of interest identified from the wavelet and 

brackets along the right highlighting the regions of scales present. 

For each river, we identified four longitudinally consistent regions where the dark ridges were present 

at a certain scale throughout the entire longitudinal profile (Figure 1.3f), with the smallest being 

related to the noise in the topographic signal, resulting in three major wavelet scales. The wavelet 

scales within these regions that best aligned with the topography were all consistently related to the 
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width of the channels. Therefore, the three major scales we identified were at one, four and ten 

channel widths (Figure 1.3f, part III). This resulted in analyzing the Upper Salmon River in two 

segments: the first segment with an average Wb of ~15 m, and second segment with average Wb of 

~25 m. In Bear Valley Creek and the Lemhi River the Wb is on average ~15 m for the entire length of 

the study areas.  

 

Figure 1.4: 2 km reach of Bear Valley Creek showing (a) the detrended digital elevation model created from the green 

LiDAR and (b) the detrended thalweg elevations along the same reach, overlaid with the small-scale (1 channel-width) 

wavelet coefficients, mid-scale (4 channel-widths) wavelet coefficients, and large-scale (10 channel-widths) wavelet 

coefficients. The riffles and pools identified using the wavelet method at both the small and mid-scales are shown by 

different colored circles and triangles, respectively. 

New method for channel unit identification 

The small wavelet scale, which we identified as a wavelength of one Wb for each river, was related to 

the bed undulations associated with the pools and riffles in each system, where the troughs and peaks 

in the wavelet coefficients represented pools and riffles, respectively. To differentiate pool-riffle 

features from small fluctuations in the bed or signal noise, we operatively defined a set of limits: 

troughs or peaks in the wavelet coefficients must be a distance of at least one Wb apart (wavelet 

troughs or peaks representing one channel unit may have multiple peaks within it, this avoids 

identifying one trough or peak as multiple units), and the peak or trough wavelet coefficient values 

must be greater than one standard deviation of all of the river’s wavelet coefficients at the wavelet 

scale of interest. Tolerance values based on the standard deviation of bed elevations have been 
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suggested for other thalweg-based methods of channel unit identification (O’Neill & Abrahams, 

1984). Pools identified by our method are limited to features of around at least one channel width in 

length and a residual pool depth, the difference in depth between a pool and downstream riffle crest, 

greater than roughly 40% of the channel’s morphologic bankfull depth, Db. The bankfull depth was 

identified by subtracting the thalweg elevation from the elevation where the channel started to 

overflow its banks in the detrended bathymetry, and we averaged those depths throughout a channel. 

To identify features of a different size, a different wavelet scale could be used.  

Pool spacing, Lp, was quantified as the distance between two adjacent pool-identified wavelet 

coefficient troughs. The residual pool depth, Dp, was estimated by identifying the minimum detrended 

elevation within the wavelet trough for each pool and subtracting that elevation from the maximum 

elevation of the adjacent riffle, or if not directly adjacent to a riffle, we used the average maximum 

riffle elevation for the river. Bankfull width and depth have been used as scaling factors for 

comparing streams and reaches of different sizes (Buffington et al., 2002; Carling & Orr, 2000). We 

adopted these scaling factors and defined the dimensionless pool spacing, Lp* =Lp/Wb, and a 

dimensionless pool depth, Dp*=Dp/Db, by normalizing the Lp and Dp by the bankfull width and depth, 

respectively. Rather than calculating distributions for riffles as well, we assume that the riffle spacing 

is similar to pool spacing, and riffle heights were used in the calculation of pool depth. 

To assess the performance of this methodology to recognize pools and riffles, we compared the 

wavelet-identified pool and riffle locations to channel units delineated in three field surveyed reaches 

(each ~3-4 km long, two reaches on the Lemhi River and one on the Upper Salmon). These surveys 

were completed in the summer of 2018 by a highly trained crew using the Columbia Habitat 

Monitoring Program (CHaMP; Bouwes et al., 2011) protocols and all channel units were delineated 

utilizing a sub-meter, handheld Global Navigation Satellite System (GNSS) receiver and then 

digitized with GIS software. We also tested how another common longitudinal pool and riffle 

identification method, the bedform differencing technique, compared to the field methods. We 

followed the methodology outlined by O’Neill & Abrahams (1984) with pre-smoothed longitudinal 

profile data as suggested by Carling & Orr (2000) and a tolerance value above which a feature is 

identified of one standard deviation (𝜎) of the longitudinal bed differences instead of the suggested 

0.75𝜎 to avoid identifying minor topographic deviations as channel units.  

To validate the wavelet method, we compared the observed field channel units to the predicted small-

scale wavelet channel units based on true positives (TP, features identified by both methods), false 

positives (FP, features only identified by the wavelet), and false negatives (FN, features only 
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identified in the field). To address the accuracy of the wavelet method, we calculated the recall, 

precision and F-score based on the following equations (Mohan et al., 2017; Sokolova et al., 2006): 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
           Equation 1.1 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
          Equation 1.2 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 (
𝑟𝑒𝑐𝑎𝑙𝑙 ×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
)          Equation 1.3 

Higher precision and recall result in higher F-scores, showing greater alignment between the two 

methods of feature identification (F-score of 1 representing a perfect alignment).  

Redd analysis methods 

Chinook salmon redd location data were compiled for each basin from a variety of data sources (The 

United States Forest Service, Idaho Department of Fish and Game, and University of Idaho) and 

sampling methods (ground-surveyed redd counts, and drone or helicopter identified redds). Each redd 

data set had varying levels of global positioning errors and variable location metadata. Therefore, we 

only included redds within 30 m of the thalweg. Those usable redd locations were snapped to the 

closest point on the thalweg line for analysis. We used 469 redds in Bear Valley Creek (surveyed in 

1995 -2005), 1959 redds in the Lemhi River (1999 -2018), and 1599 redds in the Upper Salmon River 

(2010-2018). 

To test if the redd locations were influenced by the topographic variability, we compared the wavelet 

power, at each of the three identified wavelet scales, between redd locations and random locations 

along the thalweg. Since redds were snapped to the thalweg, locations may not be accurate, for 

example, a redd located on land in the center of a meander bend may actually be located on either 

side of the meander, but we associated it with the closest side, potentially creating greater location 

uncertainty. To account for the spatial error in the redd locations, the wavelet power was averaged 

within a distance of ±50 m of each redd location (100 m total). For each basin, we randomly selected 

the same number of locations along the thalweg as the number of redds and averaged the wavelet 

power within ±50 m of these locations as well. Wavelet powers between redd and random locations 

were compared using the Kruskal-Wallis nonparametric statistical test (Kruskal & Wallis, 1952). For 

the Upper Salmon and Lemhi River, non-topographic variables of hatchery location and summer 

stream temperatures, respectively, were used to split the rivers into reaches for statistical testing (see 

results for further details). We obtained average August stream temperatures, modeled for 1-km 

reaches continuously along the basins, from the NorWeST database (Isaak et al., 2017) and, six point 
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location daily stream temperatures from instream Onset Hobo Tidbits deployed by CHaMP for the 

Lemhi River (Bouwes et al., 2011). 

Results 

Dominant wavelet scales 

The wavelet analysis on the thalweg profiles revealed multiple scales of repeating topographic 

variability present on each river. The heatmaps of each river highlighted three longitudinally 

consistent wavelet scales representing the small, medium, and large-scale spatial topographic 

variability in the longitudinal bed elevations (Figure 1.3, see Appendix A for other basins) that scaled 

with channel width. The resulting wavelet coefficients from each of these three wavelet scales aligned 

with different features along the thalweg profile (Figure 1.4).  

The first wavelet scale is one channel-width (1 Wb), which we call small-scale variability, 

representing the pool-riffle morphology in these systems. We used the small-scale wavelet 

coefficients to develop the channel unit identification method, which objectively identified 

morphologic units along the entire length of each river’s thalweg (Figure 1.4). Average pool spacing 

along the whole length of each river was consistently 8-9 Wb with a median pool spacing of 6-7 Wb 

(Table 1.1). 

Table 1.1: Mean, median, and standard deviation of dimensionless pool spacings (Lp*) and pool depths (Dp*) for small- and 

mid-scale wavelet-identified pools for each basin. 

 
Bear Valley 

Creek 

Lemhi 

River 

Upper 

Salmon 

River 

All Basins 

Combined 

Mean small-scale Lp* 8.5 8.9 8.5 8.8 

Median small-scale Lp* 7 6.5 6.3 6.5 

Standard deviation small-scale Lp* 4.9 7 6.5 6.7 

Mean mid-scale Lp* 31.2 30.5 26.9 29.6 

Median mid-scale Lp* 19.8 24.3 21.1 23.1 

Standard deviation mid-scale Lp* 22.1 21.1 18.2 20.5 

Mean small-scale Dp* 0.9 0.9 0.9 0.9 

Median small-scale Dp* 0.9 0.9 0.9 0.9 

Standard deviation small-scale Dp * 0.2 0.3 0.3 0.3 

Mean mid-scale Dp * 1.2 1.2 1.3 1.2 

Median mid-scale Dp * 1.1 1.2 1.2 1.2 

Standard deviation mid-scale Dp * 0.3 0.3 0.3 0.3 
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The second wavelet scale of interest was found at four channel-widths (4 Wb), referred to as mid-scale 

variability, this represented a scale of larger morphology including larger pools and riffles. When 

using the same channel unit identification methodology as described for the small-scale wavelet, but 

with the threshold set as the standard deviation of the mid-scale wavelet coefficients, the mid-scale 

wavelet coefficients highlighted the longer and larger pools and riffles in the systems. This scale also 

identified a composite of some closely spaced features, which were individually identified by the 

small-scale wavelet (Figure 1.4). The pools or combinations of pools identified at this scale had an 

average spacing of 24-31 Wb and median spacings of 20-24 Wb (Table 1.1). 

The dimensionless pool spacings and depths for both small and mid-scale wavelets showed wide 

distributions with long tails and positive skewness (Figure 1.5). The distributions were not 

statistically different among watersheds for both the small-scale and mid-scale identified pools (based 

on the Kruskal-Wallis non-parametric test, all p-values <0.05) and followed a lognormal distribution 

well. Thus, we combined all data for each wavelet scale and quantified the means and standard 

deviations for each composite distribution of Lp* and Dp* (Table 1.1). 

 

Figure 1.5: Cumulative frequency distributions for small-scale (solid lines) and mid-scale (dashed lines) identified (a) 

dimensionless pool spacing (Lp*) and (b) dimensionless pool depths (Dp*). 

Validation of channel unit identification 

We evaluated the accuracy of the wavelet channel unit identification by comparing the identified 

features to observed features from field channel unit identification in three reaches in the lower and 

upper Lemhi and Upper Salmon basins. Precision, recall, and F-scores were calculated for both pools 

and riffles (Table 1.2). In the lower Lemhi and Upper Salmon reaches, most of the features were 

identified by both the wavelet and field methods, but the F-scores were lower for pools and riffles in 

the upper Lemhi reach (Table 1.2). We visually attempted to locate each of the pools/riffles identified 
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by both methods in the LiDAR bathymetry. All features identified by the wavelet method were 

present in the LiDAR, but some of the field-identified features were not, potentially due to changes in 

the topography between the 2013 LiDAR collection and the 2018 field surveys, or because of 

uncertainty in the LiDAR surface. We therefore calculated the statistics for all features and just for 

features present in the LiDAR. In this upper Lemhi reach, of the features only identified in the field 

that were also present in the LiDAR, most were small features that did not meet the wavelet method 

identification requirements suggesting the field crews may have a different operative definition for 

pool-riffle identification than the wavelet method. To identify smaller features in the upper Lemhi 

reach, we found that decreasing the wavelet scale to 10 m (0.67 Wb), which decreased the minimum 

length of the pools to ~0.67 Wb, increased the F-scores to 0.82 for pools and to 0.74 for riffles. The 

wavelet method also performed better than the bedform differencing method of pool and riffle 

identification, which compared to the field identified features had F-scores between 0.44-0.74 for 

pools and 0.43-0.54 for riffles.  

Table 1.2: Comparison between the wavelet pool identification method and field identification for three reaches in two of 

the study basins. Values are given for all features identified and for only features that are present in the LiDAR topography 

(values in parentheses). 

 
Upper 

Lemhi 

River 

Lower 

Lemhi 

River 

Upper 

Salmon 

River 

Of the pools identified by the wavelet, the 

proportion that were also identified in the field 

(precision) 

0.92 (0.92) 0.81 (0.81) 0.82 (0.82) 

Of the pools identified in the field, the proportion 

that were also identified by the wavelet (recall) 

0.51 (0.60) 0.89 (1.00) 1.00 (1.00) 

Pools F-Score 0.66 (0.73) 0.85 (0.89) 0.90 (0.90) 

Of the riffles identified by the wavelet, the 

proportion that were also identified in the field 

(precision) 

0.75 (0.75) 0.87 (0.87) 0.80 (0.80) 

Of the riffles identified in the field, the 

proportion that were also identified by the 

wavelet (recall) 

0.47 (0.69) 0.80 (0.87) 0.89 (0.94) 

Riffles F-Score 0.58 (0.72) 0.83 (0.87) 0.84 (0.86) 

 

Small and mid-scale wavelet power variation with sinuosity  

We hypothesized that wavelet power would be positively related to sinuosity because of the 

formation of forced pools which typically are deeper with smaller radius of curvature (increased 

sinuosity). Along the thalweg, we compared the reach-averaged small and mid-scale wavelet powers, 
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with reaches defined by changes in the sinuosity signal (calculated in 300 m reaches) along each 

river. We used wavelet power instead of wavelet coefficients because it is always positive, so both 

pools and riffles produce higher wavelet power. For all three rivers, no correlation existed between 

reach-averaged wavelet power and sinuosity (Figure 1.6). In the Lemhi basin, small-scale wavelet 

power generally increased in the downstream direction along with increased channel straightening, 

confinement, and overall decreased sinuosity (Figure 1.7).  

 

Figure 1.6: Reach sinuosity and reach-averaged small and mid-scale wavelet powers for (a) the Lemhi River, (b) Bear 

Valley Creek, and (c) the Upper Salmon River. Each data point represents a reach along the river. 
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Figure 1.7: Small-scale wavelet power and sinuosity for 106 km of the Lemhi River with aerial imagery for three reaches 

highlighting the general landscape changes moving downstream. 

The small and mid-scale wavelet powers can be analyzed in tandem to identify reaches with distinct 

morphologies. For example, we investigated reaches in the Lemhi River where small-scale and mid-

scale wavelet powers were similar and different (Figure 1.8). One example reach with both low small- 

and mid-scale wavelet powers (Figure 1.8d) represented an area with little pool-riffle development; it 

only had 3 small-scale pools/km (compared to the whole-river average of 7.5 pools/km) and no mid-

scale pools (compared to the whole-river average of 2.2 pools/km) despite having a higher sinuosity 

of 2.9. A reach with a lower sinuosity of 2 had high small- and mid-scale wavelet powers (Figure 

1.8e), and well-developed pools/riffles among and superimposed on larger features with 9 pools/km 

(6 small-scale, 3 mid-scale pools). In reaches where the wavelet power of one scale was high and the 

other was low, the reaches were dominated by similar-sized features, such as a reach with high small-

scale wavelet power, low mid-scale wavelet power, and a sinuosity of 2.1 that had 11 small-scale 

pools/km and no mid-scale pools (Figure 1.8c), whereas the reach with high mid-scale and low small-

scale wavelet power had a higher sinuosity of 2.7, but only 4 small-scale and 4 mid-scale pools/km 

(Figure 1.8b). Wavelet analysis helped us highlight these unique spatial scale interactions and 

morphologies that occur regardless of the sinuosity. 

The combination of all wavelet scales highlights the largest features in the system. Longitudinal 

locations on the heat map that have high wavelet power throughout all wavelet scales (identified by 

the white vertical areas in Figure 1.3b) represent the largest features throughout the system. These 

features were associated with the deepest pools in Bear Valley Creek at 1.3 km and 13.3 km, the 
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longest pool at 4.5 km, and the longest riffle, followed by one of the longest pools, located at 8.8 km 

(Figure 1.3f. parts I,II,IV, and V). 

 

Figure 1.8: (a) Small-scale (blue line) and mid-scale (orange line) wavelet powers for the upstream-most 25 km of the 

Lemhi River. Inset panels show the LiDAR topography and wavelet coefficients for (b) low small-scale wavelet power and 

high mid-scale wavelet power, (c) high small-scale and low mid-scale wavelet power, (d) low small-scale wavelet power 

and mid-scale wavelet power, (e) high small and mid-scale wavelet power. 

Large wavelet scale and controls 

The largest wavelet scale that we identified was at ten channel widths; this large-scale topographic 

variability may be a result of valley-scale controls on the channel morphology. The large wavelet 

scale not only helped identify the largest features in the system, but also showed a relation with river 

confinement. Each river was divided into reaches based on natural breaks/changes in large-scale 

wavelet power identified using the findchangepts function in MATLAB. We then found what 

percentage of reaches with low large-scale wavelet power, identified as reaches with an average 

wavelet power < 2.5, were associated with areas visually identified as confined. In Bear Valley 

Creek, all of the low large-scale wavelet power reaches aligned with areas of channel confinement by 

terraces or roads running along the channel. In the Upper Salmon River, this relation was less 

consistent; 83% of the reaches with low large-scale wavelet power were associated with areas of 
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confinement, but some confined reaches had high large-scale wavelet power. The Lemhi River also 

did not show a consistent relation between low large-scale power and confinement (only 31% of low 

wavelet power reaches were associated with confinement), but the straight channelized reaches of the 

river running along the highway all had very low large-scale wavelet power (all with wavelet power 

<1). We also did not find any relations between the large-scale wavelet power and other large-scale 

watershed conditions that influence channels, such as bed slope changes, tributary inputs, and 

sinuosity.  

Chinook redd locations and wavelet scales  

To assess if local topographic variability, as measured by wavelet power, influences redd site 

selection, we compared the average wavelet power around redd locations to the average wavelet 

power at randomly selected sites in each river (see Appendix A.6-8 for distributions). Average small-

scale wavelet power around actual redds was significantly (p<0.05) higher than that around the 

randomly selected locations (Table 1.3) for Bear Valley Creek and sections of the Upper Salmon 

River and Lemhi River, whereas the average mid-scale and large-scale wavelet powers around redds 

were not significantly different than those at random locations.  

Table 1.3: P-values from the Kruskal-Wallis test, comparing average wavelet power around redds to average wavelet power 

around randomly selected locations. 

  Bear Valley 

Creek 

Upper Salmon River 

(upstream of hatchery) 

Lemhi River  

(above 18-mile creek) 

Small-scale power 0.02 2.79x10-7 7.10x10-8 

Mid-scale power 0.54 0.40 0.95 

Large-scale power 0.54 0.86 0.26 

 

We had first tested the differences between the wavelet powers around the redd and random locations 

for each wavelet scale for the whole length of each river. For Bear Valley, the most natural and 

unaltered river in our study, the relation between small-scale wavelet power and redd locations held 

true for the whole study reach, whereas in the Lemhi and Upper Salmon, we did not see this expected 

relation. In the Lemhi, we hypothesized that high summer stream temperature during the spawning 

season may be a controlling factor for salmon spawning because of summer temperature concerns 

throughout the Pacific Northwest spawning habitat (Isaak et al., 2012, 2015). In the Lemhi River, 

predicted average August stream temperatures increased from ~10 ⁰C to ~16 ⁰C moving downstream 

through the river, increasing to stressful conditions for Chinook salmon (Figure 1.9), whereas 

predicted temperatures in the Upper Salmon River and Bear Valley Creek stayed within or near the 

recommended temperature range for Chinook salmon (see Appendix A). We split the Lemhi River at 
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the 18-Mile Creek tributary; downstream of which the average August temperatures began to increase 

outside of the recommended Chinook spawning water temperature range and redd density began to 

decrease (Figure 1.9). In the Upper Salmon, we hypothesized that the hatchery may be a controlling 

factor for salmon spawning because of the coincidence of the increase in redd density at the hatchery 

location (Figure 1.10). Therefore, we split these rivers into two sections to isolate areas with little 

influence from these non-topographic variables. The Upper Salmon River had a high density of redds 

around the hatchery; therefore, we tested the reach upstream of the hatchery, from 0 to 45 km, where 

the redd densities were generally lower (Figure 1.10). The small-scale wavelet power was 

significantly higher around redd locations than random locations for the Upper Salmon River and 

Lemhi River reaches above the hatchery and above 18-Mile Creek, respectively, whereas in the other 

reaches there was no significant relation for any wavelet scale.  

 

Figure 1.9: Redd density (grey line) variation with distance downstream on the Lemhi River. The modeled average daily 

August stream temperatures (from NorWeST, Isaak et al., 2017) are shown by the black line. Measured average August 

temperatures (representative of the highest water temperatures during the spawning season) from point-located CHaMP 

monitoring temperature sensors are shown as bracketed points (minimum, average, and maximum daily temperatures). The 

vertical dashed line shows the location of the 18 Mile Creek tributary, where temperature becomes a more important 

variable to redd site selection than wavelet power. 

 

Figure 1.10: Redd density (shown in dark blue) for redds from 2010 to 2018 and small-scale wavelet power (shown in grey) 

for 49 km of the Upper Salmon River Basin, highlighting the location of the fish hatchery and its impact on redd densities. 

  



21 

 

 

 Discussion 

Wavelet scales and scales of topographic variability 

Our results showed that wavelet analysis is an objective technique to extract multiple scales of 

topographic variability that are present in rivers. At all study sites, we found three representative 

scales of topographic variability that scaled with bankfull width (1, 4, and 10Wb). A range of wavelet 

scales around these three representative values aligned with the topography relatively well (see 

Appendix A). However, we found that Wb scaling of the wavelet scales remained similar among sites 

and provided transferable values among rivers. McKean et al. (2008) found longitudinal patterns in 

topographic variability similar to our results on Bear Valley Creek, but at different wavelet scales due 

to the use of an 8th order Gaussian wavelet shape, rather than the Mexican hat used in our analysis. 

When using the same wavelet shape for each analysis, the Mexican hat wavelet, we showed that the 

wavelet scales of interest are transferable among rivers with varying channel widths, discharges, and 

geomorphic histories.  

The small and mid-wavelet scales clearly represented different scales of pools and riffles present 

along the rivers, whereas the large wavelet scale was representative of long low frequency variations 

in the bed topography, overlaid with small-scale and mid-scale wavelet scales of variability. This 

larger wavelet scale was likely governed by valley-scale controls. There was some alignment of low 

large-scale wavelet power and areas of channel confinement, but we did not see a clear association in 

all rivers. Further investigation is needed to fully understand what the large wavelet scale represents 

in these rivers. 

Channel unit identification and features 

The small wavelet scale (1 Wb), as with all the wavelet scales, was related to the shape and length of 

the features in the river and not the spacing of the repeating features. The wavelet identification 

method identified pool and riffles that were also delineated in the field, except for one test reach with 

many small features. Some field-delineated features were not present in the LiDAR data making it 

impossible for the wavelet method to identify them. This discrepancy could be because the LiDAR 

collection and field measurements were not conducted in the same year (e.g., Lemhi LiDAR collected 

in 2013; field units delineated in 2018), errors in the bathymetric LiDAR surface, which had an 

average root mean square error of 0.11 m and higher errors in areas with large elevation changes 

(Tonina et al., 2019), or subjective field identification. We found that by reducing the wavelet scale to 

10 m, thereby reducing the lengths and depths for identified features, the smaller pools and riffles 

present in this reach could be identified. The wavelet analysis can be adjusted to identify the feature 
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size of interest, which would involve comparing a small section of the longitudinal profile to multiple 

scales of wavelet coefficients to visually identify the wavelet scale that best fits the features of 

interest, or by comparing the wavelet analysis to field data in a test reach and then applying the 

wavelet scale from this reach to a longer river profile.  

The wavelet channel unit identification method offered many advantages to field identification—it is 

an objective, and repeatable method that does not require laborious field work and is independent of 

flow conditions. Channel units can be identified along entire lengths of rivers efficiently and the scale 

of the units of interest can be adjusted by using different wavelet scales. This method does not 

identify transitional units between pools and riffles, such as glides or runs. There are some drawbacks 

to using the thalweg to identify channel units, including that side-channel units will not be identified; 

the method is also limited by the errors in the LiDAR surface. When compared to another thalweg-

based channel unit identification method, we found that the wavelet method more accurately 

identified pools and riffles in all reaches than the bedform differencing method (O’Neill & Abrahams, 

1984). The bedform differencing method has difficulties when there are small variations in the bed 

profile that are not related to features or larger-scale undulations in the bed (Carling & Orr, 2000), but 

the wavelet methodology was able to separate these scales of deviations and only identified features 

at the scale of interest.  

Larger geomorphic features were characterized by the mid-wavelet scale of four channel widths in 

length, which highlighted the larger pools and riffles in the systems as well as closely-spaced 

sequential pools and riffles. Given that this wavelet scale could be representative of multiple features 

or single large pools, further investigation is needed to fully understand what this wavelet scale 

represents. Gibson et al. (2019) also found two scales of pools present in larger rivers—a smaller pool 

sequence with a spacing of ~6 Wb and a larger scale of pools, forced by the river encountering a 

resistant bluff, with a spacing of ~40 Wb. In our three smaller rivers, we saw a similar pattern with 

two scales of pools: a spacing of small pools at ~9 Wb and larger (or combined multiple) pools at ~30 

Wb.  

The small- and mid-scale wavelets identified reaches with well-developed pool-riffle morphologies 

(areas of high wavelet power) versus reaches with more subdued morphologies (areas of low wavelet 

power). Spatially continuous information on topographic variability and feature locations can help fill 

the gap between microscale hydraulics and basin-wide management (Newson & Newson, 2000). This 

information on pool-riffle locations and reach morphology can be used to characterize the habitat 

availability and the existence of mesoscale habitat (Hanrahan, 2007). 
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Distributions of pool spacing and depths 

For the small wavelet pool identification, the Lp* distributions calculated along the entire length of 

each river were similar to each other (Table 1.1). These lognormal distributions highlighted the 

positive skew of the pool spacings, similar to other known pool-spacing distributions (Keller & 

Melhorn, 1978; Thompson, 2001), but our data showed a much wider range in Lp* (Figure 1.5). 

Variability of Lp* has been shown to increase with decreases in the amount of pool-forming features 

such as large woody debris and boulders(Montgomery et al., 1995; Thompson, 2001). All three 

streams have been highly impacted by human activities, with the Lemhi River having the largest 

impacts and Bear Valley Creek and Upper Salmon River in recovery from past human disturbances. 

Even our least impacted stream, Bear Valley Creek, has limited wood and pool forming features. 

Thus, the potential long tail of the lognormal distributions of pool spacing identified by our analysis 

could be a result of anthropogenic activities, and a more natural system may have smaller standard 

deviations of pool spacing, while our median pool spacing for each river still falls within the range of 

consistently found pool spacings for a range of rivers (Leopold et al., 1964; Montgomery et al., 1995). 

Our pool data were also continuously collected and included many reaches within each river with 

more subdued morphology and no identified pool-riffle features. The ability to identify topographic 

features along continuous datasets allows for very long pool spacings that may have not been 

documented previously because of the limited study reach lengths. This suggests further research is 

needed using wavelet pool identification along the entire length of relatively unimpacted rivers to test 

the relative controls of pool-forming features versus continuous dataset on the tails of these 

distributions.  

We found that pool depths along these rivers follow lognormal distributions, with wide ranges in Dp* 

(Figure 1.5). Dp* distributions were similar for all our basins despite the differences in human 

influences. In the Lemhi River, with many areas of channelization and flow alteration, the pool depths 

still followed the same distributions as the less altered rivers. Within the proposed dimensionless 

framework of Dp* and Lp*, all the basins have similar distributions, which suggests the features are in 

equilibrium with their current bankfull geometry. This may suggest that the Lemhi River, which has 

experienced reduced high and bankfull flows due to diversion dams, may be in equilibrium with the 

regulated flow regime and may have smaller pools than what a natural regime, with larger bankfull 

depths and widths, would generate.  

Our data support the need to move beyond only addressing the central tendencies of channel unit 

morphological data (Carling & Orr, 2000). The Lp* and Dp* distributions based on entire lengths of 
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rivers show a wide variability in pool spacing and depths throughout rivers that could be used to 

inform restoration design to sustain more diverse aquatic systems. With information on bankfull 

characteristics from field, LiDAR, or regime equations (Raymond et al., 2012), these distributions 

provide a template for creating diverse geomorphology and habitat in restoration projects.  

Variations in wavelet power  

We initially hypothesized that pools and riffles, as represented by small-scale and mid-scale wavelet 

coefficients, would be highly correlated with topographic steering, specifically at channel bends 

where we expected the channel units to be associated with meanders (Knighton, 2014; Thompson, 

1986). We found no direct positive relation between reach-averaged mid-scale and small-scale 

wavelet powers and sinuosity (Figure 1.6). Although pools and riffles can be present in both sinuous 

and straight channels (Keller & Melhorn, 1978; Montgomery et al., 1995), here we show that high 

sinuosity in these rivers was not always indicative of strong pool-riffle habitat and large pool refugia 

habitat.  

Within the Lemhi River, we expected wavelet power to decrease downstream because of greater 

human impacts (straightening, decrease in floodplain connectivity, removal of side channels, bank 

armoring), but instead small-scale wavelet scale power increased with distance downstream (Figure 

1.7). Although some increase in small-scale wavelet power could be due, in part, to increased stream 

flows as the river captures more drainage area, small-wavelet scale power in the Lemhi does not 

appear to be negatively impacted by low sinuosity and channel straightening. Pool-riffle sequences in 

these lower straightened reaches may be created and maintained through variations in channel width 

(Nelson et al., 2015; White et al., 2010), channel constrictions (Thompson et al., 1998), or alternate 

bar morphology (Colombini et al., 1987).  

Chinook spawning habitat  

We found that field-surveyed redds were more likely to be located in areas with higher small-scale 

wavelet power than randomly selected locations. Salmonid spawning has been shown to be associated 

with pool-riffle morphology and transitions between pools and riffles (Bjornn & Reiser, 1991; 

Fukushima, 2001; Hamann et al., 2014), and here we showed that Chinook salmon are favoring areas 

with more pool-riffle development, represented by higher small-scale wavelet power. We did not see 

a relation between mid-scale and large-scale wavelet power and redd locations, suggesting the local 

habitat dynamics are more important than broad scale variability, which agrees with previous studies 

showing the importance of local morphology and habitat for spawning salmonids (Benjankar et al., 

2016; Hanrahan, 2007).  
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The relation of redd locations and higher small-scale wavelet power was only present in areas of our 

rivers not influenced by strong non-topographic habitat characteristics. In the Lemhi River, the high 

temperatures in the lower portion of the river were more important to redd site selection than wavelet 

power-identified topographic variability. Based on the average small-scale wavelet power around 

redd locations in the upper Lemhi River, there was enough small-scale wavelet power present 

throughout the entire length of the Lemhi River to support Chinook salmon spawning. Currently 

spawning in the lower Lemhi may be limited by stressful high summer water temperatures and not the 

quantity of small-scale wavelet power. Solely addressing high-water temperatures in the lower Lemhi 

River, through actions such as water management (Sinokrot & Gulliver, 2000) or riparian vegetation 

(Malcolm et al., 2004), could potentially open vast areas of seemingly suitable spawning habitat 

without extensive instream habitat improvements. 

Similarly, the Upper Salmon River only showed a relation between redd location and small-scale 

wavelet power in the section upstream of the fish hatchery, where redd densities were generally much 

lower than around the hatchery. Because fish seem to congregate at and around the hatchery, the 

seemingly suitable spawning habitat upstream goes largely unused. In addition, any potential 

upstream juvenile rearing habitat will also likely go unseeded by salmon because of the short stopping 

of spawning adults, because juvenile salmonids typically rear downstream of their natal hatching 

locations (Copeland et al., 2014). Our analysis identified potentially underutilized spawning habitat 

that may be suitable for adult out-planting or supplementation programs. This could include moving 

fish upstream to spawn and utilize existing suitable habitat rather than constructing new habitat 

through restoration and could result in an increase in juvenile rearing capacity downstream of the 

unused, suitable spawning areas. 

Conclusion 

With increased access to high-resolution and continuous bathymetric data from drone and green 

LiDAR platforms, wavelet analysis can be used to detect multiple scales of topographic variability 

present in riverine thalweg profiles. Our analysis identified three main wavelet scales of topographic 

variability present along each river based on the Mexican hat wavelet form. These wavelet scales 

were linked to channel dimensions of one, four, and ten bankfull widths. Using the small-scale 

wavelet coefficients, the analysis also served as a technique to efficiently and objectively classify 

morphological units, such as pools and riffles, along segments and entire lengths of rivers. Mid-scale 

wavelet coefficients mapped the larger pools and riffles in the system or closely-spaced series of 

pools or riffles following the same method.  
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This approach allowed us to characterize the entire distribution of pool spacing and depth at different 

spatial scales. We generalized our findings by scaling pool depth, Dp, and spacing, Lp, by bankfull 

depth and channel width, respectively, to define, Dp* and Lp*. Their cumulative frequency 

distributions were not statistically different among the three river systems and follow lognormal 

distributions for each scale of wavelet analysis. We suggest that these distributions quantify the 

morphological variability of pool-riffle bedforms in meadow systems and can be used to predict the 

local distribution once the bankfull characteristics, depth and width, are known. We also show no 

relation between small-scale and mid-scale wavelet power and sinuosity, suggesting very sinuous and 

less sinuous reaches can have similar pool characteristics in these meadow systems. Large-scale 

wavelet power highlighted reaches within the basins with long low-frequency variations in the 

longitudinal profile, which were possibly related to river confinement.  

This study not only introduced a valuable technique to quantify and assess local topographic 

variability, through wavelet coefficients and power, it also provided valuable conservation analysis to 

aid in the recovery of Endangered Species Act listed aquatic species. We demonstrated the 

importance of higher small-scale wavelet power on Chinook salmon redd site selection. Although 

small-scale wavelet power is abundant throughout our study rivers, we found that non-topographic 

variables, such as high summer stream temperatures and fish hatchery locations, can be more 

important habitat influencers than small-scale wavelet power and should therefore be considered in 

future restoration and habitat analyses in the basins. As we continue to recognize how spatial 

morphologic patterns and topographic variability impact aquatic habitat quality and quantity, wavelet 

analysis provides a way to quantify topographic variability, through wavelet coefficients and power, 

across all scales of interest.  
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Chapter 2: Impact of flow regulation on stream morphology and aquatic 

habitat quality distribution 

Authors: Jenna Duffin, Elowyn M. Yager, Carter Borden, John M. Buffington, Rohan Benjankar, 

Daniele Tonina 

Abstract 

The importance of interactions among stream hydrology, morphology, and biology is well recognized 

for stream ecosystems. However, when quantifying the impacts of altered flow on aquatic habitat, the 

consequent changes in channel hydraulics and morphology are typically convolved or channel 

topography is treated as static. Here, we address the impacts of altered flow and topography 

separately and we hypothesize that regulated hydrographs have a larger detrimental impact on aquatic 

habitat quality when the channel topography is allowed to respond to the flow regime, rather than 

remain static. In particular, regulated hydrographs, through altered sediment transport, are expected to 

result in subdued morphologies and decreased habitat diversity. We address this hypothesis by 

quantifying spawning and juvenile rearing habitat distributions for Chinook salmon (Oncorhynchus 

tshawytscha) using a set of quasi-three-dimensional hydromorphodynamic models for two 

morphologically distinct reaches along the Lemhi River, Idaho (USA): an engineered, straightened, 

plane-bed reach and a meandering pool-riffle reach. Sediment transport was modeled with both real 

hydrographs and cycled, synthetic, representative hydrographs for 60 years of regulated and 

unregulated flows. The real and synthetic hydrographs produced similar morphologic results, which 

implies that flow variation and hydrograph order did not have a strong effect on the modeled 

topography. Unregulated hydrographs enhanced the frequency, area, volume, and depth/height of 

pools and bars in the meandering reach compared to regulated flows. These morphological changes 

did not increase the modeled habitat suitability index in the unregulated scenario, but the large growth 

of pools greatly improved fall and winter refugia for juvenile salmonids. In the straight reach, both 

regulated and unregulated scenarios resulted in a plane-bed morphology with similar habitat, 

suggesting that flow restoration in highly altered reaches is not sufficient to improve ecological 

function of the stream. Addressing both hydraulic and morphologic changes can better inform water 

management decisions to benefit habitat in regulated systems. 

Introduction 

Human alterations of rivers have led to worldwide concern over degradation of aquatic ecosystems 

and the need for stream habitat enhancement (Geist & Hawkins, 2016). To aid in restoration design 
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and site selection, quantifying aquatic habitat and the processes of habitat loss are critical to identify 

potential impacts of restoration (Beechie et al., 2008; Roni et al., 2008). The natural flow regime, 

which represents the flow quantity, timing, and variability, is a primary driver for physical habitat and 

ecological integrity in river ecosystems (Poff et al., 1997; Richter et al., 2003) and interruptions to 

functional flows can reduce physical and biological diversity (Wohl, 2012). Flow regulation has been 

linked to an overall reduction in geomorphic complexity, decreases in channel area, and losses in 

longitudinal and lateral connectivity of the river (Brandt, 2000; Graf, 2006; Williams & Wolman, 

1984). Reduction in flows can also decrease the number and area of high bars, increase channel 

stability and river straightening, and reduce competent flows for sediment transport (Church, 1995; 

Grant et al., 2003; Ligon et al., 1995). All of these geomorphic effects, coupled with reduced flows, 

are partially responsible for a decrease in fish abundance and habitat (Bunn & Arthington, 2002; 

García et al., 2011; Poff & Zimmermann, 2010). Therefore, in rivers with modified hydrographs, 

considering how the morphology may adjust as the flow regime changes is important (Yarnell et al., 

2015) because physical habitat, specifically depth, velocity, and bedforms, results from the interaction 

between the hydrologic regime, the channel morphology, and the hydraulics (Brierley & Fryirs, 2000; 

Pasternack & Brown, 2013).  

Although the importance of river morphology to physical habitat, and specifically to salmonid habitat, 

is known (Cram et al., 2017; Geist & Dauble, 1998; Hanrahan, 2007; Montgomery et al., 1999), flow-

driven changes in habitat are often modeled assuming a static topography (e.g., Bovee et al., 1998) or 

changes in topography and flow are convolved (e.g., García et al., 2011). As topographic data and 

morphodynamic modeling become more accessible, some studies have treated the topography as 

dynamic. Using repeat topographic surveys, Wheaton et al. (2009) monitored a restoration project 

after a spring flood event and found that areas of scour were associated with reductions in salmon 

spawning habitat, while areas of deposition led to improved spawning habitat. Another study used 

hydraulic modeling and a sediment transport model to identify unregulated flow conditions needed to 

scour fines and expose coarse spawning substrate for white sturgeon (Acipenser transmontanus) 

(McDonald et al., 2010). However, additional studies are needed that consider the long-term 

morphodynamics of river systems and their influence on habitat (Kail et al., 2015), as well as 

separation of the relative impacts of altered flow regime and morphologic changes on habitat 

conditions.  

Prior studies of the effects of altered flow regime on topography using numerical models and 

laboratory flumes have used either variable hydrographs (i.e. Hassan et al., 2006), depicting the full 
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variability of a system, or have used representative simplified repeated/cyclic hydrographs to simplify 

calculations and to better constrain the impacts of specific hydrograph characteristics (i.e. Parker et 

al., 2003). Flume experiments have shown that increases in discharge variability, represented by 

multiple high-flow hydrographs, may increase channel width (Vargas-Luna et al., 2019), whereas 

variation in the order of hydrographs could affect bedform morphology (Nelson et al., 2011). The 

duration and frequency of individual hydrographs can affect channel slope and topographic variability 

(Plumb et al., 2020), but conversely the shape and duration of repeated hydrographs may have little 

effect on channel characteristics such as slope and sediment transport rates (Nelson & Morgan, 2018; 

Wong & Parker, 2006). The effects of hydrograph characteristics vary in the literature and research 

directly comparing the morphologic impact of variable and cycled simplified hydrographs is limited 

(Huthoff et al., 2010). Thus, work is needed to quantify differences between actual and synthetic 

hydrograph inputs on modeled geomorphic responses and the consequent effects aquatic habitat.  

Beyond addressing how hydrograph differences may affect morphologic response, altering flows in 

rivers may have different topographic effects depending on the existing morphology, which mediates 

the effectiveness of flow reintroduction strategies (Meitzen et al., 2013), and the current morphologic 

condition of rivers should be considered when studying the potential effects of deregulated flows. 

Habitat in river reaches with more physical diversity, such as those with pools and riffles, is more 

resilient to changes in flows than habitat in plane-bed rivers (Hauer et al., 2012). Furthermore, 

restoration of natural flow regimes may not be successful in confined, human-impacted rivers because 

of alterations in river processes (Wohl et al., 2015; Yarnell et al., 2015). Therefore, when assessing 

the potential effects of changing flow regimes, it is necessary to consider the range of existing 

morphologic conditions and how they may mediate the potential resulting topography.  

In this study, to address the potential changes in physical habitat from both alterations in flow and 

morphology, we developed a set of morphodynamic models for two morphologically distinct reaches, 

a straight highly-altered reach, and a meandering more natural reach, on the Lemhi River (central 

Idaho, USA). The Lemhi River is an ideal study area because flows have been regulated for decades 

through irrigation diversion throughout the system and the river supports endangered anadromous fish 

species listed under the U.S. Endangered Species Act (NMFS, 2019). Our goal was to model 

topographic changes under potential unregulated flow scenarios to separately understand the effects 

of altered hydraulics and morphology on salmonid habitat. We hypothesized that the current regulated 

riverbed morphology is subdued and that unregulated flows will increase the complexity of channel 

topography, thereby improving the available of high-quality spawning and juvenile overwintering 
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habitat suitability. We also tested the hypothesis that interannual hydrologic variability would affect 

channel morphology and consequent aquatic habitat. To explore this issue, we modeled regulated and 

unregulated flows using both actual hydrographs (representing natural variability) and cycled 

synthetic hydrographs (representing no interannual variability). Improved understanding of 

geomorphic and hydraulic changes from flow deregulation, and the impact of these changes on 

salmonid habitat, could be used to help meet restoration goals in controlled rivers through water 

management.  

Methods 

Study Area  

The Lemhi River is a 100 km-long gravel-bedded river draining a 3300 km2 basin before flowing into 

the Salmon River in Idaho, USA (Figure 2.1). Like many streams in the western USA, it has a history 

of hydrologic regulation due to agricultural irrigation diversions that affect the magnitude and timing 

of flows throughout the year, but primarily cause reduced spring and summer flows. The historic, 

unregulated flow regime was characterized by larger peak flows, longer duration spring flows, and 

larger summer flows. The entire river and its floodplain were mapped at 1 m resolution with the 

airborne topobathymetric LiDAR EAARL-B system in October 2013 during low-flow and clear-

water conditions (Tonina et al., 2019).  

We selected two morphologically distinct reaches to encompass the degree of human alteration at the 

study site: an engineered straightened reach and a less-altered, more natural, meandering reach 

(Figure 2.1). The 350 m-long straight reach is channelized along a highway, with an average bankfull 

channel width of 14 m and a channel slope of 0.006 m/m. A surface median grain size (D50) of 46 mm 

was measured in the reach in 2020 with a Wolman (1954) pebble count. The 650 m-long meandering 

reach, located ~20 km upstream from the straight reach, flows through a narrowed floodplain area 

that is confined by agriculture. This reach had a sinuosity of 2.8, average bankfull width of 15 m, and 

channel slope of 0.003 m/m. Due to limited access, a grain-size distribution could not be measured for 

this reach; instead, we used a D50 of 36 mm, which was measured with a Wolman pebble count in 

2020 in a naturally meandering reach with a similar bankfull width, depth, and slope that was located 

10 km downstream of our reach, with no tributary inputs between the two reaches. 
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Figure 2.1: Aerial photographs of (a) the straight reach and (c) the meandering reach within (b) the Lemhi watershed in 

Idaho (USA). Red polygons indicate the model domain for each site.   

Hydraulic Modeling 

We developed two reach-scale morphodynamic models using the Flow and Sediment Transport with 

Morphological Evolution of Channels (FaSTMECH) software developed by the U.S. Geological 

Survey (USGS) and hosted by the International River Interface Cooperative (iRIC) (Nelson et al., 

2003, 2016). FaSTMECH is a quasi-steady, quasi-3D solver that simulates sediment transport and 

channel bed evolution and efficiently handles long time scales. We input the 1 m-resolution LiDAR 

point elevations into FaSTMECH and used template mapping, a curvilinear inverse distance 

interpolator, to interpolate the stream and floodplain topography. We selected model grid sizes for 

each reach based on preliminary testing for a resolution that created the most stable model. For the 

straight and meandering reaches, we used a 1 m by 0.4 m (downstream by cross-stream direction) and 

a 1.5 m by 1 m averaged cell size, respectively, for the curvilinear grid. To create a stable 

downstream boundary in each model, we used a 10 m grid extension and forced no recirculation at 

the boundary. The upstream and downstream boundary conditions were set by the flow discharge and 

stage.  

FaSTMECH requires specification of the lateral eddy viscosity and a roughness value quantified by a 

drag coefficient that remains constant for all discharges. The lateral eddy viscosity was determined as 

0.01uh, where u and h are the reach-averaged flow velocity and water depth, respectively (Tonina & 

Jorde, 2013). The drag coefficient was selected to minimize the mean and standard deviation of the 

residuals between the measured and predicted water-surface elevations and velocities. In the straight 

reach, 15 measurements of depth and depth-averaged velocity were collected with an acoustic 
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Doppler velocimeter (ADV) along the channel centerline during low-flow conditions (~2.3 m3/s). In 

the meandering reach, field measurements were limited; therefore, the drag coefficient was selected 

by comparing FaSTMECH hydraulics with 30 depths and velocities (at 1.5 m3/s) extracted along the 

reach centerline from a larger whole-Lemhi River 2D hydraulic model (Tonina et al., 2020). The 

whole-river model was calibrated with widely spaced depth and velocity field measurements, three of 

which were in our meandering reach and were used to validate the selection of the drag coefficient in 

our meandering-reach model. In the straight reach, we selected a drag coefficient of 0.01, which 

resulted in mean errors of 0.01 m and 0.13 m/s and standard deviations of 0.05 m and 0.22 m/s for 

water-surface elevation and velocity, respectively. In the meandering reach, we selected a drag 

coefficient of 0.015, which resulted in a water-surface elevation mean error of -0.02 m and a standard 

deviation of 0.08 m, and a velocity mean error of 0.03 m/s and standard deviation of 0.10 m/s.  

Morphodynamic Modeling 

To simulate bedload sediment transport, we selected the Yalin (1963) single grain-size bedload 

transport equation based on D50, similar to Nelson et al., (2015) who found that the Yalin equation 

produced similar bars compared to a mixed grain-size equation in FaSTMECH. For each model, we 

allowed the flow to fully develop before calculating sediment transport by setting sediment transport 

to begin 60 m (about 4 bankfull channel widths) downstream of the upstream model boundary. Due to 

a lack of bedload transport data for the reaches because sediment was immobile at wadable flows, we 

assumed that the sediment input to the reach was equal to the transport capacity calculated at the 60 m 

cross section (e.g., Nelson et al., 2015). As the streambed evolved, the local flow depth changed not 

only as a function of discharge but also from erosion and depositional processes. These changes affect 

the numerical stability of the model if they occur too suddenly. Thus, we ran the models with an 

initial time step of 8,640 seconds (1/10 of a day) that was adjusted by the automatic time-stepping 

option to limit changes in water depth for each cell to 2% of the previous time step. 

After preliminary model runs, we found that shear stresses on the bed were likely being overpredicted 

because they resulted in sediment transport at low flows when no transport had been visually 

observed in the field and they created instabilities in the models at high flows. FaSTMECH provides 

an option for shear-stress partitioning that accounts for roughness caused by dune-like bedforms, 

which we used to reduce the bed stress empirically to produce initial pool depths similar to those 

observed in the reaches for regulated flow and to improve model stability at high flows. In contrast to 

how stress-partitioning is typically done, we do not predict the bed stress based on actual topographic 

roughness, but rather use fictitious topography that produces a minimum reduction in shear stress 
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needed for proper model behavior compared to observed field conditions. The stress partitioning 

equation used for the dune-like bedforms (Bennett, 1995; Nelson et al., 1993; Smith & McLean, 

1977) was,  

𝜏′
0

𝜏𝑏
=

1

1+
𝐶𝑑

2𝑘2
∆

𝜆
(𝑙𝑛(

0.368Δ

𝑧0
))

2,        Equation 2.1 

where Cd is the bedform drag coefficient with a value of 0.2 for separated flow, k is von Karman’s 

constant with a value of 0.4, Δ is the height of the bedform, λ is the bedform wavelength, and z0 is the 

grain roughness height calculated as 0.2D50. We found that a fictitious bedform height of 0.1 m and 

wavelength of 0.8 m produced the minimum reduction in shear stress (~13% reduction in the straight 

reach and ~17% in the meandering reach) needed for proper model behavior. The partitioning likely 

accounted for bank roughness and for small-scale topographic variations in the bed that were smaller 

than the topographical variations captured by the LiDAR survey and discretized by the numerical 

mesh. 

Hydrology 

We represented the hydrology with regulated and unregulated flow scenarios from a basin-wide 

hydrologic model, the Lemhi River Basin Model (LRBM), which was developed to evaluate 

diversion operations and tributary reconnections in the Lemhi River basin (DHI, 2003, 2006). The 

LRBM simulates the daily water allocation and in-stream discharge in the system from October 1, 

2007 to September 30, 2017, by accounting for catchment inflows, routing of water in the stream 

network, and diversion operation, consumption, and return flows for irrigation. The LRBM was built 

with the Danish Hydraulic Institute’s (DHI) MIKE BASIN software and included lumped conceptual 

rainfall-runoff models (Nedbør-Afrstrømnings-Model) to predict inflow to the system, and a water 

allocation model to route water in the stream network and account for agricultural water use. The 

LRBM was constructed using a stream network determined from the USGS National Hydrography 

Dataset and delineation of catchments from a USGS 30 m digital elevation model (DEM) (DHI, 

2006). The agricultural irrigation network, represented by 322 water-user nodes, was constructed 

from known points of diversion, places of use, aerial photography, and consultation with local water 

authorities and stakeholders. Historic diversion records or full water rights were used for water 

demand, and consumptive rates were determined by crop coefficients and reference 

evapotranspiration records reported by ETidaho (Allen & Robison, 2017). For more information on 

the development of LRBM, see DHI (2006).  
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We ran each reach-scale morphodynamic model for 60 years to ensure the models had sufficient time 

to reach dynamic equilibrium (defined as the balance between aggradation and degradation within the 

reach) and to model the long-term effects of the flow scenarios. To create our 60-year hydrograph 

inputs for the morphodynamic models, we used 10 years of LRBM-simulated flows and repeated this 

sequence of flows six times for the regulated and unregulated flow scenarios (Figures 2.2a and c). 

Accurate hydrographs were available for the straight reach, but not for the meandering reach, which 

was approximated with data from the downstream reference reach used to quantify the D50. No 

significant tributary inputs occurred between the two meandering reaches; therefore, we used the 

available reference meandering reach hydrographs as a proxy for our reach even though some 

differences may exist due to diversions.  

We also created cycled, synthetic, regulated and unregulated hydrographs for the models (Figure 2.2). 

The actual hydrographs were used to represent the natural annual variability of flows, while the 

synthetic hydrographs used an annually-constant shape, representing the probability of flows that 

occurred within the 10 years of LRBM simulated hydrographs (further explained below). We used the 

synthetic hydrographs to understand if the annual variability and hydrograph sequencing affected the 

resulting topography. To create the synthetic hydrographs, we calculated the probability of all 10 

years of daily flows predicted by the LRBM and then subsampled the probabilities, selecting a low 

flow at 97.5% probability, then flows representing every 5% of the probability distribution from the 

95% to 10% exceedance probability, and finally sampled the high flows with increasing frequency to 

accurately capture high-flow events down to the smallest probability of 0.027%, which represents 0.1 

day, the timestep of our model (for values see Appendix B). To recreate the shape of the regulated 

and unregulated hydrographs, we created a 10-year time-averaged hydrograph for each of the actual 

regulated and unregulated scenarios. We shifted each of the 10 actual hydrographs in the series such 

that each annual peak flow occurred on the same day of the water year and then calculated the 

average daily flow over the 10 years. We used the shape of the averaged hydrograph for each scenario 

to create the synthetic hydrographs by arranging the subsampled flows into the same order of flows as 

the average hydrograph (see Appendix B). Rather than applying an average hydrograph, our approach 

faithfully includes all flows in proportion to their duration. Although the synthetic hydrograph 

includes the highest flows of the 10-year series, their annual application is mediated by the 

probability distribution and the associated duration of each of these high flows. Consequently, annual 

application of high flows is not expected to cause undue work compared to the 10-year series of 

flows. For each reach, a synthetic hydrograph was created for the regulated and unregulated 
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hydrographs and each synthetic hydrograph was repeated 60 times to create the full synthetic 

hydrograph time series.  

 

Figure 2.2: Hydrograph scenarios used for the morphodynamic models. Hydrographs for the straight reach: (a) 10 years of 

actual regulated and unregulated hydrographs (repeated six times for the model), and (b) the synthetic hydrograph for the 

regulated and unregulated water year (repeated 60 times for the model). Hydrographs for the meandering reach: (c) 10 years 

of actual regulated and unregulated hydrographs (repeated six times for the model), and (d) the synthetic hydrograph for the 

regulated and unregulated water year (repeated 60 times for the model). 

Topographic Analysis 

For each reach, the models were run for 60 years of regulated and unregulated scenarios with both the 

actual and synthetic hydrographs for a total of four scenarios per reach. At the end of each modelled 

year, we calculated the difference in topography between successive years to determine annual 

volumes of reach aggradation and degradation for each scenario. We compared the final topography 

after 60 years among the scenarios by creating DEMs of difference (DOD). To visualize all of the 

topographic data, we detrended the bed elevations by removing the reach slope from the topography 

and vertically translated the data by 100 m to create only positive detrended elevations.  
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We also extracted thalweg profiles through the final, 60-year topography of each model scenario. 

From these thalwegs, we calculated residual pool depth as the difference between the deepest point in 

the pool and the downstream high point at the pool tail; identification of pools was limited to features 

having residual depths larger than 40% of the reach-averaged bankfull depth (defined by the 1.5-year 

flow for each scenario) (Duffin et al., 2021). A similar approach was used to identify bars from 

longitudinal profiles of the streambed “divide” (a profile connecting the highest point within each 

grid cross section after deleting points within a meter of the channel edge to reduce the effects of 

steep banks on the analysis); bar height was determined as the difference between the highest point on 

the bar and the subsequent downstream low point of the profile, with features limited to heights larger 

than 40% of the reach-averaged bankfull depth. For each identified pool and bar, area and volumes 

were calculated by delineating the feature within the final topographic surface based on the elevation 

of the high point of pool tail for the pools or the elevation of the downstream low point for the bars.  

Habitat Analysis 

Discharges for the fall spawning season of Chinook salmon (August and September) and juvenile 

overwintering (December and January) were determined for the regulated and unregulated flow 

regimes based on the median discharges in each reach during each time frame (Table 2.1). Using the 

hydraulic models for each reach and scenario, depths and velocities for each of these seasons were 

modeled on the final regulated and unregulated topographies. To assess the relative impacts of flow 

versus topography on aquatic habitat, we considered four cases: regulated flow on the final regulated 

topography (fully regulated); unregulated flow on the unregulated topography (fully unregulated); 

regulated flow on the unregulated topography; and unregulated flow on the regulated topography. For 

each reach, the four scenarios for habitat modeling included fully regulated and fully unregulated 

scenarios, and scenarios for regulated flows on unregulated topography and unregulated flows on 

regulated topography. Habitat was assessed using only the actual hydrographs, justification for which 

is provided in the Results. For each reach and discharge, habitat quality was calculated for each 

model cell using suitability index curves, for depth and velocity, for Chinook salmon that were 

created for the Upper Salmon basin (Maret et al., 2005) (see Appendix B for curves). 

Table 2.1: Seasonal habitat discharges based on median flows for each season for the regulated and unregulated flow 

scenarios in each reach. 

Reach Season Regulated 

Scenario (m3/s) 

Unregulated 

Scenario (m3/s) 

Straight Fall 3.5 7 

Straight Winter 5.5 5.5 

Meandering Fall 3.5 6 

Meandering Winter 5 5 
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For each scenario, a suitability index was quantified for each cell of the model based on the geometric 

mean of suitability scores for depth and velocity (each ranging from 0-1). Resultant values of the cell 

suitability index (CSI) were divided into the following categories of habitat quality: 0 to 0.2 - no 

habitat, 0.2 to 0.4 - low quality, 0.4 to 0.6- moderate quality, 0.6 to 0.8 - high quality, and 0.8 to 1 - 

excellent quality habitat. We calculated the reach total available habitat by calculating the weighted 

usable area (WUA) and hydraulic habitat suitability (HHS)  

𝑊𝑈𝐴 = ∑ 𝐴𝑖 ∙ 𝐶𝑆𝐼𝑖
𝑛
𝑖=1 ,         Equation 2.2 

  

HHS =
WUA

∑ Ai
n
i=1

  ,          Equation 2.3 

where Ai is the horizontal area of each model cell. 

Overwintering juvenile salmonids may have different habitat needs than during other seasons because 

of low temperatures and ice (Brown et al., 2011; Huusko et al., 2007). Habitat suitability curves used 

to quantify juvenile habitat also may not fully account for juvenile winter habitat needs, such as 

access to low velocities and deep-water refugia (Favrot et al., 2018; Huusko et al., 2007). Therefore, 

we also assessed winter juvenile habitat in terms of specific habitat features, such as pool depths and 

volumes.  

Results 

Topographic Change Model Validation 

All the model scenarios for the straight and meandering reaches reached dynamic equilibrium by the 

third decade for the unregulated flows, and after two decades for the regulated flows, shown by net 

zero sediment volume change each year, indicating a balance between aggradation and degradation 

(Figure 2.3). Only very small topographic changes (<10 cm) were predicted for the regulated 

scenarios after attainment of dynamic equilibrium. Repeat surveys in the straight reach and a similar 

meandering reach between 2011 and 2013 showed no in-channel elevation changes greater than 10 

cm. This confirms the model predictions for the current regulated conditions. Similarly, D50 is rarely 

mobile in the regulated scenarios, matching field observations of a mostly stationary streambed. 

Actual versus Synthetic Hydrographs 

Before the models reached dynamic equilibrium, sediment transport was predicted at lower 

discharges. After dynamic equilibrium, the morphodynamic models only predicted reach-scale (i.e., 
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in more than just a few cells of the model) movement of the D50 at the highest flows present in each 

reach; specifically, for flows above ~23 m3/s (for which only 0.94% of unregulated flows and 0.10% 

of regulated flows are greater) in the straight reach and above ~17 m3/s (for which only 0.21% of the 

unregulated flows are greater) in the meandering reach. Sediment movement occurred mainly during 

high flows and resulted in smooth increases in the annual, cumulative, reach aggradation/degradation 

for the synthetic hydrographs, but caused a stepped increase in aggradation/degradation for the actual 

hydrographs (Figure 2.3). For the actual hydrographs, these high flows occurred during three 

consecutive years each decade, whereas in the synthetic hydrographs high flows occurred every year, 

resulting in differing shapes for the annual cumulative aggradation/degradation curves.  

 

Figure 2.3: Annual total aggradation and degradation over time for (a) the straight reach and (b) the meandering reach. Each 

hydrograph scenario is represented by a different color, cumulative aggradation over time is shown by the solid lines, 

cumulative degradation is shown by the dashed lines, and the annual difference between the aggradation and degradation is 

shown by the dotted lines. 

In the straight reach, the actual and synthetic scenarios for regulated flow produced similar volumes 

of aggradation/degradation (Figure 2.3a), a similar plane-bed topography (Figure 2.4h), and similar 

thalweg profiles (Figure 2.5a). In contrast, for the unregulated scenarios in the straight reach, the 

actual hydrographs resulted in larger overall volumes of aggradation and degradation than occurred 
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for the synthetic hydrographs (Figure 2.3a). In the unregulated actual scenario, after the first decade 

of model adjustment, the first high flow of each decade washed out a series of subdued bedforms 

(possible incipient bars and pools) and topographic undulations, which were subsequently rebuilt 

during the second and third high flows of each decade, but this pattern of washing out and rebuilding 

of subdued bedforms did not occur for the unregulated synthetic hydrographs, which resulted in less 

overall aggradation and degradation over time. Nevertheless, there was little difference in the final 

plane-bed topography (Figure 2.4g). Although more change was predicted for the unregulated flows, 

the regulated and unregulated scenarios produced similar morphologies, i.e., plane-bed topographies 

with less than  0.1 m difference in elevation between actual and synthetic hydrographs for 82% and 

97% of the bed for unregulated and regulated flows, respectively (Figures 2.4g-h). In the unregulated 

scenarios, several larger differences in topography between synthetic and actual hydrographs resulted 

from location differences in the pattern of the final topography, rather than the development of 

different overall morphology. This is highlighted by the thalweg profile, where a subdued pool-like 

bedform was produced by the actual hydrograph at 200 m but was shifted downstream to 240 m by 

the synthetic hydrograph (Figure 2.5), causing larger DOD values due to a phase shift in otherwise 

similar topography.  

In the meandering reach, for both regulated and unregulated scenarios, the actual and synthetic 

hydrographs produced similar final volumes of change (Figure 2.3b) and final topographies (Figures 

2.6g-h). In this reach, the differences in elevations produced by the actual and synthetic hydrographs 

were mainly small (mostly cell differences of ± ~0.1 m for both the regulated and unregulated flows) 

because aggradation and degradation were localized to areas of forced pools and bars. In the 

unregulated scenario, the 0.2% of cells that had larger elevation changes (± ~0.5 to 1 m) between the 

actual and synthetic hydrograph topographies resulted from a shift in the location of the pools or bars, 

as well as some shallower pools for the regulated flow (Figure 2.5b). However, for both the regulated 

and unregulated scenarios, the scale and pattern of the morphology formed by the actual and synthetic 

hydrographs were overall similar. These results suggest that for our models, the interannual 

variability and sequence of hydrographs did not greatly affect the resulting topography and that both 

synthetic and actual hydrographs can be used to represent the hydrology for these reaches when 

modeling morphology. As such, to streamline the presentation, hereafter the results will be based on 

the topography produced by the actual hydrographs, without presentation of otherwise similar 

findings for the synthetic hydrograph. 
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Figure 2.4: The final, 60-year, modeled straight reach topography for each hydrograph scenario: (a) the unregulated, actual 

hydrographs, (b) the regulated, actual hydrographs, (d) the unregulated, synthetic hydrographs, and (e) the regulated 

synthetic hydrographs. The digital elevation model (DEMs) of Difference (DODs) between the different final topographies 

are shown for (c) the unregulated minus the regulated actual scenarios, (f) the unregulated minus the regulated synthetic 

scenarios, (g) the actual minus the synthetic unregulated scenarios and (h) the actual minus the synthetic regulated scenarios. 

Note that the detrended elevations and DOD maps are shown on the same scale as the meandering reach in Figure 2.6, 

which has a wider range of elevations and magnitudes of change. 
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Figure 2.5: Detrended thalweg profiles for the final topography for (a) the straight reach and (b) the meandering reach. The 

profiles for each hydrograph scenario are shown in different colors, with some lines not visible due to overlap with others. 

 

Figure 2.6: The final, 60-year, modeled meandering reach topography for each hydrograph scenario: (a) the unregulated, 

actual hydrographs, (b) the regulated, actual hydrographs, (d) the unregulated, synthetic hydrographs, and (e) the regulated 

synthetic hydrographs. The digital elevation model (DEMs) of Difference (DODs) between the different final topographies 

are shown for (c) the unregulated minus the regulated actual scenarios, (f) the unregulated minus the regulated synthetic 

scenarios, (g) the actual minus the synthetic unregulated scenarios and (h) the actual minus the synthetic regulated scenarios. 

Regulated versus Unregulated Flows: Morphological Differences  

In the straight reach, we identified no pool or bar features in the final bed topographies for the 

regulated and unregulated flows, and the morphology remained plane-bed. For all scenarios in the 

straight reach, the final detrended thalweg elevations show 0.35 m of vertical range, with a standard 

deviation of 0.07 m (Figure 2.5a). The comparison between the final unregulated and regulated 

topographies showed mostly small differences in elevations; 66% of the model cells had less than ± 
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0.1 m of difference in elevation (Figure 2.4c), with some larger differences (never larger than 0.6 m) 

due to slight shifts in the topographic patterns or due to boundary effects at the downstream end of the 

reach.  

In the meandering reach, the regulated conditions formed subdued morphology compared to the 

unregulated conditions. Between the regulated and unregulated hydrographs, the variability in the 

detrended thalweg elevations increased from a vertical range of 1.00 m to 1.55 m and the standard 

deviation in elevations increased from 0.18 m to 0.27 m (Figure 2.5b). The unregulated flows scoured 

pools deeper than the regulated scenario and the scoured sediment built larger downstream bars, 

resulting in 8.6% of the cells having differences in elevation greater than ± 0.1 m between the 

regulated and unregulated topography at pool and bar locations (Figure 2.6), with many of those cells 

having larger differences (up to ±1.15 m). The area, volume, and maximum depth/height of pools and 

bars generally increased from the regulated to the unregulated conditions (Figure 2.7), and a new pool 

formed for the unregulated scenario (Pool 2), resulting in a 33% increase in pool frequency. Total 

pool volume increased by 92% and total bar volume increased by 43% between the regulated and 

unregulated scenarios. The pool and bar characteristics increased largely during the first high flow, 

and with maximum area, volumes, and depths generally attained after three high-flow years.  

 

Figure 2.7: Predicted values of (a) pool area, (b) pool volume, (c) maximum pool depth, (d) bar area, (e) bar volume, and (f) 

maximum bar height for each pool and bar in the meandering reach, with reach averages shown as dashed lines, for the 

regulated and unregulated actual hydrograph scenarios. 



43 

 

 

 

For both the regulated and unregulated conditions, the meandering reach showed more topographic 

variability and complexity than the straight reach, which is highlighted by the final thalweg profiles 

(Figure 2.5, total detrended elevation range of 1.05 m and 2.32 m for the straight and meandering 

reaches respectively) and by comparing the final reach topographies (Figures 2.4 and 2.6). The 

straight reach maintained a plane-bed morphology in all scenarios, whereas in the meandering reach, 

the regulated conditions resulted in subdued pools and bars, while the unregulated conditions greatly 

increased the topographic variability through pool scour and concurrent downstream bar deposition. 

Regulated versus Unregulated Flows: Habitat Differences  

The fully regulated condition (i.e., regulated flows on regulated topography) produced a greater 

extent of fall spawning habitat that was higher quality (HHS= 0.41) than the fully unregulated 

condition (HHS = 0.15) in the straight reach (Figures 2.8a-c). This result was driven by the fact that 

the unregulated flows had larger velocities that more frequently exceeded the suitability criteria than 

regulated flows (Figure 2.10b). Similar results occurred for regulated flows on the final unregulated 

topography and for unregulated flows on the regulated topography, demonstrating that results are 

dominated by the flow regime, with minimal topographic effects. Despite improved spawning habitat 

by the regulated fall flows, there was little to no winter juvenile habitat (HHS = 0.01) predicted for 

either the regulated or unregulated flows (Figures 2.9a-c). The overwintering juvenile habitat in this 

reach was limited by high velocities, which were almost entirely outside of the suitable range (Figure 

2.10d).  
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Figure 2.8: Fall spawning habitat suitability maps for Chinook salmon in the straight reach for (a) regulated topography and 

regulated fall flow (3.5 m3/s) (fully regulated), (b) unregulated topography and unregulated fall flow (7 m3/s) (fully 

unregulated), and (c) habitat availability by quality for the fully regulated and unregulated conditions. Right panels show fall 

spawning habitat in the meandering reach for (d) the regulated topography and regulated fall flow (3.5 m3/s), (e) the 

unregulated topography and unregulated fall flow (6 m3/s), and (f) the habitat availability by quality for the fully regulated 

and unregulated conditions. 

In the meandering reach, excellent and high-quality fall spawning habitat quality was abundant for all 

scenarios, but habitat suitability was slightly higher for the fully unregulated case (HHS= 0.84) than 

for fully regulated conditions (HHS = 0.79) (Figures 2.8d-f). This increase in modeled habitat 

suitability was not due to the change in final topographies (regulated vs. unregulated), but directly to 

the change in hydrology. The unregulated high flows in the fall increased habitat on both 

topographies (both HHS = 0.84), whereas the regulated flows resulted in a slightly lower HHS values 

(0.79) for both topographies. Although the HHS values for the regulated and unregulated flows on the 

unregulated topography were similar, the unregulated topography resulted in a 2-5% increase 

(depending on flow condition) in excellent quality spawning habitat compared to the regulated 

topography (Figure 2.8f).  

Winter juvenile habitat availability remained similar between the fully regulated (HHS = 0.09) and 

fully unregulated (HHS = 0.10) conditions in the meandering reach (Figures 2.9d-f). The regulated 

and unregulated winter flows were the same; therefore, the small differences in HHS were entirely 



45 

 

 

attributable to changes in the topography. The high-quality winter juvenile habitat was mainly on the 

margins of the channel, where the velocities were low. In most of the meandering reach, winter 

velocities were higher than suitable for both the regulated and unregulated topographies (Figure 

2.10h).  

 

Figure 2.9: Overwintering habitat suitability maps for juvenile Chinook salmon in the straight reach for (a) regulated 

topography and regulated winter flow (5.5 m3/s) (fully regulated), (b) unregulated topography and unregulated winter flow 

(5.5 m3/s) (fully unregulated), and (c) habitat availability by quality for the fully regulated and unregulated conditions. Right 

panels show overwintering habitat in the meandering reach for (d) the regulated topography and regulated winter flow (5 

m3/s), (e) the unregulated topography and unregulated winter flow (5 m3/s), and (f) the habitat availability by quality for the 

fully regulated and unregulated conditions. 



46 

 

 

 

 

Figure 2.10: Depth and velocity distributions for the fully regulated and fully unregulated conditions for fall and winter 

flows in (a-d) the straight reach and (e-h) the meandering reach. Probability density distributions for depth and velocity 

(solid lines) are shown on the primary y-axis and overlaid with the suitability curves for Chinook spawning and juvenile 

rearing (dashed lines) on the secondary y-axis. 

Discussion 

Actual Versus Synthetic Hydrographs 

Our results show that both the actual hydrographs, representative of the natural variability of flows, 

and the synthetic hydrographs, a single cycled representative hydrograph, produced similar 

morphologic patterns in each of our study reaches. Flume studies assessing the impact of cycled 

hydrograph shape and duration have found varying results; sometimes having little influence on 

bedform and channel characteristics (i.e. slope) (Nelson & Morgan, 2018; Wong & Parker, 2006), 

whereas other studies have found that hydrograph shape and duration had an impact on bed load flux 

(Mao, 2012; Redolfi et al., 2018) and channel morphology (Waters & Curran, 2015; Zhang et al., 

2020). Another study addressed the effect of flow order and found that changing the location of a 

uniform high-flow period within low flows resulted in similar bedform geometry (Nelson et al., 

2011). A morphodynamic modeling study looking at the effects of cycled hydrographs found that 

using a single, repeated, representative hydrograph produced aggradation and degradation volumes 

outside of the range produced by hydrographs representing variability in discharge (Huthoff et al., 

2010), but suggested the representative hydrograph may have been oversimplified by not including 

the full range of flows. Phillips et al. (2018) showed that, with a uniform grain size distribution, bed 

load flux from a variety of hydrograph shapes scaled with transport capacity, suggesting that 

maintaining transport capacity between hydrograph comparisons may provide more similar 

morphologic results. Many of these studies, also with uniform grainsize distributions, did not hold 
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transport capacity constant between their compared hydrographs, which may explain the variation in 

results. Therefore, the design of representative hydrographs should preserve physical properties of the 

hydrology, such as the peak discharge, transport capacity, and hydrograph shape that accurately 

represents the full probability of flows (Serinaldi & Grimaldi, 2011). There is likely complex 

feedback between transport capacity, grain size distributions, and bed morphology, which is not 

always considered in studies; here we used a single grain size, which may reduce the differences in 

morphology between our actual and synthetic hydrographs. The synthetic hydrographs presented in 

this paper accurately represented the full probability of flows present in the actual hydrographs and 

maintained the hydrograph shape, therefore producing similar final bed elevations and topographic 

features. Fully and accurately representing the high flows in this system was important because after 

equilibrium conditions the D50 only moved at the highest flows, which is similar to what has been 

observed in other meadow systems (Andrews, 1994; Maturana et al., 2014; McKean & Tonina, 2013).  

Regulated Versus Unregulated Flows: Morphological Differences  

The meandering reach model showed that regulated flows resulted in subdued topography, whereas 

unregulated flows formed pools that were larger in area, depth, volume, and frequency than the 

regulated scenarios. The current channel topography has adjusted to years of flow regulation with 

reduced magnitudes and durations of high flows that are needed to maintain pools and bars 

(MacWilliams et al., 2006; Sawyer et al., 2010). Our model results indicate that the river may have 

had more topographic variability, with deep pools and more pronounced bars prior to flow regulation. 

Increasing the occurrence of high flows in regulated rivers will not only improve topographic 

variability, but also has important ecological effects. The unregulated high flows help to create an 

active river bed, which can remove fines and clean spawning gravels (Milhous, 1998; Reiser et al., 

1989) and can break up armor layers (Parker & Klingeman, 1982; Ryan et al., 2005; Vericat et al., 

2006; Yager et al., 2015). 

Topographic differences between unregulated and regulated flows were more pronounced in the 

meandering reach, where pools and bars were already present, than in the straight reach. The 

occurrence of topographic steering (Whiting & Dietrich, 1991), flow convergence (MacWilliams et 

al., 2006; Thompson & Wohl, 2009), or a combination of such effects (Brown & Pasternack, 2014) 

likely helped to develop pools and bars in the meandering reach. Furthermore, restoration of flows 

may not regenerate and improve the morphology of highly altered reaches (Wohl et al., 2015) like the 

straight reach, where the existing channel conditions, such as channel width and variability in the 

topography, was not supportive of pool and bar development. 
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Regulated Versus Unregulated Flows: Habitat Differences  

Both regulated and unregulated models produced abundant spawning habitat for most scenarios, and 

changes in topography between the regulated and unregulated model outputs had very little effect on 

the availability of spawning habitat. The increased fall flows under the unregulated scenario had 

competing effects on the suitability of spawning habitat in the two channel types; spawning habitat 

was reduced in the straight reach and was increased in the meandering reach. However, the potential 

topographic induced changes in spawning habitat for regulated versus unregulated flows are relatively 

minimal and not as consequential as potential changes in juvenile overwintering habitat. 

Previous studies have shown that juvenile habitat, specifically overwintering habitat, is a limiting 

factor in the Lemhi River (Carmichael et al., 2020; Copeland et al., 2014). Contrary to our 

expectations of an increase in juvenile habitat quality due to changes in morphology caused by 

unregulated flows, in the meandering reach we only saw a 1% increase in overall habitat suitability 

between the fully regulated and fully unregulated scenarios. For all scenarios, the depth-averaged 

velocities were generally unsuitable for overwintering of juvenile Chinook salmon (Figure 2.10); 

therefore, no large increase in calculated habitat occurred. The 33% increase in pool frequency, 36% 

expansion in pool area, 92% growth in pool volume, and 54% increase in the maximum residual pool 

depths between the regulated and unregulated scenarios (Figure 2.7) did not affect the modeled 

habitat suitability in the meandering reach, but are nonetheless important habitat features, especially 

for juvenile salmonids. Diverse habitat with deep pools act as refugia from high velocities, create 

stable conditions during discharge changes, and increase the probability of overwintering survival for 

juvenile salmonids (Brown et al., 2011). Although juvenile fish can benefit from the lower velocities 

at the bottoms of these deeper pools (Favrot et al., 2018), this advantage is not recognized by the HHS 

scores due to their reliance on depth-averaged velocities. A study of microhabitat use in a similar 

stream found that Chinook parr disproportionally occupied the deepest water available during fall and 

winter rearing, specifically deep water areas greater than 1.15 m (Favrot et al., 2018). In the 

meandering reach, the streambed area with depths greater than 1.15 m increased from 1.7 m2 to 104.2 

m2 (6029% increase) between the regulated and unregulated topographies for the regulated fall flows 

(3.5 m3/s), and from 30.9 m2 to 145 m2 (372% increase) for the unregulated fall flows (6 m3/s), 

highlighting the relative importance of changes in topography versus flow. For regulated and 

unregulated winter flows (5 m3/s), the streambed area with depths greater than 1.15 m increased from 

13.0 m2 to 130.5 m2 (902% increase), resulting in a substantial increase in deep-water juvenile refugia 

from the regulated to unregulated topography, respectively.  
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Model Limitations 

Results from modeling studies like this have limitations based on the imposed modeling conditions. 

For example, our model does not allow for lateral migration, which is an important process for river 

evolution. We also used a median grain size-based sediment transport model, ignoring the potential 

effects of grain-size interactions, such as particle hiding and size-selective transport, that could result 

in errors in bedload predictions (Durafour et al., 2014). Using a full grain size distribution versus a 

single grain-size could have morphological effects due to spatial differences in critical shear stress, 

but our results based on a single grain-size should generally hold true. When modeling channel 

evolution with a full grain-size distribution and a single grain size Nelson et al., (2015) found 

minimal differences, but using a spatially constant roughness created bars with shorter wavelength 

and higher amplitude. However, accounting for a full grain-size distribution with smaller sediment 

may reduce the modeled depths and volumes of pools due to low-flow sand deposition in pools 

(Thompson et al., 1996). Including channel unit-based (e.g., riffle versus pool) grain-size information 

is also important in accurately predicting sediment transport, but may not be as important as the 

spatial variability in flow and shear stress (Monsalve et al., 2016), which was included in our models.  

However, our simulations also do not consider history-dependent critical shear stress values, which 

can impact subsequent bedload transport rates (Milhous, 1973; Reid et al., 1985; Turowski et al., 

2011). Without large flow events that mobilize the bed and break up granular resistance, channel 

stabilization can occur as the critical shear stress increases due to a preponderance of low and 

moderate flows (An et al., 2021; Masteller et al., 2019) that move grains into more stable positions or 

increase bed packing. Changes in bed structure can explain critical shear stress variations over time, 

which is not accounted for in our model. Inclusion of the dependence of critical shear stress on flow 

history might alter the results of our modelling. In particular, we could see larger differences between 

the regulated and unregulated results due to the larger, more frequent, peak flows in the unregulated 

hydrographs reducing the critical shear stresses and potentially resulting in more morphological 

changes over time. The interannual variability in flows in the actual hydrographs could also affect the 

critical shear stress and the order of the flows could be more important than we showed. Similarly, the 

synthetic hydrographs, with repeated annual high flows, might maintain a temporally constant critical 

shear stress, similar to what is assumed in our modelling. Furthermore, our estimation of sediment 

fluxes and predicted morphology may be inaccurate with respect to field conditions because of our 

use of a simplified model (i.e. using a single grain size for modeling changes to channel morphology 
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and the assumption of a temporally constant critical shear stress), but our results highlighting the 

main potential morphologic differences between regulated and unregulated flow. 

Management Implications 

Our results show that unregulated flows could create more complex habitat through scouring of larger 

pools and increased pool frequency than regulated flows. Instream restoration goals often include 

adding stream complexity by manually creating deep-pool habitat and bars. However, in regulated 

rivers, reintroduction of the highest flows may be an effective way to facilitate widespread restoration 

of subdued topography with minimal instream disturbance (Groll, 2017). We found that only the 

highest flows present in our reaches mobilized the D50 and resulted in meaningful morphologic 

changes. In the meandering reach, for the unregulated scenario, our models demonstrated that pools 

developed quickly, with much of the scour occurring during the first high flow, and with maximum 

pool depths attained after three high-flow years. Each of these high flows (larger than 17 m3/s) lasted 

only about one day each year. The actual timescale for morphological changes at other sites may 

differ from our modeled values, depending on local channel conditions, such as bed armoring, 

sediment supply, and the degree of size-selective transport. Although caveats exist, the results 

showing rapid development of deep large pools are promising for water management. 

Large disturbance events have the potential to produce large shifts in habitat (Reich & Lake, 2015). 

Consequently, keeping high flows from being diverted for human use during high-water years may be 

enough to improve juvenile habitat quality. However, full restoration of unregulated flows may not be 

necessary or beneficial for improving habitat. For example, Carmichael et al., (2020) modeled the 

bioenergetics of juvenile salmonids in multiple reaches of the Lemhi River and found that regulated 

flows produced more favorable conditions for juvenile growth than unregulated flows; although their 

work did not account for flow-related changes in topography, their study highlights the importance of 

slow water refugia during higher flow conditions. We also show that the impact of flow restoration on 

instream morphology is not enough to reduce high flow velocities during the winter period, which 

highlights the importance of lateral habitat reconnection and the potential addition of large wood to 

aid in velocity reduction if diversions were removed for extended periods of time.  

We assessed potential effects of unregulated flows on two reaches along the Lemhi River, but the 

effects of flow restoration would likely upscale to the entire river. As we showed, the effect of flow 

magnitude on habitat quality was limited, but the indirect effects of unregulated flows, such as the 

increase in pool characteristics, could have a large effect on juvenile habitat. Our results showed that 

channelized, highly-altered reaches may not improve with flow restoration but that less altered 
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reaches, like the meandering reach, have the potential to improve morphologically. To identify how 

much of the Lemhi River could exhibit improved habitat from restoration of unregulated flows, we 

calculated what portion of the river has similar topographic variability to the meandering reach. A 

previous study on the Lemhi River found that the small-scale wavelet power, depicting the 

topographic variability of the river thalweg, was representative of the pools and riffles along the river 

(Duffin et al., 2021). Based on the small-scale wavelet power of the meandering reach, we found that 

93% of the Lemhi River has similar or higher existing reach topographic variability. Those portions 

of the river represent areas with existing pools that are subdued from decades of flow regulation, 

while the remaining 7% of the river is composed of highly-altered reaches without existing pools. 

Although 93% of the river has similar topographic variability to the meandering reach, only 65% of 

the Lemhi River is meandering (sinuosity >1.2). Therefore, due to forced pools being associated with  

smaller radius of curvature (Lofthouse & Robert, 2008), those sinuous reaches may have a stronger 

morphologic response, similar to our meandering study reach, than the less sinuous reaches. The 

potential to improve juvenile overwintering habitat through temporary flow deregulation along this 

river by increasing channel complexity and increasing pool depths, area, volume, and frequency is 

likely much larger than the potential effects of local large instream habitat improvement projects (e.g., 

woody debris placement or channel realignment) because of the considerably larger extent of the river 

that can be affected by flow deregulation. Increases in deep-pool habitat could also improve the 

resiliency of the river to potential climate change stresses, such as reduced flows (Walters et al., 

2013), by providing consistent hydraulic and thermal refugia (Justice et al., 2017). This analysis 

highlights the possibility and benefits of a passive restoration approach, which leverages functional 

flows in restoring aquatic habitat not just at the reach scale but at the river segment and even higher 

scale. Many streams not only in the Pacific Northwest of the United State have similar characteristics 

of the Lemhi River such that our results could provide potential trends in similar system worldwide.  

Conclusion 

Hydromorphodynamic models can help to assess the effects of water management strategies on both 

stream hydraulics and morphology. Our analysis revealed the differences in reach topography, 

hydraulics, and habitat between regulated and unregulated flows applied over 60-year scenarios for an 

engineered, straightened, plane-bed reach and a more natural meandering reach. We tested a series of 

actual hydrographs that represent the natural annual variability of flow versus cycled (annually 

constant), representative, synthetic hydrographs. The actual and synthetic hydrographs after 60 years 

resulted in similar final modeled topographies for both reaches. The D50 was only mobile at the 

highest flows present in these reaches, and both the actual and synthetic hydrographs have the same 
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probability of high flows occurring for our flow scenarios. For these models, the sequence and annual 

variability of flows was not as important as the occurrence of the high flows.  Consequently, both 

hydrograph types produced similar topographic results.  

For the straight reach, we found that the plane-bed topography persisted for both regulated and 

unregulated flow scenarios. Spawning habitat quality in this reach did not improve from the 

negligible topographic changes but was negatively affected by higher fall flows for the unregulated 

conditions. Overwintering habitat for juvenile salmonids in the straight reach was essentially non-

existent for both the regulated and unregulated scenarios.  

The unregulated scenario in the meandering reach resulted in more spatially variable topography than 

occurred in the regulated flows, with a notable increase in pool depth, volume, and frequency. 

However, the change in the topography between the regulated and unregulated scenarios did not 

greatly affect the amount of available spawning habitat. Nor were there significant changes in the 

quality of overwintering habitat for juvenile salmonid but increases in pool depth and area from the 

unregulated flows likely had additional habitat benefits, including improved availability of fall and 

winter refugia for juvenile Chinook salmon.  

Increases the frequency and magnitude of high flows in regulated rivers, it may have the potential to 

scour subdued pools and build larger bars in regulated rivers. Temporarily restoring unregulated high 

flows may improve in-channel morphology where pools and bars are present but have limited effect 

in engineered straightened sections, which may need more intervention than hydrologic restoration 

alone. Restoration of selected functional flows that can mobilize the median grain size may provide 

effective benefits for a passive stream restoration approach, where the high flows can restore subdued 

topography. Our modeling shows that pool and bar restoration can occur quickly within days and the 

process may occur at spatial scales much larger than the typical single reach scale of most active river 

restoration projects. This suggests that short period of high flows, for instance during a wet year, may 

have noticeable ecological benefits.  

Rivers exhibit complex responses between hydrology, topography, and habitat. Consequently, the use 

of morphodynamic models (which capture linked changes in hydraulics, sediment transport, and 

channel morphology) can be a powerful tool to help water managers make informed decisions for the 

greatest benefit to the ecological function of rivers. 
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Chapter 3:  Mapping salmon rearing carrying capacity at the riverscape: 

The role of fish size, multi-life stage interaction, and fish behavior 

Authors: Jenna Duffin, Daniele Tonina, Elowyn M. Yager, Brian Kennedy, Rohan Benjankar, Ernest 

Keeley 

Abstract 

Most ecohydraulic modeling combines biological criteria of habitat suitability, bioenergetics, or 

individual based modeling) with stream hydraulics at the reach scales, providing partial and limited 

information to understand habitat use of highly mobile organisms such as fish. This limited spatial 

scale constrains our understanding of habitat quality and selection, which are spatially and temporally 

variable due to flow, temperature, food, and bathymetric variations. In this study, we develop a 

riverscape ecohydraulic model, by linking a two-dimensional hydraulic model with a bioenergetic 

model, and a habitat suitability index (HSI) based model to quantify spawning and rearing habitat 

quality for Chinook salmon (Oncorhynchus tshawytscha) along 106 km-long segment of the Lemhi 

River (Idaho, USA). We determine the spatial variations in energy dependent juvenile carrying 

capacity, when constrained by fish space requirements and growth potential, at the microscale across 

an entire river length. We found that when accounting for fish territorial behavior, increasing food 

availability from the field-observed average availability had negligible effect on carrying capacity, 

but decreasing food negatively affected the carrying capacity. Habitat quality for each juvenile life 

stages varies along the river and often increases with fish size as they can access habitat with faster 

flows, but this positive effect is mitigated when accounting for territory size. We show that stream 

temperature was inversely related to carrying capacity, but temperature, food, and fish size effects 

were all modulated by local flow hydraulics. We also found that spawning redd locations were related 

to, not only on spawning habitat quality, but also the presence of good juvenile habitat. Our results at 

the riverscape highlight the role of drift concentration, temperature, fish size, fish behavior, and 

multi-life-stage effects, when interpreting habitat quality and carrying capacity. 

Introduction 

As human demands for water resources increase, anadromous fish populations are at continued risk of 

decline and extirpation (Gustafson et al., 2007; Honea et al., 2016). Habitat alteration and 

fragmentation are considered some of the key reasons for reductions in salmonid populations 

(Gregory & Bisson, 1997), highlighting the importance of freshwater habitat quantification and 

restoration to limit the pressure on populations. Although the value of accessible high-quality habitat 
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is understood, the combination of stream characteristics that affects habitat quality remains an area of 

active research. Measures of salmonid habitat quality are often linked to physical characteristics of 

rivers, such as depth and velocity (Bovee, 1982), substrate (Kondolf & Wolman, 1993), water-surface 

slope (Benjankar et al., 2016), morphology (Hanrahan, 2007), habitat patch size (Carnie et al., 2016) 

and connectivity between patches (Isaak et al., 2007). Although habitat quality is often characterized 

by local features such as depth, width, velocity, and cover, some studies have found those metrics to 

be of minor importance in habitat selection (Isaak et al., 2007). Complementary habitats have also 

been shown to be important, with studies finding a relation between the proximity of feeding, resting, 

and spawning areas to redd locations (Le Pichon et al., 2006; 2009), or higher juvenile densities in 

locations with shorter distances to spawning habitat (Flitcroft et al., 2012). These studies highlight a 

need to consider the value of a compilation of multiple, well-connected habitat types to overall 

measures of habitat quality. However, habitat quality is most often quantified through habitat 

suitability curves created through correlative statistics that connect variables such as depth, velocity, 

and substrate to observed habitat use (Bovee, 1982; Shirvell, 1989). Such metrics of habitat suitability 

have been criticized for assuming habitat use is an indicator of preference, while also sometimes only 

assessing a limited range of conditions present in rivers (Roloff & Kernohan, 1999). The development 

of habitat suitability curves also assumes that habitat preference is related to increased fitness across 

sometimes broad size ranges (Garshelis, 2000) and, based on these limitations, lacks clear ecological 

interpretation (Hayes et al., 2016).  

Alternatively, process-based models that incorporate more biological criteria such as behavior-based 

individual-based modeling (Railsback, 2016), statistical growth models (Crozier et al., 2010), and 

energy profitability modeling through bioenergetics (e.g., foraging models, Jenkins & Keeley, 2010; 

Naman et al., 2020; Urabe et al., 2010) resolve some of these issues. Drift-feeding bioenergetics 

models are based on the assumption that invertebrate drift foraging fish select habitat to maximize 

energy gain and growth and are based on estimating net energy intake (NEI), or the balance between 

minimizing energy expenditure of factors such as metabolic and swimming costs, while maximizing 

energy gains from food intake. These models can account for spatial variations in food or drift, which 

is often considered a limiting factor for fish in rivers (Chapman, 1966; Poff & Huryn, 1998), and 

differences in drift can have large effects on NEI and growth predictions (Chipps & Wahl, 2008; 

Dodrill et al., 2016). Stream temperatures are included in bioenergetic modeling to account for 

temperature-driven variations in energy expenditures, food intake, and growth rates (Benjamin et al., 

2012; Myrvold & Kennedy, 2018; Reeder et al., 2021). Habitat suitability defined by bioenergetics 

modeling better predicts fish growth and density than habitat suitability curves (Naman et al., 2019), 
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although more model validation linking habitat quality to fish use is needed (Hayes et al., 2016). 

Bioenergetics models can provide important information on the suitability of habitat by accounting 

for foraging, but do not account for density-dependent processes, such as juvenile growth and 

recruitment, that are included in more complex individual-based models (Harvey & Railsback, 2013). 

Large-scale application of fish habitat models depend on accurate morphologic and hydraulic 

information to assess habitat at a scale relevant to fish (Escobar-Arias & Pasternack, 2010; Kammel 

et al., 2016). The models rely on coupled high-resolution bathymetric data and hydraulic modeling 

data. Consequently, access to large-scale high-resolution data often limits the scope of these models 

to the reach scale (Booker et al., 2004; Hayes et al., 2007). However, to understand the spatial 

dynamics of habitat quality for highly mobile animal populations such as salmon and trout, a 

continuous riverscape view of habitat is needed (Fausch et al., 2002). Recent advancements in remote 

sensing have increased access to broad-scale bathymetric topography (Dietrich, 2017; Tonina et al., 

2019) that can be coupled with numerical flow modeling to allow for broader scale studies of habitat 

availability. 

Analyzing the spatial distribution of habitat characteristics over tens of kilometers of river would 

advance our understanding of the interaction among habitat types, habitat quality, and how fish use 

the available habitat. This also allows for the quantification of the potential carrying capacity and 

identification of habitat bottlenecks that is especially important when evaluating human disturbances 

and addressing the potential outcomes of river restoration projects. Based on NEI values from 

bioenergetics modeling, carrying capacity estimates better predict fish densities than habitat 

suitability (Wall et al., 2016). Within the bioenergetic framework, habitat quality and fish carrying 

capacity depend on flow hydraulics, food availability, water temperature, fish size, and potential fish 

growth, whose effects have not been well constrained at the riverscape. Thus, our goal is to 

understand the role of stream water temperature, juvenile fish size, food availability, and fish 

behavior on carrying capacity. Following the works of Jenkins and Keeley (2010) and Carmichael et 

al., (2020), we propose a juvenile size-dependent definition of stream carrying capacity based on 

available net energy and the energy required for growth. 

In this study, we develop two habitat models at the riverscape by coupling two-dimensional surface 

hydraulics either with a bioenergetic model or with an HSI-based model. We apply the models to 

quantify Chinook salmon (Oncorhynchus tshawytscha) juvenile carrying capacity and habitat quality 

throughout the entire 106 km-long Lemhi River in central Idaho, USA. In addition to a bioenergetic 

estimate of habitat quality we also apply estimates of space requirements for juvenile salmonids to 
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account for aggressive or territorial defense of space by rearing Chinook salmon. In doing so, we 

define an effective carrying capacity which is constrained by the territory size needed for fish of a 

given size (Grant & Kramer, 1990). We vary the inputs of drift concentration, temperature, and fish 

size to address their effects on carrying capcity throughout the study system. To build on our current 

understanding of habitat quality and the relations between spawning and juvenile habitat, we also 

examine the role of spawning and juvenile habitat quality on redd site selection. 

Methods 

Study Area  

Our study focuses on a 106 km-long segment of the gravel-bedded Lemhi River, in east-central Idaho, 

USA, that drains a 3300 km2 basin before flowing into the Salmon River (Figure 3.1). It has an 

average bankfull width of ~15 m and bed slopes ranging from 0.001 to 0.01 m/m. Like many rivers in 

the western United States, the Lemhi River has a history of human alterations, mainly through 

channel simplification, channelization, and floodplain narrowing from agriculture, roads, and other 

human infrastructure. Currently the first 52 km of the river, the upper section, generally meanders 

through agricultural and ranching lands and the lower section is more channelized with less sinuosity, 

less lateral connectivity, and fewer side channels. This basin provides important spawning and rearing 

habitat for culturally and ecologically important endangered fish species including Chinook salmon 

(NMFS, 2019). 
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Figure 3.1: Site map (a) showing the location of the Lemhi River in central Idaho, USA. Examples of reaches from the (b) 

upper Lemhi River and (c) lower Lemhi River are also shown overlaid with the areas that have the potential to provide 

100% and 80% of maximum ration, and 0% growth or maintenance ration for median-size juvenile Chinook salmon with 

average drift concentration, average August temperatures and fall base-flow conditions. 

Topographic and Hydraulic Data 

Airborne bathymetric LiDAR was collected at low flow, with high water clarity conditions along the 

Lemhi River in October 2013 (McKean et al., 2009) and a 1-m resolution digital elevation model 

(DEM) was produced, representing the channel bed and the surrounding floodplain and valley. Using 

the LiDAR DEM, a multi-reach, 1-m resolution, 2D hydraulic model was created in MIKE 21 for the 

whole mainstem Lemhi River (Tonina et al., 2020). The model was calibrated to reduce the error 

between modeled and measured water-surface elevations and flow velocities with a spatially constant 

roughness value (Manning’s n = 0.025 s/m1/3) and lateral eddy viscosity (0.15 m2/s). Depths and flow 

velocities were calculated with the calibrated model for several different discharge scenarios. The 2D 

hydraulic model was split into eight reaches based on differences in discharges along the river due to 

discharge increases from tributary inputs and decrease from irrigation withdrawals. To represent the 

base-flow and fall spawning flows, we used modeled flow depths and velocities during August and 

September in 1 km reaches. (Figure 3.2). 
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Figure 3.2: Chinook salmon spawning and juvenile hydraulic habitat suitability summarized in 1km reaches along the Lemhi 

River for a fall/ base-flow discharge scenario shown by the grey area. 

Habitat Analysis: Suitability Indices 

To quantify Chinook salmon spawning and juvenile rearing habitat along the Lemhi River, we 

calculated the suitability of each model cell using Chinook salmon habitat suitability curves for flow 

depth and velocity developed for the Upper Salmon Basin (Maret et al., 2005) (see Appendix C for 

curves). For spawning and juvenile life stages, the cell suitability index (CSI), based on the geometric 

mean of the depth and velocity suitability, was calculated for each 1-m model cell for the fall flows. 

For each 1 km reach of the river, we then calculated reach-based hydraulic habitat suitability (HHS) 

as 

HHS =
∑ 𝐴𝑖∙𝐶𝑆𝐼𝑖

𝑛
𝑖=1

∑ Ai
n
i=1

          Equation 3.1 

where Ai is the area of each cell (1 m2) for each life stage.  

Habitat Analysis: Bioenergetics Modeling  

Juvenile habitat along the Lemhi River was also assessed through energy profitability using 

bioenergetics modeling. To determine energy profitability in terms of the net rate of energy intake 

(NREI), we used the BioenergeticHSC software to quantify the available energy for juvenile Chinook 

growth (Naman et al., 2020). The software calculates a cell-based NREI for drift-feeding juvenile fish 

independently from the adjacent cells, because the dimension of each cell is larger than the fish prey 

detection radius. The in-cell information, such as food abundance, water temperature, flow depth, and 

flow velocity fully characterize the feeding environment as homogenous for each feeding position. 

The drift-foraging bioenergetics model uses these stream conditions to calculate a cell-based NREI 

for drift feeding juvenile fish of different sizes. NREI is calculated based on the balance between 
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energy acquired from feeding and energy expended from swimming and maneuvering to capture prey 

and digesting it. For all model runs, we used a swimming cost model for Chinook salmon (Trudel & 

Welch, 2005) that accounted for fish size, nose velocity (at the cell scale), and temperature, as well 

as, increased energy expenditure of unsteady swimming through turbulence adjustment (Enders et al., 

2003). We selected a constant energy assimilation of 0.7 to account for energy losses from digestive 

metabolic processes (Elliott, 1982). We selected a constant energy assimilation rate instead of a more 

complex model that varies with fish size, temperature, and consumption (Stewart & Lbarra, 1991). 

The complex models include a consumption cap based on maximum daily ration for single fish and 

we were interested in the total amount of energy available for multiple fish. For each run, we input 

the fork length and mass of the juvenile fish of interest, drift concentration data, and water 

temperature (see following sections for details). Using the batch processing function, we ran the 

model for depth and velocities for each 1 m2 cell for the entire mainstem Lemhi River. We ran the 

model multiple times to assess the effects of fish size, drift concentration, and temperature. 

For each cell, the model quantifies NREI in J/s. Therefore, to account for the energy intake of a fish 

over a day, we converted NREI to daily net energy intake, DNEI (J/day). By assuming that fish may 

forage for on average 8 hours a day, we calculated DNEI = NREI (J/s) •3600 (s/hr) • 8 (hr). We 

leveraged the empirically derived equations of Elliott (1976), modified by Jenkins and Keeley (2010), 

to approximate the energy needed to support 100% (maximum ration), 80%, and 0% (maintenance 

ration) growth through growth rations, GR (J/day): 

𝐺𝑅 = 0.58 × 18.58 × 𝑎𝑀𝑓𝑖𝑠ℎ
𝑏1𝑒𝑏2×𝑇         Equation 3.2 

where 18.58 is a constant that converts mass to joules, 0.58 is the energy assimilation fraction (Elliott, 

1976), Mfish is the fish mass (g), T is the stream water temperature (°C), and a, b1, and b2 are constants 

depending on growth ration (see Appendix C for constant values). The growth rations quantify the 

amount of energy needed to support juvenile fish growth for a fish of a given size, with maintenance 

growth ration representing the minimum energy needed to support a fish without growth and 

maximum growth ration representing the energy needed to provide the highest growth potential for a 

fish at a given temperature. Similar to Carmichael et al., (2020), we then calculated the available 

energy ratio (AE), defined as the ratio of DNEI to GR, to represent the energy available for each 

growth ration for each modeled cell. An AE = 1 represented a cell with enough energy to support 1 

fish at that growth ration, while values <1 represented reduced growth potential, and values >1 

provided more energy than needed by one fish at the specified growth ration.  
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We quantified carrying capacity for each 1 km reach by summing all AE values 1 in the reach and 

dividing by the reach area, resulting in a total carrying capacity (TCC) in fish/m2. We also considered 

the territorial behavior of Chinook salmon and calculated an effective carrying capacity (ECC) by 

capping the number of individual fish a cell could support. The territorial area is a function of fish 

size; thus, a larger fish requires a larger stream area than smaller fish. We use the equation from Grant 

and Kramer (1990) to calculate space requirement based on territory size of juvenile salmon: 

log10 𝑇𝑠 = 2.61 log10 𝐹𝑙 − 2.83,        Equation 3.3 

where Ts is the territory size (m2), and Fl is the fish fork length (cm). 

In addition to estimating juvenile rearing capacity, we also estimated number of emergent fry, based 

on the average annual number of redds in the Lemhi River, we calculated the potential number of 

emergent fry and parr or pre-smolts we could expect annually in this stream. To quantify the number 

of theoretical juveniles, we multiplied the average number of redds/year/km by an estimated 5400 

eggs (Quinn, 2018). We then multiplied by either an estimated egg-to-fry survival rate of 0.6 

(McMichael et al., 2005; Roni et al., 2008) or an egg-to-parr/pre-smolt survival rate of 0.04 

(Bradford, 1995; Reeder et al., 2021; Zimmerman et al., 2015). Our proposed ECC definition also 

allowed us to predict the maximum number of juvenile fish of a given size that the system can 

support at a specific growth ration and from that we can calculate the number of redds the system can 

support by back calculating the number of eggs and redds needed to produce the maximum number of 

juveniles. Comparing the number juveniles the current habitat can support to the number of theoretic 

juveniles present, allowed us to determine if the system is mainly limited by returning spawners or by 

available juvenile habitat.  

Juvenile Fork Length and Mass 

We used fish size data, the fork length (Fl) and mass (Mfish), for juvenile Chinook salmon throughout 

the Lemhi River summarized from the Integrated Status Effectiveness Monitoring Program (ISEMP) 

and originally gathered by Carmichael et al. (2020). These data, collected from rotary screw traps and 

electrofishing mark-recapture studies, were comprised of length and mass for juvenile parr and pre-

smolts before overwintering and spring migration. From these data, a regression model (modified 

from Carmichael et al., 2020) was created to quantify the relation between fork length and mass,  

log10 𝑀𝑓𝑖𝑠ℎ = 3.18 ×  log10 𝐹𝑙 − 5.24 ,       Equation 3.4 

where Mfish, is in grams, and Fl is in mm (see Appendix C). Based on the ISEMP data, we selected 

three fork lengths, which represent three stages for sub-yearling or potentially yearling Chinook 
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salmon: a fry of 40 mm length, an averaged parr of 75 mm length and a large parr or presmolt of 102 

mm, for the bioenergetics model. The 75 mm and 102 mm sizes represent the 50th and 90th percentile 

of measured fork length, respectively. Each of these fork lengths were modeled with average drift 

concentration and average August temperatures along the Lemhi River. 

Temperature 

We obtained average August stream temperatures for 1 km reaches along the Lemhi River from the 

NorWeST database (Isaak et al., 2017). For the Lemhi River, the average August temperatures vary 

from 10.21 °C in the upper reaches of the Lemhi River to 16.58 °C at the confluence with the Salmon 

River. We used the bioenergetics model to calculate carrying capacity values based on four 

temperature scenarios: a variable scenario where temperature varied downstream based on the 

NorWeST data, and three constant scenarios, 10.21 °C, 13 °C, and 16.58 °C, representing the 

minimum average August temperature, an intermediate recommended temperature for Chinook 

salmon rearing (Richter & Kolmes, 2005), and the maximum average August temperature, 

respectively. Each temperature scenario was assessed with the average drift concentration for the 

median fork-length juvenile salmonid.  

Drift Concentration  

Food availability for juvenile salmon was quantified from drifting invertebrate count data collected 

from 12 sites on the Lemhi River by the Columbia Habitat Monitoring Program (CHaMP, 2014). A 

total of 18 samples were collected from 2011 to 2015 distributed along the entire length of the Lemhi 

River. Each sample consisted of counts and lengths of drifting invertebrates captured over two hours 

by two nets placed near the thalweg of the river along with the average measured flow velocity at the 

sample site. For each sample, we binned the invertebrate count data by lengths into 3 mm length bins 

and calculated the drift concentration (DC) within each bin as the number of invertebrates (Np) 

divided by the volume of water. Water volume passing through the net was calculated by multiplying 

the area of the net opening (An) by the average flow velocity (v) and the sampling time (Δt), that the 

nets were filtering water during sampling (DC=Np /(An v Δt)).  

To test the effect that total drift concentration had on carrying capacity, we ran the model for multiple 

DC scenarios. We used the size class concentrations from the sample with the lowest total DC and 

highest total DC (based on the DC used in Carmichael et al., 2020), and an average of all samples 

(averaged for each invertebrate size class) (Table 3.1). Some studies show that drift concentration is 

related to flow velocity (Kennedy et al., 2014; Stark et al., 2002) and, based on the 18 samples, we 

found a negative relation between total DC (sum of all size classes within sample) and flow velocity 
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(Figure 3.3). There is scatter and uncertainty around this relation (R2=0.49) but based on this general 

trend, we used the regression to calculate the total DC for six velocity ranges. We then calculated the 

drift concentration for each size-class bin based on the average proportion of drift in each bin (Table 

3.1). Therefore, we ran a bioenergetics model where DC spatially varied with flow velocity within the 

range of discharges when drift was collected. The effects of the differences in drift concentration 

were modeled for the median juvenile fish size and average August temperature along the river. 

Table 3.1: Drift Concentration (DC, number of prey/m3) by prey class bins for four drift concentration scenarios (low, 

average, high, and variable by the velocity bins shown) used as inputs in the bioenergetics model. 

Size 

Class 

Low 

DC 

Average 

DC 

High 

DC 

 

Variable DC 

0-0.25  0.25-

0.35  

0.35-

0.45  

0.45-

0.55  

0.55-

0.65  

>0.65 

0 to 3 

mm 

0.2421 0.6984 2.004 1.3896 1.2512 0.9743 0.6974 0.4206 0.2268 

3 to 6 

mm 

0.1688 0.4918 0.9442 0.9786 0.8811 0.6861 0.4912 0.2962 0.1597 

6 to 9 

mm 

0.0216 0.0513 0.0856 0.1022 0.0920 0.0716 0.0513 0.0309 0.0167 

9 to 12 

mm 

0.0027 0.0089 0.0054 0.0177 0.0159 0.0124 0.0089 0.0053 0.0029 

12 to 15 

mm 

0.0016 0.0011 0.0000 0.0023 0.0021 0.0016 0.0011 0.0007 0.0004 

 
Figure 3.3: Total drift concentration compared to average velocity at the sample site, fit with a linear regression: drift 

concentration = -4.96 * velocity + 3.73, with an R2 = 0.49 and p-value < 0.01. 

Redd Analysis 

Chinook salmon spawning sites or redd locations were compiled from ground and aerial surveys 

(collected by the United States Forest Service and Idaho Department of Fish and Game) between 

1999 and 2018. The georeferenced coordinates of redd locations had large uncertainty, from few to 

tens of meters. Thus, redd locations with uncertainty less than 30 m were snapped to the closest 
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location along the channel centerline, and redd locations with larger global position errors were 

deleted, leaving 1959 viable redd locations.  

To test if habitat suitability or estimated juvenile carrying capacity influenced redd locations, we 

compared the habitat metrics between redd locations and the same number of randomly selected 

locations along the river centerline. For spawning and juvenile HHS and 100% and 0% growth TCC 

and ECC for 40 mm juvenile fish (with average drift concentration and variable temperature), we 

calculated each habitat metric for 100 m reaches around each redd location (50 m upstream and 50 m 

downstream) and for 100 m reaches around randomly selected locations. This 100 m buffer (+/- 50 

m) around each location accounted for the uncertainty in the original redd location along the river 

centerline. Distributions of each habitat metric were compared between the redd locations and 

random locations using a two-sample Kolmogorov–Smirnov nonparametric statistical test (α=0.05). 

We ran these tests for three sections of the river: the whole river, the upper 52 km section of the river, 

and the upper 23 km of the river to account for other variables leading to habitat avoidance (almost no 

redds were present below 52 km, thus other differences in the upstream and downstream areas (e.g., 

human influence, temperature) might affect the results). The high-quality juvenile habitat and the 

majority of the redds were above 23 km. Therefore, running this test in just this area allowed us to 

determine the strength of this spatial relation when the juvenile habitat is abundant.  

Results 

Hydraulic Habitat Suitability Modeling 

Based on habitat suitability indexes for depth and velocity, Chinook salmon spawning habitat for fall 

flows was generally abundant throughout the Lemhi River (Figure 3.2). The spawning habitat quality 

in the uppermost 5 km was more limited, but the average reach-scale spawning suitability for the 

entire Lemhi River was still high (HHS = 0.65). The Lemhi River was more limited by availability 

and quality of juvenile habitat, with an average reach-scale fall juvenile HHS of 0.22 (Figure 3.2). 

The HHS values were based on the local hydraulics (depth and flow velocity), highlighting areas with 

non-suitable hydraulics for spawning and juvenile rearing.  

Hydraulic Effects on Juvenile Habitat 

The downstream trend of decreasing juvenile HSI was similar to that of the bioenergetics-based 

carrying capacity. Generally, juvenile carrying capacity was highest in the upper reaches of the Lemhi 

River, lowest in the middle reaches, and moderate in the lower section of the Lemhi River. For 

juvenile HHS and carrying capacity, the upper 50 km of the river had generally more suitable 

hydraulics than the lower reaches of the river, and the middle reaches from around 50 to 70 km were 
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very limited by the hydraulics, where the river was straightened and confined. Due to the limiting 

nature of inadequate hydraulics (specifically velocity) juvenile HSI and carrying capacity results 

show similar longitudinal trends, but the bioenergetics accounted for variables affecting the energy 

profitability of the stream for juvenile fish and therefore better constrained the habitat quality for 

juvenile salmonids.  

Bioenergetics Modeling: Effects of Drift Concentration 

The bioenergetic-based total carrying capacity, TCC, varied greatly depending on the amount of food 

available (Figure 3.4). The effect of drift concentration was largest in the upper Lemhi River, which 

had the highest potential habitat, and lowest in the reaches that had limited carrying capacity. When 

drift concentration was low, there was less variation in TCC throughout the river; for this case, drift 

became the limiting factor for juvenile growth and other variables controlling TCC (e.g., hydraulics 

and temperature) became less important. As drift values increased, TCC became more variable 

throughout the river, and no longer the limiting habitat factor, reflecting the importance of other 

variables controlling TCC.  

When we accounted for space requirement based on territory size (density dependent behavior) of 

juvenile Chinook was considered, the effects of drift concentration decreased for 0% (maintenance 

ration) and 80% growth (80% of the maximum ration); the ECC for high, average, and variable drift 

concentration provided similar ECC values, closer to the low-drift concentration ECC. For many 

model cells, the TCC calculated from all drift densities were higher than the number of median-size 

juvenile fish that could be present based on territory size limits and capping the carrying capacity to 

the total number of fish based on territory size (e.g., 3.52 fish/m2, for median-size fish, 75 mm) 

reduced the carrying capacity. Therefore, when accounting for territory size, if food availability was 

above the field-measured low, drift concentration did not limit the ECC for 0% and 80% growth 

rations. Maximum, 100%, growth TCC and ECC were more limited in the system in general and 

when drift concentration was low, 100% growth potential was essentially nonexistent throughout 

most of the Lemhi River. For all drift concentration scenarios, capping the 100% growth carrying 

capacity based on territory size did not greatly affect ECC because the TCC in most cells was lower 

than the maximum number of fish per cell. For the 75mm fish size class, a maintenance ration 

predicting 0% growth, the average difference, across the entire river, between the TCC for high and 

low drift concentration was 4.73 fish/m2 and between the ECC was 0.66 fish/m2; whereas for 100% 

growth, the average difference between the high and low drift concentration was 0.31 fish/m2 for both 
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TCC and ECC. Increasing food availability would increase the 100% growth potential of juvenile 

salmonids until the TCC exceeds the territory size for Chinook salmon.  

 
Figure 3.4: Carrying capacity for median-size fork length (75 mm) with variable average August temperature for four drift 

concentration (DC) scenarios: variable by velocity, high, average, and low drift. The carrying capacity by drift concentration 

are shown for (a) 0% and 80% growth rations for total carrying capacity, (b) 0% and 80% growth rations for effective 

carrying capacity accounting for territory size, (c) 100% growth for total carrying capacity, and (d) 100% growth effective 

carrying capacity. Each plot also shows, in grey lines, the average total and effective carrying capacity of a less impacted 

river, Bear Valley Creek, ID, U.S.A., for the different growth rations (see discussion for more details). Locations of example 

reaches 11 (blue) and 55 (orange) are shown on the x-axis (see Figure 3.8). 

The low and high drift concentrations provided a general range of potential TCC and ECC when drift 

was held constant throughout the river. Spatial and temporal variability in food availability would 

affect the local carrying capacity. Therefore, we also tested the effect of the flow-dependent variable 

drift concentration, which in our case decreased with higher flow velocity, on carrying capacity. 

These carrying capacity results were similar to and higher than those for our high drift concentration. 

The amount of energy or food received by a feeding fish is a function of both DC and local v, such 
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that the drift flux is FDC=DC v. Our variable drift concentration scenario showed DC decreases with 

velocity, which may penalize TCC in cells with high velocities, as those locations also require more 

energy to swim, while stream areas with low velocities may see similar FDC as the higher velocity 

areas because the lower velocities are compensated by high DC.  

Bioenergetics Modeling: Temperature Effects 

Temperatures varied widely along the length of the Lemhi River, and the carrying capacity results 

from the multiple constant temperature runs demonstrated the importance of temperature on habitat 

(Figure 3.5). The average difference in TCC, for 75 mm fork length fish, between the minimum 

average August stream temperature and the maximum average August stream temperature was 3.42 

fish/m2 for 0% growth and 0.43 fish/m2 for 100% growth. The 0% ECC values for all temperature 

scenarios were similar and the average difference in ECC between the average minimum temperature 

and maximum temperature was 0.23 fish/m2, whereas for 100% growth the average difference in 

ECC was 0.42 fish/m2. When space requirements limited carrying capacity, the 0% growth ECC was 

similar for all temperatures, whereas 100% and 80% growth habitat still varied throughout the Lemhi 

River because the TCC values were generally below the threshold for territory size. Hence, when 

accounting for fish behavior, temperature had less influence on the amount of 0% growth ECC, but 

still had large effects on the ECC of 100% and 80% growth potential. Overall, temperature effects 

were strongest in the upper reaches of the river where the habitat is currently generally good, and 

lowest in the middle reaches between 50 and 65 km downstream, where the habitat was poor because 

the river was more channelized and highly confined producing higher unsuitable velocities. The 

average August temperatures were variable throughout the river, and the general decrease in TCC 

moving downstream is due to the increase in stream temperatures moving downstream and changes in 

hydraulics.  
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Figure 3.5: Carrying capacity for median size fork length (7.5cm) with average drift concentration for four temperature 

scenarios: variable temperature by 1 km reach, constant maximum average August temperature (16.58°), constant 13°, and 

constant minimum average August temperature (10.21°). The carrying capacity values for different temperature are shown 

for (a) 0% and 80% growth ration for total carrying capacity, (b) 0% and 80% growth ration for effective carrying capacity 

accounting for territory size, (c) 100% growth for total carrying capacity, and (d) 100% growth effective carrying capacity. 

Locations of example reaches 11 (blue) and 55 (orange) are shown on the x-axis (see Figure 3.8). 

Bioenergetics Modeling: Juvenile Size Effects 

For 0% and 80% growth potential, TCC was highest for the largest size-class juvenile and lowest for 

the smallest size-class because of increased swimming ability of larger fish at higher current 

velocities and the ability to consume larger drift sizes. However, when fish behavior was accounted 

for through territory size, this relation flipped and there was higher ECC for smaller than larger fish in 

the upper Lemhi River (Figure 3.6). As territory size is a function of body size, there is a larger 

decrease in effective carrying capacity for larger fish than for smaller fish. The average difference 
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between the 0% growth for 102 mm and 40 mm fork lengths was 6.26 fish/m2 for TCC and -0.81 

fish/m2 for ECC. The uppermost reaches could support more small fish and fewer large fish when 

space requirements of each juvenile size were accounted for (Figure 3.6). This relation was only 

present in the upper Lemhi River where there was more abundant juvenile habitat and most of the 

lower Lemhi River had limited ECC for all fork lengths. For 40 mm fork lengths, 100% growth TCC 

and ECC were only non-zero in the upper Lemhi River, but habitat throughout the lower reaches of 

the Lemhi River would be available for 100% growth once the fish increased in size. For all fish sizes 

throughout the river, 100% growth ECC was similar to TCC because the cell based carrying capacity 

rarely exceeded the territory cap on carrying capacity. The average difference between 100% growth 

for 102 mm and 40 mm fork lengths was 0.41 fish/m2 for TCC and 0.31 fish/m2 for ECC.  

 

 
Figure 3.6: Estimated carrying capacity of juvenile Chinook salmon based on average drift concentration with variable 

average August temperature for three fish sizes: 40 mm, 75 mm, and 102 mm. The carrying capacities by fork length are 
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shown for (a) 0% and 80% growth for potential total carrying capacity (TCC), (b) 0% and 80% growth for effective carrying 

capacity (ECC) accounting for territory size, (c) 100% growth for total carrying capacity, and (d) 100% growth effective 

carrying capacity. Plots are also overlaid with average annual redd density by kilometer. Locations of example reaches 11 

(blue) and 55 (orange) are shown on the x-axis (see Figure 3.8). 

In the upper reaches of the Lemhi River, more potential area for growth for all fish sizes was 

available, and we also saw the highest densities of redds (Figure 3.6). Redds were clustered in the 

upper reaches with access to high growth potential habitat for emergent fry, as well as habitat for 

further life stages. All habitat downstream of the redds was available to fry, whereas habitat upstream 

of redds would not be accessible to small fish who cannot swim against current. This limited the 

access to the highest quality, 100% growth, habitat to the fry hatched within the first few kilometers 

of the river. Redds, and their subsequent fry, located downstream of this 40 mm fork-length 100% 

growth habitat, will only have access to habitat of 80% or lower growth potential. 

To assess the availability of existing juvenile habitat, we compared the potential number of emergent 

fry and parr from the known redds to the cumulative effective carrying capacity in total fish/km 

(Figure 3.7). We found that the system can currently support the potential annual population of 

emergent fry (352,440 fry) at a growth ration of 80%, but not at 100% growth (could only support 

10,570 fry), whereas the system could support the potential parr/pre-smolt population (23,496 

parr/pre-smolt) at all growth rations throughout the river. The juvenile habitat with the highest growth 

potential is clustered in the upper Lemhi River, and the redds must also be located in these areas for 

emergent fry to have access to high quality habitat. The cumulative ECC lines with magnitudes 

higher than the potential fry and parr values (Figure 3.7 b and c) showed the prospective number of 

juvenile salmonids that the river could support, for example at 80% growth ration, the current river 

could support ~920,000 fry, ~1,650,000 parr or ~960,000 pre-smolts.  

Bioenergetics Modeling: Reach Comparison 

Carrying capacity varied along the length of the river, with the upper sections of the river having the 

highest overall TCC and ECC, a middle section with overall lowest TCC and ECC, and the lower 

reaches having moderate TCC and ECC values. By comparing two reaches, reach 11 and 55, along 

the river we addressed the differences in carrying capacity values (Figure 3.8). Reach 11, a natural 

upstream reach, had a sinuosity of 2.2, slope of 0.004 and average stream velocity of 0.44 m/s; 

whereas reach 55, in the middle confined and highly altered section, had a sinuosity of 1.1, slope of 

0.008, and average stream velocity of 0.98 m/s. In all scenarios, reach 11 had higher 0% and 100% 

growth TCC and ECC values than reach 55. Reach 11 also had larger ranges of carrying capacity 

between 0% and 100% growth than reach 55, showing more space for potential moderate growth 
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habitat between these growth rates. Between the different drift concentration, temperature, and fork-

length scenarios, reach 11 has larger variability in TCC and ECC than reach 55.   

 
Figure 3.7: Effective carrying capacity per km for average drift concentration with variable average August temperature for 

three fork lengths: 40 mm, 75 mm, and 102 mm. The effective carrying capacity for each 1-km reach by fork length is 

shown for (a) 0%, 80%, and 100% growth, along with the annual potential number of fry and parr/pre-smolt calculated 

based on redd data. Cumulative effective carrying capacity downstream is shown for (b) 40 mm fork length juveniles with 

the potential number of fry (based on a 0.04 egg-to-fry survival rate) and (c) 75 mm and 102 mm juveniles with the potential 

number of parr or pre-smolts (based on a 0.60 egg-to-parr survival rate). The total effective cumulative carrying capacity 

values for 80% growth are shown on b and c. 
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Figure 3.8: Comparison of total carrying capacity and effective carrying capacity for between the difference scenarios for (a) 

drift concentration, (b) temperature, and (c) fork length. Each bar represents the range of carrying capacity between the 

lower extent of the bar, corresponding to the 100% growth carrying capacity of the reach, and the upper extent of the bar, 

corresponding to the 0% growth carrying capacity of the reach. 

Redd Site Selection 

We found that at the 1-km reach scale, TCC and ECC for all fork lengths were related to redd density 

(Figure 3.9). The reaches with higher redd densities had higher TCC and ECC, but there were reaches 

with high carrying capacity with few to no redds. To better understand local redd site selection, we 

tested if redds were more likely than random site selection to be in locations of better spawning or 

juvenile habitat. We found that spawning HHS was not higher around redds than around random 

locations, but random locations had higher spawning HHS than did redd locations (p<0.001), 

suggesting that although high quality spawning habitat was necessary for redds, it was not sufficient 

for site selection. Areas around redds had higher juvenile HHS than did random locations (p<0.001). 

We also tested if redds were more likely than random site selection to be in locations of higher 

juvenile TCC and ECC for the life stage directly after gravel emergence from around the redds. For 

the 40 mm fork length, the first drift-feeding life-stage, we found that redds were more likely than 

random site selection to be in locations of higher 0% and 100% TCC and ECC (p<0.001). The 

relations between redd location and juvenile HHS, TCC, and ECC held true for tests of the entire 

Lemhi River, the upper 52 km, and just the upper 23 km, which were tested to account for potential 

issues of spawning avoidance in the lower sections of the Lemhi River. These results indicated that 

spawning Chinook salmon were possibly selecting redd locations based on juvenile habitat 

characteristics, even if better spawning habitat quality was available.  
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Figure 3.9: Correlations between redd density and carrying capacity for each juvenile fork length (40 mm, 75 mm, and 102 

mm) for (a) 0% growth total carrying capacity, (b) 0% growth effective carrying capacity, (c) 100% growth total carrying 

capacity, and (d) 100% growth effective carrying capacity. Each plot is shown with linear fits and R2 values, all correlations 

have p-values <0.01.   

Discussion/Conclusions 

Large-scale habitat modeling provided an important holistic view of the riverscape (Fausch et al., 

2002). The entire length of the Lemhi River accommodated a variety of existing conditions and 

human impacts, from limited human impact reaches, to highly regulated and altered reaches. Based 

on our HSI and bioenergetics models, we found that the upper Lemhi River, with little human 

alteration (e.g., example reach 11, figure 3.8), had more juvenile habitat overall and more energy-

profitable habitat than in the rest of the river, resulting in higher carrying capacity estimates, 

especially for 100% growth potential. In these reaches, altering food and temperature changed the 

ranges of TCC and ECC, showing potential in these areas to improve of loss habitat based on these 

characteristics. Whereas, the middle reaches of the Lemhi River, where the river was channelized and 

confined (e.g., reach 55, figure 3.8), the juvenile habitat was limited by the local hydraulics for all 

fork lengths and was not largely altered by changing food and temperature. This result agreed with 

other studies showing the limited potential for improved habitat for highly altered and confined 

reaches (Groll, 2017; Wohl et al., 2015; Yarnell et al., 2015). To understand how the existing 

conditions in the Lemhi River compare to a less altered, more pristine river, we compared the 

carrying capacity results to Bear Valley Creek, also in the upper Salmon River watershed. We 

calculated Bear Valley Creek carrying capacity for median length juvenile fish (75 mm, based on 
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Lemhi River data), August flows (depths and velocities from a 2D hydraulic model, see Appendix C 

for more information) and stream temperatures (from NorWeST, Isaak et al., 2017), but with average 

Lemhi River drift concentration data. We compared the Lemhi River TCC and ECC values to average 

TCC and ECC values for 13 km of Bear Valley Creek because carrying capacity values along Bear 

Valley Creek did not greatly vary. We found parts of the upper Lemhi River had similar TCC and 

ECC as Bear Valley Creek (Figure 3.4), but some upper reaches and the entire lower Lemhi River had 

lower TCC and ECC than in Bear Valley Creek, highlighting the effects of human alteration on the 

carrying capacity of the river for juvenile salmonids. The differences in TCC and ECC between the 

rivers reflect the differences in the hydraulics and temperatures, but not the drift concentrations, if 

accounted for, there could be larger differences assuming there is more food availability in the more 

natural river. 

The four drift concentration scenarios we used to model food availability were within the range of 

values in the literature (Keeley et al., 2016; Leung et al., 2009; Macneale et al., 2010). Many energy-

based juvenile growth models use spatially uniform drift densities (e.g., Booker et al., 2004; 

Carmichael et al., 2020), specifically focused on the central tendency of the data. However for 

ecology studies, using the most limiting estimate of a variable to calculate carrying capacity is 

suggested (Lancaster & Belyea, 2006). Drift also varies spatially and temporally (Hayes et al., 2007; 

Piccolo et al., 2014; Stark et al., 2002) and can be very difficult to constrain without more complex 

invertebrate drift models (e.g., Anderson et al., 2013), thus we opted to model a range of potential 

carrying capacities based on a range of food availabilities. For simplicity many of our results are 

shown for average drift but considering how those results could be negatively affected by limiting the 

food availability is important. If drift concentration was low throughout the river, the estimates of 0% 

and 80% TCC and ECC for all fork lengths would be reduced and the variability of carrying capacity 

throughout the river would be lower as we showed with the 75 mm fork length (Figure 3.4). Low drift 

concentration could also result in essentially no 100% growth potential for all fork lengths because 

DC was already very limited.  

Using correct estimates of drift concentration is critical because they greatly affect carrying capacity 

estimates (Dodrill et al., 2016; Piccolo et al., 2014). However, we found that when carrying capacity 

was capped by territory size, increasing drift does not result in higher carrying capacity, but when 

drift was low ECC was negatively affected. This agreed with Jenkins & Keeley (2010), who found 

food reduction significantly reduced juvenile salmonid habitat quality, while food abundance did not 

have a strong effect on juvenile habitat quality. Studies have shown that drift concentration is not only 
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a function of benthic invertebrate density, but also depends on velocity and discharge (Gibbins et al., 

2010; Kennedy et al., 2014). Based on the available drift concentration for the Lemhi River, we found 

that drift concentration decreased with increasing velocity. Many studies have found that drift 

concentration increased with increasing velocities (Gibbins et al., 2010; Hayes et al., 2016) and with 

rapid changes in the discharge that dislodge invertebrate from the substrate (Corrarino & Brusven, 

1983; Poff & Ward, 1991), but discrepancy and variability around velocity effects on drift still exists, 

with some studies finding no relation (Leung et al., 2009). When modeling the effect of 

hydrodynamics on drift and accounting for dispersal and population dynamics of invertebrates, drift 

was shown to be inversely related to spatial differences in flow velocity (Anderson et al., 2013). 

Using a series of potential uniform drift concentration values provided a useful range of potential 

carrying capacities, but better constraints on the effects of velocity on drift concentration are still 

needed.  

Temperature is an important aspect of salmonid habitat quality at all life stages, with each life stage 

having its own individual temperature needs (Richter & Kolmes, 2005). This is particularly important 

for juvenile salmonids, where higher temperatures can provide high growth rates (Connor & Burge, 

2003; Reeder et al., 2021), but this effect is density dependent and, at higher fish densities, there is a 

negative relation between temperature and growth (Crozier et al., 2010). We found that juvenile 

carrying capacity was adversely impacted by increased temperature. The BioenergeticHSC software 

calculates NEI at instantaneous timescales, and although temperature is accounted for in variables 

such as swimming cost and in energy assimilation with the Wisconsin-model option, the effect of 

temperature on NEI is limited. Most of the variation in carrying capacity with temperature in our 

model is from the calculation of growth rations to estimate the energy needed to support different 

growth potential. The growth rations we used in out model were positively correlated with 

temperature to account for the increased consumption at higher temperatures (Myrick & Cech, 2000), 

resulting in less energy available for multiple fish at higher temperatures, but potentially greater 

growth for individuals (Reeder et al., 2021). If the density of juveniles was less than our reported 

ECC, there would be more potential for higher growth rations at higher temperatures, but as the 

juvenile density approached the ECC, temperature may play negative role (Crozier et al., 2010), 

which could greatly limit juvenile habitat.  

Climate change is increasing stream temperatures (Isaak et al., 2018) and changing the hydrology 

(Luce et al., 2013; Mantua et al., 2010) in Pacific Northwest rivers, which emphasizes the importance 

of modeling the habitat impacts of temperature. Our models showed that increasing temperature in the 
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currently cooler reaches of the Lemhi River could greatly decrease the available habitat for 100% 

growth potential. This, coupled with potential decreased juvenile survival from hydraulic changes due 

to climate change (Walters et al., 2013), could potentially result in a large decrease in carrying 

capacity for all fork lengths. However, our model also highlighted the opportunities to improve 

habitat through temperature alteration. Specifically, for 100% growth potential, areas along the Lemhi 

River with large differences between the minimum and maximum temperature models represented 

reaches where temperature had the greatest effects. Therefore, while the potential to lose carrying 

capacity is large in the upper reaches of the Lemhi River, the potential to increase carrying capacity in 

the lower reaches of the river through temperature reduction measures such as riparian plantings 

(Justice et al. 2017) was also large.  

For all juvenile life stages, as represented by fork lengths, 80% and 100% growth habitat is critical to 

ensure long-term success. Fish size affects competitive habitat selection (Fausch, 1984), migration 

timing (Beckman et al., 1998), overall survival (Ebersole et al., 2006), and fecundity (Healey & 

Heard, 1984). Based on the potential number of annual juvenile fish in the Lemhi River calculated 

from the redds, there was enough 80% growth habitat to support all the fry and parr/pre-smolts, but 

not enough 100% growth habitat to support all fry. Based on the cumulative ECC for 40 mm fork 

length juveniles, we back calculated (carrying capacity as number of juvenile fish, converted to 

number of eggs needed to be laid based on egg-fry survival rates, converted to the number of redds 

need to lay the eggs) to that the river could support only the juveniles produced by 3.3 redds annually 

at 100% growth, but up to 4,260 annual redds at 80% growth ration of fry compared to current 

average of ~109 redds per year in the Lemhi River. For the 102 mm fork length, the river could 

support 100% growth of parr/pre-smolts from 1,746 redds annually and 4,440 redds at 80% growth. 

As with all our carrying capacity estimates, these values only account for one size class at a time, 

therefore the total carrying capacity estimates for the river would be smaller when all size classes 

were accounted for at once because much of the suitable habitat overlaps. The smaller fry would 

actually be most common in the spring and early summer rather than the base flows we assessed. The 

higher spring and summer flows may limit the fry habitat more than we show because of their 

reliance on low velocities. 

Studies have shown that because of the density dependence of salmonids, attempts to increase 

populations through stocking may not be productive (Ayllón et al., 2012); consequently, instead of 

focusing on creating very productive habitat in a few reaches, increasing access to more suitable 

habitat along an entire river would be more successful. This was highlighted by our comparisons 
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between TCC and ECC for each model, showing that altering different variables may not increase 

carrying capacity when accounting for the territorial nature of salmonids. The results of this study 

were for fall flow conditions, which is important for spawning fish and juveniles, but juvenile 

carrying capacity results will vary based on the flows discharge. Studies have found that higher 

stream discharges resulted in lower juvenile productivity (Neuswanger et al., 2015) and a reduction in 

suitable habitat (Carmichael et al., 2020); thus, the juvenile carrying capacity results we presented 

may be lower in periods of higher flows, such as in spring and early summer, unless lateral habitats 

are available with slow and deep flows.  

We found suitable fall spawning habitat throughout entire Lemhi River and redds were not more 

likely than randomly chosen locations to be in areas with higher spawning HHS. This suggested that 

redd site selection was dependent on other factors besides spawning habitat suitability. Redds were 

more likely than randomly selected locations to be in areas of higher juvenile HHS and higher TCC 

and ECC based on the bioenergetics. This interesting result suggested that there were feedbacks 

among life stages. Success of juvenile salmonids depends on the success and growth of early juvenile 

stages, but also the selection of spawning locations may depend on the habitat quality and potential 

success and growth of juveniles.  

Bioenergetics modeling of juvenile habitat improved upon HSI modeling by providing information on 

the processes and variables (changes in drift concentration, temperature, and juvenile life stage) 

affecting habitat and, therefore, provides practitioners information on the limits and opportunities to 

enhance juvenile habitat. Large-scale HSI and bioenergetic modeling of habitat provided a riverscape 

view of juvenile habitat and could help better constrain the limiting processes along the entire length 

of a river. Similar to HSI modeling, large-scale bioenergetic modeling could also provide micro- and 

meso-scale patch-based habitat information by mapping areas of different growth potential (Figure 

3.1). Through bioenergetic modeling, we highlighted how changing temperature, drift concentration, 

and juvenile life stage affected the TCC and ECC throughout the Lemhi River. Changes to one of 

these variables could negatively affect carrying capacity regardless of the other variables, expect 

where flow hydraulics was limiting carrying capacity. Reducing food availability or increasing 

temperature could reduce the carrying capacity for all life stages and reduce the variability in carrying 

capacity throughout the river, subsequently reducing the opportunities for juveniles to find high-

quality habitat in other reaches. Although, due to fish behavior limiting carrying capacity, increasing 

drift concentration or decreasing temperature did not have a positive effect on 0% and 80% growth 

habitat, but still could positively impact availability of 100% growth habitat. Riverscape-based 
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bioenergetics modeling could provide another layer of information for managers to assess habitat for 

multiple life stages under a variety of different conditions and allow for improved decision making to 

ensure the success of salmonids.  
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 Appendix A: Supporting Information for Chapter 1 

 

Figure A.1: Wavelet analysis with the Mexican hat wavelet form for 106 km of the Lemhi River. (a) The heat map of all 

wavelet power with wavelet scales of interest shown with orange lines. (b) Detrended longitudinal thalweg profile, (c) 

small-scale variability (1 channel width, 15 m) wavelet coefficients, (d) mid-scale variability (4 channel widths, 60 m) 

wavelet coefficients, and (e) large-scale variability (10 channel widths, 150 m) wavelet coefficients 
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Figure A.2: Wavelet analysis with the Mexican hat wavelet form for 49 km of the Upper Salmon River. (a) Heat map for the 

first 24 km of the Upper Salmon River and (b) the heat map for the lower 25 km of the river. The scales of interest in this 

paper are shown by the orange lines. The white areas along the figure sides are edge effects from the moving window that 

increase as the scale of analysis increases. (c) Detrended longitudinal thalweg profile, (d) small-scale variability wavelet 

coefficients, (e) mid-scale variability wavelet coefficients, and (f) large-scale wavelet coefficients for the Upper Salmon 

River. 
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Figure A.3: 1 km of Bear Valley Creek showing how multiple wavelet scales fit the topography and that a range of scales 

highlight the same general topographic patterns. 

 

 

Figure A.4: Redd density (grey line) variation with distance downstream on the Bear Valley Creek. The modeled average 

daily August stream temperatures (from NorWeST, Isaak et al., 2017) are shown by the black line. 

 

Figure A.5: Redd density (grey line) variation with distance downstream on the Upper Salmon River, note the y-axis scale 

break for redd density at 0.1 redds/m. The modeled average daily August stream temperatures (from NorWeST, Isaak et al., 

2017) are shown by the black line. 
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Figure A.6: Boxplots showing the distribution of small-scale, mid-scale, and large-scale average wavelet power for redd 

locations and random locations along Bear Valley Creek. 

 

Figure A.7: Boxplots showing the distribution of small-scale, mid-scale, and large-scale average wavelet power for redd 

locations and random locations along the Lemhi River upstream of 18-Mile Creek. 
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Figure A.8: Boxplots showing the distribution of small-scale, mid-scale, and large-scale average wavelet power for redd 

locations and random locations along the Upper Salmon River upstream of the hatchery. 
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Appendix B: Supporting Information for Chapter 2 

 
Figure B.1: Suitability curves (Maret, 2005) for Chinook salmon spawning and juvenile habitat. 

 
Figure B.2: Exceedance probabilities for all the regulated and unregulated flows in the 10 years of actual hydrographs for (a) 

the straight reach and (b) the meandering reach. The black points show the selected sampled discharges used to create the 

annual synthetic hydrographs. The synthetic hydrographs (thick lines) for the (c) straight reach and (d) meandering reach, 

were created by ordering the sampled discharges in the same order as the average of the 10 years of actual registered (by the 

annual high flow) hydrographs (fine line) by magnitude of flows. 
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Table B.1: The regulated and unregulated discharges for the straight and meandering reaches calculated at each selected 

exceedance probability. The number of days each exceedance probability represented is also shown. 

Exceedance 

Probability 

Number Days 

Exceeding the 

Sampled 

Discharge 

Straight Reach 

Sampled 

Regulated 

Discharge 

Straight Reach 

Sampled 

Unregulated 

Discharge 

Meandering 

Reach 

Sampled 

Regulated 

Discharge 

Meandering 

Reach 

Sampled 

Unregulated 

Discharge 

100 365 1.19 0.71 0.03 0.85 

95 346.75 1.44 3.87 1.40 3.49 

90 328.5 2.18 4.47 2.18 4.06 

85 310.25 2.82 4.84 2.67 4.41 

80 292 3.34 5.14 3.12 4.67 

75 273.75 3.76 5.40 3.43 4.87 

70 255.5 4.28 5.65 3.73 5.10 

65 237.25 4.75 5.90 4.09 5.28 

60 219 5.05 6.30 4.40 5.40 

55 200.75 5.33 6.57 4.67 5.66 

50 182.5 5.59 6.83 4.88 5.94 

45 164.25 5.8 7.12 5.10 6.18 

40 146 6.13 7.39 5.28 6.39 

35 127.75 6.5 7.82 5.42 6.64 

30 109.5 6.92 8.21 5.69 7.05 

25 91.25 7.29 8.82 5.97 7.46 

20 73 7.77 9.62 6.33 7.92 

15 54.75 8.3 10.75 6.64 8.65 

10 36.5 9.18 12.49 7.14 9.82 

8 29.2 9.67 13.19 7.31 10.27 

6 21.9 10.47 14.26 7.62 10.86 

4 14.6 11.95 16.47 8.09 11.64 

2 7.3 14.13 19.89 8.97 13.70 

1 3.65 16.05 22.44 9.80 15.25 

0.27 0.99 19.93 27.77 10.96 16.73 

0.14 0.51 21.78 29.25 11.24 17.76 

0.082 0.30 24.07 30.06 11.88 18.15 

0.027 0.1 31.2 39.71 13.73 18.48 
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Appendix C: Supporting Information for Chapter 3 

 

Figure C.1: Habitat suitability curves for depth and velocity suitability for spawning and juvenile Chinook salmon (Maret et 

al., 2005). 

Table C.1: Constants for the growth ration equation to estimate the food requirements for different growth rations (Elliott, 

1975, 1976) 

Growth Ration a b1 b2 

100% Growth (Maximum) 15.018 0.759 0.171 

80% Growth 3.446 0.780 0.130 

0% Growth (Maintenance) 2.711 0.737 0.105 
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Figure C.2: Distribution of the fork length (mm) and fish mass (grams) of all available Chinook juvenile captures from the 

Integrated Status Effectiveness Monitoring Program. These data were used to create the regression model: Log10(Fish 

Mass) = 3.18* Log10(Fork Length) - 5.24. 

 

 

Figure C.3: (a) The centerline extent of the 14 km long Bear Valley Creek 2D hydraulic model and (b) its location within the 

Salmon River basin, Idaho. The 2D hydraulic model was created in MIKE 21 using 1-meter resolution bathymetric LiDAR 

data collected by the Experimental Advanced Airborne Research LiDAR (EAARL) in October 2007. The model roughness 

was calibrated to reduce the errors between the modeled and field collected depth and velocity measurements during a low 

fall flow.  

 


