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Abstract

Bacterial populations in the environment have been shown to harbor tremendous within species diversity.

This diversity is important because it drives the evolution and ecology of these populations. It is the

toolbox from which solutions to novel problems can be drawn. While several mechanisms have been

proposed previously, it is still not clear how diversity is created and maintained in environmental bacterial

populations. Bacteria typically live and evolve in environments that have physical structure. Their rate

of growth is constrained by the abundance of routinely scarce essential nutrients, leading to generation

times measured in days or weeks. I hypothesized that prolonged generation times and spatial structure

would protract selective sweeps and limit competition to a local scale, allowing for the accumulation of

genetic diversity via spontaneous mutations. In Chapter 2 I review our current knowledge of how spatial

structure and slow growth rates influence the evolution of bacterial populations. I put my hypothesis

to the test in Chapters 3 and 4, wherein I detail the effects of spatial structure and slow growth rates,

respectively, on the accumulation and maintenance of diversity in bacterial populations. In Chapter

5 I employ the concepts detailed above in order to investigate the evolution of antibiotic resistance in

bacterial biofilms. Biofilms are bacterial assemblages held together by an extracellular matrix. They

have spatial structure and contain large subpopulations that experience slow growth rates. Finally, in

Chapter 6 I used genomic comparisons to characterize and compare the genetic diversity present within

and between two closely related bacterial species. Together, these studies give new insight into how

diversity is created and maintained in environmental bacterial populations.
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Chapter 1: Introduction

Populations of bacteria are not, as many originally thought, largely clonal with a single dominant

genotype (Ørskov and Ørskov, 1983; Smith et al., 1993). Many studies have shown that tremendous

diversity can be found within bacterial species (Rainey et al., 2000; Konstantinidis et al., 2006; Cordero

and Polz, 2014). This within-species diversity is important because it necessary for adaptation to occur

and is the source of solutions to novel challenges (Fisher, 1930). Some of the first studies to demonstrate

within species diversity in bacteria used electrophoresis banding patterns of allozymes to type environ-

mentally isolated bacterial strains (Milkman, 1973; Selander and Leven, 1980; Ochman and Selander,

1984; McArthur et al., 1988). For example, Selander and Leven (1980) surveyed the variation in 20

enzymes for a set of Escherichia coli isolates and found that their set of 109 isolates included 98 unique

banding patterns. A similar survey of Burkholderia cepacia (then named Pseudomonas cepacia) strains

isolated along an environmental gradient revealed even more extensive genetic diversity (McArthur et al.,

1988). However, these early estimates of within species bacterial diversity were probably conservative as

they were derived from structural variation in essential enzymes, likely under strong purifying selection

(Jordan et al., 2002; Luo et al., 2015). Advances in sequencing technologies have allowed researchers

to directly assess the genetic diversity within bacterial species by sequencing whole genomes of multiple

strains. These studies have shown that, in addition to substantial allelic diversity (Thompson et al.,

2005; Konstantinidis et al., 2006), members of a bacterial species do not even necessarily have the same

repertoire of genes in their genome (Tettelin et al., 2005; Cordero and Polz, 2014). A comparison of 61 E.

coli strains revealed that they only had around 1000 genes in common, roughly 6% of the total number

of genes encoded by the set of genomes (Lukjancenko et al., 2010).

Genome comparison studies have provided insight into the diversity present within a bacterial species

but they typically lack the context necessary to address diversity within individual bacterial populations.

Here we make a distinction between bacterial species, which include all strains that share 95% average

nucleotide identify (Konstantinidis et al., 2006), and bacterial populations, which are individuals belong-

ing to the same bacterial species that are found in the same physical location. Initially diversity within

bacterial populations was examined by isolating multiple strains from a habitat of interest and measuring

variation in a phenotype or genotype within the resulting strain collection (Cho and Tiedje, 2000; Oda

et al., 2002; Picard and Bosco, 2008; France and Remold, 2016). More recently, shotgun metagenomics

has been applied to directly characterize the genetic diversity in microbial populations (Brito and Alm,

2016; Tett et al., 2017; Truong et al., 2017). By sequencing DNA extracted directly from an environ-

mental sample, metagenomic analysis can characterize the diversity present within the abundant species

that make up a microbial community. Such an analysis of a human gut bacterial community identified

178 species but an excess of 200,000 genomic variants that resulted in over 5,000 distinct haplotypes

(Kuleshov et al., 2016). These studies have highlighted the diversity present in many natural microbial

populations and provided further evidence that microbial populations are far from clonal.

Diversity within bacterial populations is largely determined through the action of evolutionary pro-

cesses like mutation, gene flow, selection, genetic drift, and gene flow. Of these four evolutionary processes,
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selection has historically garnered the most attention both within the scientific community and in the

general public. Selection enacts changes in genotype frequencies based on the differential reproductive

success of individuals (Darwin, 1859). However, the other three processes also play critical roles in shap-

ing the evolution of bacterial populations. Mutation creates genetic diversity by producing new genotypes

via changes in the genetic code of individuals, while gene flow is the process by which new genotypes are

introduced into a population either via the movement of individuals or the transfer of genetic material

(Slatkin, 1985). Genetic drift, perhaps the most enigmatic of the four, accounts for changes in geno-

type frequencies that happen due to chance alone and results from sampling bias in finite population

sizes (Masel, 2011). Besides these four processes, bacteria can also evolve through the lateral transfer of

genetic material from one individual to another, outside the paradigm of vertical inheritance in clonal

populations (Thomas and Nielsen, 2005).

Decades of research has characterized how these processes drive evolution in well-mixed laboratory

populations of bacteria (Kawecki et al., 2012; Kassen, 2014). However, the populations used in these

studies differ from the overwhelming majority of environmental bacterial populations in at least two

crucial aspects. First, bacterial populations usually live and evolve in environments that have spatial

structure (Kim et al., 2014; Nadell et al., 2016). This contrasts sharply with the common practice of

cultivating bacteria in shaken test tubes. Second, bacteria in the environment typically grow much slower

than those used in laboratory studies. Evolutionary biologists, in particular, have exploited the rapid

growth of some bacterial strains to fit hundreds of thousands of generations in a relatively short time

frame (Lenski et al., 1991; Elena and Lenski, 2003; Kawecki et al., 2012). Yet the majority of bacteria in

the environment experience generation times on the order of days or weeks (Jannasch, 1969; Harris and

Paul, 1994; Debellis et al., 1998; Rousk and B̊åath, 2011; Kirchman, 2016). I hypothesized that these two

factors, spatial structure and slowed growth rates, facilitate the emergence and maintenance of diversity

in bacterial populations.

In Chapter 2, I review our current understanding of how spatial structure and reduced growth rates

can impact bacterial evolution, while Chapters 3 and 4 are devoted to empirical tests of my hypothe-

sis. In Chapter 3, I used experimental studies backed by model simulations in order to systematically

characterize the relationship between spatial structure and the maintenance of diversity in bacterial pop-

ulations. Results from this study give insight into the maximum amount of migration that can occur

between bacterial subpopulations before the effects of spatial structure are masked. Chapter 4 is devoted

to characterizing the effect that growing slowly has on bacterial evolution. To do so, I compared the

evolution of E. coli populations in chemostats that operated with dilution rates that provided generation

time of 2 (fast) and 24 hours (slow). The results produced from this study indicate that slowly growing

populations experience higher per generation mutation rates and maintain more genetic diversity than

rapidly growing populations. I also show that, over the course of the 72 generations, the slowly growing

populations adapted faster than the rapidly growing populations. Results from both of these studies are

consistent with my hypothesis and highlight the role that spatial structure and reduced growth rates

might play in the maintenance of diversity in environmental bacterial populations.
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In Chapter 5 I apply the knowledge gleaned in Chapters 2, 3 and 4 in order to understand how

antibiotic resistance evolves in bacterial biofilms. Biofilms are microbial assemblages held together by

an extracellular matrix and are both common in the environment and medically relevant (Hall-Stoodley

et al., 2004; Høiby et al., 2011). The bacterial populations within biofilms are spatially structured

(Tolker-Nielsen and Molin, 2000) and contain large subpopulations that are growing slowly (Wentland

et al., 1996). I therefore hypothesized that growth within a biofilm would facilitate the accumulation

and persistence of spontaneous antibiotic resistant mutants. My results indicate that antibiotic resistant

variants accumulate prior to treatment, sweep to high frequency during treatment and can persist at that

high frequency for extended periods of time after antibiotic treatment is halted. This study underlines the

importance of heritable resistance mutations in the recalcitrance of biofilm infections to antibiotic therapy.

Finally, in Chapter 6, I analyze the genetic diversity present within and between two common bacterial

inhabitants of the human vagina (Lactobacillus crispatus and L. iners). These species are closely related

and have the capability to perform many of the same functions in the vaginal environment (e.g. production

of lactic acid). Studies have shown that they rarely cooccur at high frequency and that swings in the

dominant species of Lactobacillus can be common (Ravel et al., 2011; Gajer et al., 2012). These data

suggest that L. crispatus and L. iners compete for shared niche space in the vagina. I show that the

genomes of L. iners and L. crispatus differ in many respects, several of which may impact competition

between these two species. My results provide insight into the factors that might drive the complicated

temporal dynamics often exhibited by vaginal communities.

————————————————–
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Chapter 2: Effects of spatial structure and

reduced growth rates on evolution in bacterial

populations

“Effects of spatial structure and reduced growth rates on evolution in bacterial populations forthcoming

as a chapter in the book Molecular Mechanisms of Microbial Evolution

2.1 Abstract

The evolutionary forces that create and maintain the awesome diversity observed in microbial commu-

nities and populations are not well understood. For the most part, previous studies on microbial evolution

have been done using model species that are grown in well mixed homogenous environments in which cells

experience continuous or episodic periods of exponential growth. The relevance of these experimental

systems to the evolution of naturally occurring populations is limited because bacterial populations in

most environments reside in spatially structured heterogeneous habitats in which cell growth is slowed

by nutrient limitation and cells often experience prolonged periods of stasis. Here we review and discuss

how spatial structure and slow growth influence the evolution of microbial populations. We focus our

discussion on microbial populations contained within biofilms, which are complex assemblages of micro-

bial cells enclosed in self-made extracellular matrices. Biofilm bound populations have spatial structure

and contain subpopulations that are growing slowly. Studies have shown that spatial structure limits

competition to a local scale thereby protracting selective sweeps. Additionally, reduced growth rates di-

rectly impact the rate at which selection can alter genotype frequencies in populations. Combined, these

characteristics lead to the emergence and maintenance of genetic diversity within biofilms. We contend

that the findings of studies on evolutionary processes in bacterial biofilms can readily be extrapolated to

other spatially structured microbial habitats, such as soils and sediments, in which nutrient limitation

causes slow growth.

2.2 Introduction

The biological diversity among and within microbial species is important because it is the pool from

which solutions to novel challenges are selected. The diversity of species present in many microbial com-

munities and populations far exceeds that found in their macro-organism counterparts (Dykhuizen, 1998;

Whitman et al., 1998), with a single gram of soil estimated to contain as many as 50,000 bacterial species

(Schloss and Handelsman, 2006; Roesch et al., 2007). While some of this diversity can be explained by

functional differences between the constituent species, much of it exists within ecotypes, which are lin-

eages of genetically and ecologically distinct strains within a named species (Kopac et al., 2014; Shapiro

and Polz, 2014; Cohan, 2016). These ecotypes coexist in small spaces seemingly in defiance of Gause’s
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law of competitive exclusion (Gause, 1934). Thus, there is a need to understand evolutionary processes as

they play out in naturally occurring microbial habitats so that we can better comprehend the emergence

and maintenance of genetic diversity in the microbial world.

Evolution is defined as changes in the frequency of genotypes in a population over time (Barton et al.,

2007). The processes that drive evolution can be divided into four fundamental forces: mutation, se-

lection, gene flow and genetic drift. Decades of prior research on microbial evolution has characterized

the action of these evolution forces in well-mixed laboratory populations (Kawecki et al., 2012). Yet the

vast majority of microbial populations found outside the laboratory differ dramatically in at least two

key ways. First, they typically reside in structured environments such as soils, sediments and biofilms

(Costerton et al., 1978; Whitman et al., 1998). Biofilms in particular can be found in nature (Costerton

et al., 1978; Besemer et al., 2009; Burmolle et al., 2012), the built environment (Rogers et al., 1994;

Wang et al., 2013), and even on/within the human body (Palestrant et al., 2004; Macfarlane and Dillon,

2007; Verstraelen and Swidsinski, 2013). Second, the majority of environmental populations are growing

markedly slower than their laboratory counterparts. The growth of microbial populations is limited by

the abundance of routinely scarce essential nutrients leading to generation times for populations in soils

and the oceans frequently on the order of days and weeks (Jannasch, 1969; Harris and Paul, 1994; Rousk

and B̊åath, 2011; Kirchman, 2016). If we want to understand how diversity is created and maintained

in natural microbial populations, we must endeavor to characterize the effects of spatial structure and

reduced growth rates on microbial evolution.

While there are many examples of microbial populations that either exhibit spatial structure, or

are growing slowly, in this chapter we chose to focus our discussion on populations of bacteria growing

within biofilms. Biofilms are complex assemblages of microbial cells that are enclosed in a self-made

extracellular matrix (Flemming and Wingender, 2010). They are often attached to surfaces but can also

be found as free floating pellicles or globules of cells. This choice was made for several reasons, the first

of which is that populations within biofilms both exhibit inherent spatial structure (Nadell et al., 2016)

and often contain large subpopulations that are growing slowly (Sternberg et al., 1999; Stewart et al.,

2016). However, they are also fairly ubiquitous in the natural world and, among other things, play critical

roles in human disease (Parsek and Singh, 2003; James et al., 2007; Hall-Stoodley and Stoodley, 2009),

biofouling of industrial equipment (Brooks and Flint, 2008; Flemming, 2011), and the cycling of nutrients

in the environment (Paul et al., 1991; Battin et al., 2003; Meckenstock et al., 2015). Despite their

prevalence and importance, surprisingly few studies have explored evolution within biofilm populations

(Adams and Rosenzweig, 2014; Steenackers et al., 2016), although this subject has gained more attention

over the past 5 years (Poltak and Cooper, 2011; Traverse et al., 2013; Ellis et al., 2015). This is perhaps

because biofilms are inherently more complex than their planktonic counterparts (Stoodley et al., 2002;

Stewart and Franklin, 2008; Flemming et al., 2016), which complicates both the technical execution of

experiments and the analysis and interpretation of the resulting data. In the following chapter, we review

how growth within a biofilm influences microbial evolution. We break our discussion down into three

overarching topics: spatial structure, the effects of growing slowly, and horizontal gene transfer (HGT)
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in biofilms. While the discussion within focuses on biofilms, our observations may apply equally well to

other, non-biofilm populations, that are either spatially structured or growing slowly.

2.2.1 Biofilms and the evolution of antibiotic resistance

The evolution of antibiotic resistance is a notable example of why it is imperative that we advance our

understanding of how evolutionary processes operate in biofilms populations. Biofilms have been shown

to play a critical role in the pathogenesis of many bacterial species (Lynch and Robertson, 2008; Percival

et al., 2012; Mulcahy et al., 2014). Estimates from the Centers for Disease Control and Prevention indicate

that over 65% of all bacterial infections are caused by pathogens residing with biofilms (Klevens et al.,

2007). Prominent examples of biofilm infections include those caused by Pseudomonas aeruginosa in the

lungs (Mulcahy et al., 2014), Acinetobacter baumannii in wounds (Qi et al., 2016), and Staphylococcus

aureus on indwelling devices (Otto, 2008). Infections caused by pathogens residing within biofilms have

been repeatedly shown to be extremely difficult to eradicate, regardless of the method used, including

antibiotics (Høiby et al., 2010), disinfectants (Kumar and Anand, 1998), and mechanical removal (Simões

et al., 2005). Furthermore, residing in biofilms has been shown to provide protection against the human

immune system (Jensen et al., 2010; Domenech et al., 2013). Consequently these infections are associated

with higher rates of morbidity and mortality (Lynch and Robertson, 2008; Høiby et al., 2011) and are

more likely to progress from an acute to a chronic state (Wolcott et al., 2010). We speculate that because

biofilm infections are both pervasive and persistent, they may be a hot spot for the evolution of antibiotic

resistance.

Perhaps the most alarming characteristic of populations within biofilms is their inherent recalcitrance

to antibiotic treatment. Initial investigations demonstrated that this trait was not heritable, suggesting

that it did not result from genetic change. This led to the proposition of several phenotypic mechanisms

have been proposed to explain the characteristic recalcitrance of populations within biofilms. Early studies

suggested the biofilm matrix might slow the diffusion of antibiotics, providing for zones of sub-inhibitory

antibiotic concentrations (Hoyle et al., 1992; Stewart, 1996). While others focused on the wide range of

physiological states present in biofilm populations, some of which are more tolerant to certain antibiotics

(Xu et al., 1998; Sternberg et al., 1999). For example, β-lactam antibiotics that inhibit bacterial cell

wall synthesis may not be effective against non-growing or slowly growing cells found in the interior of a

biofilm. More recent studies have shown that biofilm populations harbor antibiotic tolerant individuals

that emerge from the differential expression of toxin-antitoxin system genes (e.g. hipAB) (Lewis, 2007,

2010; Maisonneuve and Gerdes, 2014). The tolerant phenotype exhibited by these individuals allows

them to persist, but not grow, during antibiotic treatment. This phenotype is readily reversed (Amato

et al., 2014; Schumacher et al., 2015) and is not the result of heritable genetic mutations that confer

antibiotic resistance (Olsen, 2015; Brauner et al., 2016). While these phenotypic mechanisms certainly

play a role in the recalcitrance of biofilm populations to antibiotic treatment, they do not preclude a sig-

nificant contribution of genetic change. In fact, by allowing portions of the population to survive during

treatment, tolerance mechanisms may actually facilitate the evolution of antibiotic resistance. This was

demonstrated in a recent study that showed antibiotic tolerant Escherichia coli subpopulations acquired
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mutations that provided resistance to ampicillin (Levin-reisman et al., 2017). More work is needed to

detail the potential interplay between phenotypic tolerance and the evolution of heritable antibiotic re-

sistance in biofilm infections.

There is also a growing body of research that suggests that the accumulation of genetic diversity in

biofilm populations may also directly contribute to their recalcitrance (Boles and Singh, 2008; Eastman

et al., 2011; Tyerman et al., 2013). This was perhaps missed by the initial investigations into biofilm

recalcitrance because these studies were largely conducted by exposing relatively young biofilms to an-

tibiotics for relatively short periods of time and then examining survivors (Williams et al., 1997). By

not providing enough time for evolution to enact change, this experimental design may have precluded

any observation of the evolution of heritable antibiotic resistance. This is especially important given the

often-prolonged nature of biofilm infections. In their 2004 paper Boles et al. 2004 demonstrated that

Pseudomonas aeruginosa biofilm populations accumulate genetic diversity and that this diversity allows

populations to better resist environmental stress. They connected these observations to the ”insurance

hypothesis” from ecological theory, which states that genetic diversity fortifies populations against future

challenges (Yachi and Loreau, 1999). Other studies have shown that the diversity accumulated in biofilm

populations includes spontaneous genetic mutants that are resistant to antibiotics (Boles and Singh,

2008; Driffield et al., 2008; Ponciano et al., 2009; Tyerman et al., 2013). Likewise, our own unpublished

data from studies on Escherichia coli biofilms suggests this observation may be true for a wide array of

antibiotics (Figure 2.1). Mutants resistant to kanamycin, chloramphenicol, cycloserine, and tetracycline

spontaneously increased in frequency by more than two orders of magnitude over the course of 15 days

of growth in the absence of antibiotics, as compared to the frequency in the inoculum. Future efforts

to study microbial evolution in biofilms are likely to reveal the mechanisms behind the accumulation of

these antibiotic resistant variants.

2.3 Effect of spatial structure on microbial evolution

Populations of bacteria housed within biofilms exhibit inherent spatial structure (Nadell et al., 2016).

The extracellular matrix that encloses a biofilm provides the population with a three-dimensional config-

uration and restricts the movement of individual cells (Flemming and Wingender, 2010). Studies on the

evolution and ecology of macroorganisms have demonstrated the profound effects of spatial structure on

adaptation and diversity (Tillman, 1994; Pannell and Fields, 2014). The key findings from these studies

are: (1) spatial structure promotes diversity; (2) interactions among and between species occur within

localized niches; (3) organisms adapt at a local scale; and (4) forces such as migration, gene flow, and

genetic drift can either promote or retard local adaptation, depending on specific circumstances. The lim-

ited information available on the evolution of microbial populations in spatially structured environments

suggests that many of these findings will apply equally well to populations of microorganisms.
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Figure 2.1: Increase in the frequency of antibiotic resistant mutants in a single biofilm population of
Escherichia coli MG1655 during 15 days of antibiotic-free cultivation. Biofilms were grown in flow cells
as described in Ponciano et al. (2009). Resistance was determined by plating on selective media containing
one of the following antibiotic concentrations (kanamycin 25µg/mL, tetracycline 10µg/mL, cycloserine
40µM, chloramphenicol 25µg/mL).
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2.3.1 Spatial structure and maintenance of diversity

Previous studies have shown that spatial structure has a profound impact on the evolution of micro-

bial populations (Rainey and Travisano, 1998; Perfeito et al., 2008; Kryazhimskiy et al., 2012; Nahum

et al., 2015). In structured populations the position of individuals within the spatial landscape matters

because competitive interactions do not occur on a global scale like they do in well-mixed populations

(Kerr et al., 2002; Kim et al., 2014). Instead, individual cells only compete for resources with a small

subset of the population that is in close physical proximity (Figure 2.2). This means that the relative

fitness of a given genotype is dependent not on the average fitness of the entire population, but rather

just a subset of cells that are in the immediate neighborhood. Thus, spatial structure helps maintain

diversity in microbial populations by reducing the scale of competitive interactions. This was elegantly

demonstrated by Kerr et al. (2002) who showed that when toxin-producing, toxin-resistant and toxin-

susceptible strains of Escherichia coli compete on the surface of an agar plate (a spatially structured

environment), then all three strains persisted. In contrast, when environmental spatial structure was

removed by growing the populations in well-mixed cultures, then only a single genotype—the toxin re-

sistant strain—persisted (Kerr et al., 2002). The fate of only three genotypes were tracked in this study.

Yet mutational processes in naturally occurring biofilm populations that have very large population sizes

are likely to create a plethora of genotypes, many of which might coexist due to spatial structure. We

postulate that spatial structure is likely to play a critical role in the maintenance of this diversity through

time. This is consistent with the results from several studies that have already shown that biofilms tend

to accumulate extraordinary genetic diversity over relatively short periods of time (Figure 2.3; (Boles

et al., 2004; Ponciano et al., 2009; Tyerman et al., 2013)).

2.3.2 Spatial structure and clonal interference

Previous studies have shown that spatial structure can increase the amount of time required for ben-

eficial mutations to fix (Whitlock, 2003; Habets et al., 2007; Perfeito et al., 2008). Instead of rapidly

sweeping through the entire population all at once, beneficial mutations in biofilms must sweep through

the physical space as well, thereby slowing an overall increase in biofilm population fitness (Nahum et al.,

2015). This was clearly shown in the work of Perfeito et al. (2008). They demonstrated that the increase

in fitness after 275 generations of evolution was significantly lower in Escherichia coli populations that

were grown on the surface of an agar medium as compared to populations grown in a liquid medium

(Perfeito et al., 2008). This stands in contrast to the idealized process of evolution in asexual populations

wherein adaptation is driven by a series of beneficial mutations that occur and sweep to high frequency

in the population one at a time (Elena et al., 1996), with each new mutation building on the fitness gains

provided by prior mutations. In reality, the events seem to play out differently in large populations of

microorganisms, and there is increasing evidence that multiple beneficial mutations arise simultaneously

and compete against each other (Lang et al., 2013). This effect, known as clonal interference (Sniegowski

and Gerrish, 2010), has been theorized to slow the rate of adaption by creating “wasted genetic poten-

tial” (Muller, 1932). We posit that spatial structure is likely to enhance and amplify the effects of clonal
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Figure 2.2: Simplified example of competition in well-mixed versus structured populations. In well-mixed
populations competition occurs at a global scale and the focal (yellow) individual must compete against
the entire population. In structured populations competition is limited to a local scale, and the focal
individual (yellow) only compete against the subset of the population that is physically near it.

interference in biofilm populations. This can be attributed to the increased amount of time required

for a beneficial mutation to sweep through a biofilm population, which provides an opportunity for new

beneficial mutations to emerge. As a consequence, there are likely countless beneficial mutations present

in a biofilm at any given time (Figure 2.4).

While the clonal interference that results from evolution in structured environments is generally pre-

dicted to slow adaptation in the short-term, it may ultimately allow members of the population to attain

higher fitness values in the long-run. This “tortoise and hare” effect (Nahum et al., 2015) is best visu-

alized using Sewall Wright’s fitness landscape, which relates genotypic space to fitness (Wright, 1932).

When epistasis is rare and the fitness effects of mutations are largely additive, the landscape is a smooth

surface (Figure 2.5A). Conversely, when epistasis is common the landscape becomes “rugged” with sharp

transitions in fitness over few mutational steps (Figure 2.5B). In the absence of spatial structure, adapta-

tion is expected to drive the entire population up the nearest fitness peak (Figure 2.5A; (Gillespie, 1983)).

In contrast, spatial structure effectively fragments populations into metapopulations that simultaneously

adapt along multiple paths in the fitness landscape (Wakeley, 1998; Cherry and Wakeley, 2003). If the

fitness landscape is smooth, no benefit is derived from increased exploration as the metapopulations are

all expected to climb the same fitness peak. However, if the fitness landscape is rugged, the largely

independent exploration of the landscape can prevent the population from becoming stuck at local fit-

ness optima and instead allow certain metapopulations to reach fitness peaks that might otherwise be

unattainable Figure 2.5B; (Burch and Chao, 2000; Rozen et al., 2008; Nahum et al., 2015)).
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Figure 2.3: Diversity in growth kinetics displayed by 192 clones isolated from a single antibiotic naive
Escherichia coli k12 MG1655 biofilm. Sixty-four clones were isolated from the top (2,250 to 2,400 µm;
A, D, and G), middle (1,050 to 1,200 µm; B, E, and H), and bottom (0 to 100 µm; C, F, and I) of a
biofilm. The growth of each clone was tested in three different media, two of which contain sub-lethal
antibiotic concentrations: BMG1 (panels A, B, and C), BMG1+streptomycin (5µg/mL; panels D, E, and
F), and BMG1+ampicillin (5µg/mL; panels G, H, and I). OD, optical density. Figure reproduced from:
Ponciano, J. M., La, H., Joyce, P., Forney, L. J. (2009) Evolution of diversity in spatially structured
Escherichia coli populations. Appl. Environ. Microbiol. 75(19): 6047-6054
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Figure 2.4: Spatial structure causes the beneficial mutations colored in blue, yellow, red, and green to
sweep locally through the biofilm. In a well-mixed population, the beneficial mutation with the highest
fitness would rapidly sweep through the population, thereby collapsing genetic diversity.
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Figure 2.5: Examples of smooth (A) and rugged (B) fitness landscapes. For a smooth landscape with
a single fitness peak (A), sampling more of the landscape is not beneficial because all paths lead to
the same location. Whereas, for a rugged landscape with multiple peaks (B), spatial structure allows a
population to simultaneously climb multiple fitness peaks, increasing the likelihood that the population
reaches higher peaks. Figure reproduced from: Conrad. T.M., Lewis, N.E., Palsson, B. Ø. (2011)
Microbial laboratory evolution in the era of genome-scale science. Molecular Systems Biology 7:509.

2.3.3 Emergence of antagonistic pleiotropy in biofilms

Spatial structure creates environmental heterogeneity in biofilm populations (Xu et al., 1998; Stewart

and Franklin, 2008; Stewart et al., 2016). Instead of being uniformly distributed as they are in well-

mixed populations, the availability of nutrients and terminal electron acceptors in biofilms is altered by

reaction-diffusion processes (Erban and Chapman, 2007)). As molecules diffuse into the biofilm structure

they are consumed by bacterial cells creating environmental gradients wherein resource concentrations are

highest at the interface with the bulk media (exterior) and lowest in interior regions of biofilms Figure 2.6;

(Stewart, 1998)). This heterogeneity is further compounded by the complex three dimensional structure

of biofilms and the fact that biofilms are often comprised of multiple species with distinctive physiologies

and a patchy distribution (Tolker-Nielsen and Molin, 2000; Webster et al., 2006; Elias and Banin, 2012;

de los Rios et al., 2015). This environmental heterogeneity drives adaptation in response to selective

pressures that are localized and specific to individual microenvironments (Kraemer and Boynton, 2017).

For example, mutations that improve aerobic metabolism may be selected for in the upper reaches of a

biofilm where oxygen is readily available, but selected against in the lower, anaerobic parts of a biofilm

(de Beer et al., 1994; Stewart and Franklin, 2008).

Not surprisingly, mutations that are beneficial in one environment might be detrimental in another.

Such instances of antagonistic pleiotropy have been shown to be relatively common in nature (Anderson

et al., 2013; Kassen, 2014; Schenk et al., 2015; Ferenci, 2016). Should antagonistic pleiotropy be common

in biofilms, the complex array of microenvironments would be expected to fragment the population into

multiple subpopulations (metapopulations). Antagonistic pleiotropy would drive these metapopulations

to diverge and evolve towards specialization in their particular environment (Futuyma and Moreno, 1988;

Devictor et al., 2010). The effect of local adaption to specific microenvironments is also likely to be am-

plified by the spatial structure of biofilm populations, which can prevent ”entire biofilm” selective sweeps

during reasonable time periods. Indeed, population-wide selective sweeps in biofilms may only result
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Figure 2.6: Simple schematic of the distribution of nutrient concentrations and growth rates in a theo-
retical biofilm population.

from strong directional selective pressures like that provided by the application of antibiotics.

2.4 Effect of growth rate on mutation and selection

Variation in cellular growth rates is an important consequence of the complex array of environments

found in biofilms (Sternberg et al., 1999; Stewart and Franklin, 2008; Stewart et al., 2016). Those cells

located at or near the source of incoming nutrients are likely to exhibit higher growth rates than those

located in more nutrient-depleted zones. Large swaths of the interior of biofilms may not be growing

(dividing) at all and exist in a quiescent state. Although it has been chronically overlooked, we suggest

that a microbial population’s growth rate is likely to strongly influence its evolution. While mutations

can occur independent of chromosomal replication and cellular division, selection requires some combi-

nation of cellular growth and death to affect evolutionary changes in microbial populations. The relative

influence of these two processes, mutation and selection, may therefore vary with the rate at which the

population is growing.

2.4.1 Replication dependent and independent mutational processes

Mutation, unlike selection, can occur independent of cell growth and death. The mutations that un-

derpin evolutionary change in biofilm populations fall into two broad categories: replication-dependent

and replication-independent mutations. The former largely consist of point mutations introduced during

the replication of bacterial chromosomes in actively growing cells, while the latter arise through sev-

eral different mechanisms (Table 2.1), including error prone repair of damaged DNA (Goodman, 2002;
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Table 2.1: Processes that cause mutations independent of genome duplication

Mutational Mechanism References

Repair of DNA damage by:

Uv radiation (Bridges, 1992; Truglio et al., 2006)

Gamma radiation (Wijker et al., 1998; Rodgers and Mcvey, 2016)

Cytosine deamination (Duncan, 1980; Frederico et al., 1993)

Depurination (Schaaper and Loeb, 1980; Suzuki et al., 1994)

DNA oxidation (Imlay, 2003; Bjelland, 2003)

Non-enzymatic methylation (Rydberg and Lindahl, 1982; Mazin et al., 1985)

Movement of mobile elements (Kidwell and Lisch, 2001; Frost et al., 2005)

Recombination (Anderson and Roth, 1981; Bull et al., 2001)

Slipped-strand mispairing (Levinson and Gutman, 1987; Torres-Cruz and
van der Woude, 2003)

Rodgers and Mcvey, 2016), recombination (Anderson and Roth, 1981; Bull et al., 2001), movement of

mobile genetic elements (Frost et al., 2005; Foster, 2007) and slipped-strand mispairing (Levinson and

Gutman, 1987; Torres-Cruz and van der Woude, 2003). These replication-independent mutations occur

in all cells regardless of their growth rate, probably even in those that are quiescent (Bull et al., 2001;

Kivisaar, 2003, 2010). This phenomenon can be seen in Figure 2.7, which demonstrates a gradual linear

increase in rifampicin resistant mutants in stationary phase populations of E. coli.

The failure to adequately consider replication independent mutations is reflected in the fact that

mutation rates are expressed in terms of “mutations per generation” which by logical extension implies

that if there are no generations (i.e., cells are not replicating their chromosome and dividing), then the

expected number of new mutants is zero. Additionally, the vast majority of experiments done to measure

mutation rates are done in studies in which mutation rates are determined using exponentially growing

cells (Rosche and Foster, 2000; Foster, 2006). This could be misleading since microbes in many nat-

ural habitats grow slowly or episodically and exponential growth is uncommon (Debellis et al., 1998;

Dixon and Turley, 2001; Rousk and B̊åath, 2011; Kirchman, 2016). Harris and Paul (1994) estimated

the generation time of bacteria in agricultural soils to be 160 days and 107 days in grassland soils. Other

investigators have estimated the generation times of bacteria in pelagic marine environments to be 8-9

days (Carlucci and Williams, 1978), while Lomstein et al. (2012) have projected biomass turnover times

of hundreds to thousands of years in deep sub-seafloor sediments.

Given the low bacterial growth rates in most habitats it could be that replication-independent mu-

tations are the principle means by which genetic diversification occurs. Thus, in studies of evolution in

biofilms it may be important to consider both replication-dependent and replication-independent muta-

tions (Eastman et al., 2011) because growth rates may vary depending on the location of cells in the
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Figure 2.7: Increase in the frequency of rifampicin resistant mutants in seven planktonic stationary phase
cultures of E. coli. Grey points are estimates of the frequency from each individual culture at each time
point. Grey and black lines resulted from a simple linear regression of the mutant frequency versus the
time spent in stationary phase for the individual cultures (grey) and the overall average of all cultures
(black).
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matrix. Lastly, because of the potentially important role of mutation in slowly growing or quiescent

cells, we suggest that mutation rates be expressed as mutations per unit time instead of mutations per

generation.

2.4.2 Strength of selection when growing slowly

On the other hand, cell growth or death must occur for selection to affect changes in allele frequencies

in the population. This implies that the rate at which a population is growing (or dying) has a direct

influence on the rate at which selection can alter allele frequencies. Consider the following simplified

example: If a beneficial mutation requires 250 generations to reach fixation then this would require 25

days in a population that has a growth rate of 10 generations of per day. In contrast, fixation would

require 1750 days in a population that experiences only 1 generation per week. When applied to biofilms

this implies that the times required for beneficial mutations to sweep may well depend on their location in

the matrix, with fixation occurring more quickly near the interface with the bulk media and much more

slowly in deeper regions near the substratum. Moreover, as previously discussed, many of the molecular

mechanisms that cause mutations are not bound to chromosomal replication or cellular division. Perhaps

mutation rates might best be expressed as a continuous time process rather than instead of being indexed

to the production of offspring—an event that is required for natural selection to operate. By extension of

this reasoning the effect of selection is undetectable in populations that are in stasis (i.e. cells are neither

replicating or dying).

The connection between growth rate and selection in bacterial populations can be made clear by

examining mathematical models that relate mutation and selection in well-mixed populations. If we ignore

gene flow and genetic drift, a deleterious mutant accumulates at a rate defined in terms of mutation, which

provides new variants, and selection, which purges lower-fitness mutants from the population. Traditional

models (Equation 2.1) define the change in mutant abundance (∆x) as being approximately equal to the

mutation rate µ minus the selection coefficient s multiplied by the current proportion of mutants x

(Fisher, 1928), i.e.

∆x ≈ µ− sx

xt = (1− s)xt−1 + µ
(2.1)

The selection coefficient s in this model is defined as the covariance of x and its fitness (measured at

time t). If we assume the time-step between t− 1 and t is 1 (note that the units here are not specified,

the usual choice would be 1 generation), we can break the mutation rate up into two portions: (1) k is

the portion of the time-step during which chromosomal replication is not occurring. And, (2) (1 − k)

is the proportion of the time-step where chromosomal replication occurs. Now assume that replication

dependent and independent mutations occur at rate η and v, respectively. Then
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µ ≡ vk + η(1− k)

∴ xt = (1− s)xt−1 + vk + η(1− k).
(2.2)

Equation 2.2 highlights the balance between the two types of mutation. If k is large (as it might be in

slow growing populations), then v has increased importance in evolution. Conversely, if most of the time

the bacteria are undergoing chromosomal replication (i.e. k is small), then η has increased importance.

Note that, because the selection coefficient is estimated at unit length, the change due to natural selection

is of fixed size in comparison.

This analysis suggests that it is important to consider the possible effect of growth rate on selection

when thinking about evolution in biofilm populations. This matter might be important for at least two

reasons. First, there is large variation in growth rates throughout a biofilm (Wentland et al., 1996; Stern-

berg et al., 1999) so it is likely that the relative contribution of replication dependent and independent

mutations varies through the population (Eastman et al., 2011). Specifically, cells near the bulk fluid

interface are likely to experience faster growth rates and may therefore incur more growth dependent

mutations (Sternberg et al., 1999), while nutrient starved cells may incur a higher proportion of repli-

cation independent mutations (Bull et al., 2001; Saumaa et al., 2002; Kivisaar, 2003). Second, cells in

the basal layers of biofilms experience conditions that severely limit or preclude growth (shown in Figure

2.6). The influence of selection on these slowly growing or quiescent populations is likely minimal (s ≈0).

Yet mutations are expected to accumulate unabated through replication independent processes.

2.5 Horizontal gene transfer in biofilms

Genetic diversity can also be created by the introduction of genetic elements into cells (Thomas and

Nielsen, 2005). This process is termed horizontal gene transfer (HGT) and it stands in contrast to the

vertical inheritance of genes through common descent (Thomas and Nielsen, 2005). HGT is an important

component of microbial evolution because it allows for the rapid dissemination of genetic information.

Comparative genomics studies have shown that the genomes of most microorganisms contain consider-

able amounts of genetic material has been acquired through HGT and not common descent (Ochman

et al., 2000). Considerable attention has been given to HGT because it has played a critical role in

the acquisition of virulence determinants and the spread of antibiotic resistance (Davies and Davies,

2010). Below we describe how residing within a biofilm might influence HGT. We focus our attention

on conjugation and transformation because relatively few studies have examined transduction in biofilms.

Conjugation is probably the HGT process most studied in biofilms. Many have argued that conjuga-

tion rates are likely to be elevated in densely populated biofilms because cell-cell contact is required for

plasmid transfer and immobilization in the extracellular matrix may facilitate successful mating by de-

creasing the chances that the donor and recipient conjugation machinery is not disrupted by sheer forces

(Hausner and Wuertz, 1999). On the other hand, spatial structure may slow and limit plasmid spread
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Figure 2.8: Theoretical spread of a self-transmissible plasmid in a well-mixed (A) and structured popula-
tion (B). This is demonstrated schematically in the drawing on the right. Plasmid free bacteria (white)
and plasmid containing bacteria (dark gray) in well-mixed (top) and structured (bottom) populations.
Figure is reproduced from: Stalder, T., Top, E. (2016) Plasmid transfer in biofilms: a perspective on
limitations and opportunities. npj Biofilms and Microbiomes 2: 16022.

in biofilms through the same mechanisms that slow selective sweeps (Figure 2.8). Correspondingly, some

studies have indicated that plasmid transfer rates are elevated in biofilms (Hausner and Wuertz, 1999;

Kajiura et al., 2006; Meervenne et al., 2014) while others have suggested the exact opposite (Christensen

et al., 1996, 1998). Arguments against elevated transfer rates in biofilms are based on either the need for

cell-cell contact that may limit plasmid transfer to nearest neighbors in the biofilm matrix (Tolker-Nielsen

and Molin, 2000; Seoane et al., 2011) or the depletion of energy sources (nutrients) in the deeper regions

of a biofilm (Fox et al., 2008). Furthermore, Król et al. (2011) demonstrated that conjugal transfer of

IncP-1 in E. coli biofilms was dependent on oxygen levels and population densities (Król et al., 2011).

This is was supported by the findings of Stalder and Top (2016) who observed limited plasmid transfer

and spread in mixed species biofilms of E. coli and P. putida (Figure 2.9; (Stalder and Top, 2016)).

Additional studies are needed to define the conditions under which conjugation is favored or limited in

biofilm populations.

Transformation occurs when extra-cellular DNA (eDNA) is taken up by another bacterium and inte-

grated into the chromosome. This process may be a prominent mechanism of horizontal gene transfer in

microbial biofilms because eDNA has been shown to be common component of the extracellular matrix

(Molin and Tolker-Nielsen, 2003; Chiang and Tolker-Nielsen, 2010). Extracellular DNA is thought to

play a structural role in biofilms but may also be taken up by the bacteria embedded in the matrix

(Whitchurch et al., 2002; Hobley et al., 2015). Furthermore, studies have identified transformation in

biofilms formed by Streptococcus mutans (Li et al., 2001), Acinetobacter spp. (Hendrickx et al., 2003;

Merod and Wuertz, 2014), Gonococcus sp. (Kouzel et al., 2015) and multispecies oral biofilms (Han-

nan et al., 2010). The study on Gonococcus biofilms by Kouzel et al. (2015) further demonstrated that

transformation rates were higher in early stage biofilms than in planktonic populations. However, they

also showed that transformed rates were diminished in the biofilm populations after 24 hours, a result

that was also observed in the studies on Acinetobacter sp. and Streptococcus mutans studies (Li et al.,

2001; Hendrickx et al., 2003). The mechanism responsible for this trend has not been identified, although
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Figure 2.9: Confocal laser scanning microscopy photographs of plasmid transfer in a dual-species biofilm.
Plasmid donor cells (red) are E. coli K12 MG1655 carrying plasmid pB10 marked with dsRed and recipient
cells (green) are P. putida KT2244 marked with gfp. Transfer of the dsRed marked plasmid from E. coli
into the gfp marked P. putida, generates the yellow/orange transconjugants seen in the image. Figure
reproduced from: Stalder, T., Top, E. (2016) Plasmid transfer in biofilms: a perspective on limitations
and opportunities. npj Biofilms and Microbiomes 2: 16022.
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Kouzel et al. (2015) suggest that it could result from either oxygen deprivation or the increased matrix

density of older biofilms (Kouzel et al., 2015). While it is still not clear whether transformation rates are

generally elevated or reduced in biofilms, we speculate that this may be an important and underappreci-

ated means of HGT in biofilms. We base our speculation on the abundance of eDNA in the matrix, and

the fact that many environmental biofilms are complex multi-species conglomerates.

2.6 Conclusions

Despite the fact that few studies have been done on the evolution of populations that reside in biofilms,

we have synthesized the available findings along with principles of macroecology and evolutionary theory

to speculate about the factors that influence adaptive radiation and evolution in biofilms. In our view,

four fundamental characteristics of biofilms must be taken into account. The first is that the extracellular

matrix restricts the movement of individual bacteria within biofilms, limiting the scale of competitive

interactions. Second, reaction-diffusion processes within biofilms create microenviroments that exert a

spectrum of selective pressures. Third, mutagenic processes that are independent of chromosome repli-

cation and cell division undoubtedly occur, which leads to genetic diversification of cells; even those

that are growing slowly or not at all. Finally, the growth rates of certain metapopulations within the

biofilm are greatly reduced, which can protract selective sweeps thus allowing clonal interference and the

persistence of genetic variants. These characteristics lead to the emergence and maintenance of genetic

diversity within biofilms and create metapopulations that, by chance, may survive better if environmental

conditions change. Our observations should apply equally well to other spatially structured, non-biofilm

environments such as soils and sediments.

It has been proposed that adaptive evolution in bacterial (haploid) populations is driven by strong

selection and weak mutation (SSWM; (Orr, 2002; Joyce et al., 2008). In this scenario, there is a finite

number of rare mutations that can only be beneficial or deleterious. Selection is strong enough that the

entire population is essentially composed of only one genotype and adaption occurs through the stepwise

fixation of single mutations. In many ways, this scenario captures our understanding of how evolution

operates in microbial populations residing in homogeneous, unstructured environments. Here we propose

that evolution in biofilms and other spatially structured environments is more akin to weak-selection and

strong mutation; a conceptual model that we refer to as ”anti-SWWM.” Perhaps the ideas put forward

here can be used in the future to guide the development of new models of bacterial evolution in spatially

structured environments and a better understanding of the extraordinary diversity found in the microbial

world.
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Chapter 3: The relationship between spatial

structure and the maintenance of diversity in

microbial populations

3.1 Abstract

Spatial structure is pervasive in the microbial world, yet we know relatively little about how it in-

fluences the evolution of microbial populations. It is thought that spatial structure limits the scale at

which competitive interactions can occur thereby protracting selective sweeps. The degree of evolutionary

independence provided by the protraction of selective sweeps can allow the population to simultaneously

explore multiple evolutionary paths. Sewall Wright thought this was an important means by which asex-

ual microbial populations might overcome sign epistasis. But how structured must a microbial population

be before these effects are realized? In this study we used a combination of experimental and simulation

studies to explore the relationship between spatial structure and the maintenance of diversity in microbial

populations. The degree of spatial structure experienced by evolving Escherichia coli metapopulations

was manipulated by varying the rate of migration between sets of 12 independent subpopulations. Each

of the 12 subpopulations were inoculated with equal proportions of two competing genotypes that ini-

tially had equal fitness. It was expected that, in the absence of structure, one of the two genotypes

would acquire a beneficial mutation and sweep to higher frequency (major genotype) while also purging

the other (minor genotype) from the metapopulation. After 150 generations of evolution, the frequencies

of these two genotypes were again determined for each of the 12 subpopulations. Our results showed

that structured metapopulations maintained higher frequencies of the minor genotype and that the fre-

quency of this genotype decreased exponentially as the rate migration between the subpopulations was

increased. Beyond a certain rate of migration—here when 2,000 individuals were migrated between the

subpopulations per day—the minor’ genotype was rapidly expunged from the metapopulation. However,

at migration rates less than this threshold, spatial structure was able to protract selective sweeps, allowing

for the persistence of both genotypes. These results demonstrate that structured microbial populations

can evolve along multiple evolutionary trajectories even when migration rates between the subpopulations

are relatively high.

3.2 Introduction

The majority of microbial populations live and evolve in environments that have some degree of spa-

tial structure (Franklin and Mills, 2007). By that we mean the individuals that make up a population

are distributed across physical space with each having a distinct location. This includes the bacteria

that inhabit porous environments likes soils and sediments (Becker et al., 2006; Deschesne et al., 2007)

as well as those that dwell in biofilms and microbial mats (Battin et al., 2007). Even populations that

simply reside on surfaces like countertops (Flores et al., 2013) and epithelial tissues (Poulsen et al., 1994;

Schreiber et al., 2004; Monier and Lindow, 2005) experience some degree of spatial structure. Despite the
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pervasiveness of structured populations in nature, most studies and models of microbial evolution focus

only on unstructured populations, like those found in well-mixed liquid cultures (Kawecki et al., 2012;

Kassen, 2014). This disparity between the microbial population found in nature and those commonly

used in laboratory studies is important because spatial structure has been shown to have a profound

impact on the evolution of microbial populations (Rainey and Travisano, 1998; Kerr et al., 2002; Habets

et al., 2006, 2007; Perfeito et al., 2008; Ponciano et al., 2009). A simple demonstration of this can be seen

in Rainey and Travisano (1998). Here, the authors showed that simply growing Pseudomonas flourescens

in liquid media without shaking could lead to the rapid evolution of multiple ecotypes—an outcome that

was not observed when the strain was grown in an unstructured environment (Rainey and Travisano,

1998). If we are to comprehend the complexities of microbial evolution in the natural environment, we

must develop an understanding of the impact of spatial structure on evolutionary processes.

Theory predicts that spatial structure has a direct impact on natural selection. In the absence of

structure, competition between individuals occurs on a global scale, allowing selection to enact rapid,

population-wide changes in the frequencies of genotypes (Dykhuizen and Hartl, 1983). In unstructured

populations, the reproductive success of an individual is determined by its fitness relative to that of

the entire population average. Spatial structure, on the other hand, limits competition to a local scale

(Tillman, 1994; Kerr et al., 2002; Kim et al., 2014; Nadell et al., 2016), wherein each individual competes

only against the subset of the population that is in close proximity to it. Beneficial mutations that oc-

cur in a structured population must sweep through physical space in addition to sweeping in frequency

through the population. This can protract selective sweeps (Habets et al., 2007), thereby facilitating

the maintenance of diversity (Amarasekare, 2003; Wang et al., 2005). Although this effect is often cited

as fact in the literature (Steenackers et al., 2016), there are relatively few demonstrations of it. Those

that do exist either rely only on comparisons between structured and unstructured populations (Habets

et al., 2006; Nahum et al., 2015), or do not address how spatial structure impacts diversity (Kryazhimskiy

et al., 2012). Here, we directly characterized the relationship between the degree of spatial structure a

microbial population experiences as it evolves and the maintenance of diversity.

Adaption by microbial populations has canonically been viewed as occurring through the sequen-

tial fixation of beneficial mutations, each providing some incremental increase fitness (i.e. under Strong

Selection Weak Mutation, (Gillespie, 1983)). In the absence of sex and recombination, each fixation

event is associated with a collapse of genetic diversity, as all loci on the chromosome are linked (Koch,

1974; Levin, 1981; Dykhuizen and Hartl, 1983). Under this scenario, the range of accessible genotypes

is largely restricted to only those that are a single mutational step away from the dominant genotype,

and adaptation proceeds along a single evolutionary trajectory. This mode of adaptation is efficient if

sign epistasis is rare and the fitness landscape is correspondingly smooth. However, if sign epistasis is

common, as many empirical studies have demonstrated (Carvalho et al., 2011; Kvitek and Sherlock, 2011;

Chou et al., 2014), and the fitness landscape correspondingly rough, asexual populations may become

trapped at suboptimal fitness peaks surrounded by regions of lower fitness (Weinreich et al., 2005). Sewall

Wright proposed, in his shifting balance theory (SBT), that evolution in a structured environment may
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provide a mechanism by which populations might overcome epistasis (Wright, 1932). By splitting a single

population in into several subpopulations connected by gene flow, spatial structure may allow the pop-

ulation to simultaneously explore several regions of the fitness landscape, increasing the range of easily

accessible genotypes. This would allow structured populations to eventually reach higher adaptive peaks

in a rough fitness landscape (Nahum et al., 2015). Although spatial structure is an integral component of

SBT, it is not clear what level of gene flow is needed to allow subpopulations to evolve semi-independently.

Here we used empirical studies and model simulations to characterize the effect of spatial structure

on the maintenance of diversity in microbial populations. On the empirical side, we evolved replicate

Escherichia coli metapopulations under varying degrees of spatial structure. Each metapopulation con-

sisted of a set of 12 subpopulations and structure was introduced by manipulating the migration rate

between them (Kryazhimskiy et al., 2012). The subpopulations were founded with equal proportions of

two differentiable genotypes. One was the wild type E. coli K12 MG1655 strain and the other was a

spontaneous cycloserine resistant mutant derived from the wild type E. coli strain. It was expected that

one of these two genotypes would acquire a beneficial mutation and, in the unstructured metapopula-

tions, outcompete the other genotype, leading to its eventual loss from the metapopulation. However,

we hypothesized that spatial structure would protract selective sweeps, allowing for the persistence of

both genotypes. Additionally, we predicted that, in the structured metapopulations, there would be

some variation in the frequencies of these two genotypes among the 12 subpopulations. To further detail

the relationship between spatial structure and the maintenance of genetic diversity, we constructed a

branching process model for microbial evolution that allowed us to test our hypothesis under a broader

parameter set.

3.3 Methods

3.3.1 Microbial strains and conditions

For all experiments, Escherichia coli K12 MG1655 was grown at 37oC in a glucose limited (12.2

mM) M9 salts minimal media, supplemented with Wolfe’s vitamins and trace elements (Wolin et al.,

1963). Agar plates were prepared by adding 1.5% agar to the media. To generate two genotypes of E.

coli K12 MG1655 that could be distinguished by plating on selective media we isolated a cycloserine

resistant mutant from the ancestral strain. Resistance to this antibiotic is caused by mutations in the

cycA alanine transporter gene and do not generally affect fitness (data not shown, (Cseh and Umenhoffer,

2006)). Approximately 107 colony forming units (CFUs) of the cycloserine sensitive ancestor were spread

on agar plates containing 40µM cycloserine. After 48 hours of incubation, a single cycloserine resis-

tant colony was randomly selected, restreaked on selective media, and then inoculated into 5mL of fresh

media. The resulting culture was incubated overnight at 37oC and then archived at -80oC in 20% glycerol.
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3.3.2 Experimental evolution

Each E. coli metapopulation consisted of 12 subpopulations that were grown in 200µL of the glucose

limited media each in a separate well of a 96 well plate. We tested four different degrees of spatial struc-

ture: no structure, low structure, high structure, and complete structure. In the no structure metapop-

ulations, the twelve subpopulations are mixed together before being subcultured, while in the low and

high structure metapopulations, only genotypes with a frequency greater than 10% (low structure), or

equal to 100% (high structure), had a high probability of migrating and surviving the subsequent bot-

tleneck. The entire experiment was replicated three times (see Appendix A for a more in depth protocol).

To start the evolution experiment, the cycloserine sensitive and cycloserine resistant E. coli geno-

types were separately inoculated into 5mL of media and incubated overnight at 37oC, with shaking at

185 rpm. The two resultant cultures were then serially diluted in 0.85% saline solution and spread plate

on either antibiotic free media (sensitive genotype) or media containing 40muM cycloserine (resistant

genotype). The plates were incubated at 37oC for 24 hours, after which twelve colonies of each genotype

were randomly selected and resuspended in media. The resulting cell suspensions were then standardized

to the same optical density. Pairs of resistant and sensitive genotypes were combined together creating

twelve new cell suspensions, each of which contained approximately equal proportions of the sensitive and

resistant genotypes. These cell suspension mixtures were then diluted and plated on antibiotic free and

antibiotic containing media to determine the starting frequencies of the two genotypes in each subpopu-

lation. The twelve cell suspension mixtures where then diluted 1:10 in fresh media and then 15µL was

inoculated into 185µL of fresh media in four wells of a 96 well plate, one each for the four metapopulation

types (complete structure, high structure, low structure, and no structure).

The degree of spatial structure experienced by the evolving E. coli metapopulations was manipulated

by altering the migration rates between the 12 distinct subpopulations. This is similar to an approach

used previously (Kryazhimskiy et al., 2012). All metapopulations were subcultured into fresh media daily

(1:128 dilution, providing 7 generations per day), however the protocol differed depending on the degree

of spatial structure in question. For the completely structured metapopulations no migration occurred

between the subpopulations. In the case of the no structure metapopulations, the 12 subpopulations were

combined together in equal volumes, and this mixture was used as the inoculum for each of the 12 subpop-

ulations. In the low and high structure metapopulations, the subpopulations were first subcultured into

fresh media. Then the 12 subpopulations were combined together in equal volumes and the resulting mix-

ture was diluted in fresh media by a factor of 10-3 (low structure) or 10-5 (high structure) and then 10µL

of the mixture was added to each subpopulation. This provides a migration rate of 2,000 individuals per

day between any two subpopulations in the low structure and 20 individuals per day in the high structure.

The evolution experiment was carried out for 21 days ( 150 generations) with daily serial transfers and

migration events. At seven day intervals, the optical densities (600nm) of the individual subpopulations

were tracked at 15-minute intervals over 24 hours using a BioTek PowerWave HT (BioTek Labs, Suwa-
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nee GA). Growth kinetic parameters were estimated from the resulting data using the R package grofit

(Kahm et al., 2010). At the end of the experiment, the 12 subpopulations were again plated on antibiotic

free and antibiotic containing media to determine the frequency of the two genotypes. The frequency of

the genotype that was least abundant in each metapopulation was determined and is hereafter referred

to as the minor genotype frequency of MGF.

3.3.3 Simulation

To further characterize the effect of spatial structure on the maintenance of diversity in microbial

populations, we used a simple branching process simulation (python code available at: github.com/

michaelfrance/simulatedmetapopulations/). The experimental setup was recreated computationally.

Individual genotypes were tracked through evolutionary time with the following associated metadata: a

census count, a fitness, which of the 12 subpopulations they are currently located in, which subpopu-

lation they originated from, which genetic background they have, and an ancestry barcode. Mutation,

reproduction with selection, migration, and serial transfer were all modeled as Poisson processes with

lambda equal to the product of the lineage census size and the beneficial mutation rate, the fitness rela-

tive to the local subpopulation average, the migration rate, or the transfer probability, respectively. We

modeled the beneficial mutation rate (Ub), and the selective effects of new mutations were assigned as a

random draw from an exponential distribution with β=0.1 (Orr, 2003; Kassen and Bataillon, 2006). We

tested 6 values for the degree of spatial structure (migration rates of 0, 2, 20, 200, 2,000, and 250,000

individuals migrated between subpopulations per day) and 4 values for Ub (10-7,10-8,10-9,10-10 beneficial

mutations per generation). Subpopulations were initialized with equal proportions of the two genotypes.

The simulated metapopulations were then allowed to evolve for 1000 generations with regular tracking

of average fitness of the metapopulation, the frequency of the minor genotype, and the variance in these

two traits across the 12 subpopulations. Simulations were conducted with 1000 replicates for each of the

24 parameters sets. We found our results to be generally insensitive to Ub with the only difference being

that the dynamics were faster in metapopulations that evolved with a larger Ub. For this reason, we only

report results from simulation with Ub=10-7 beneficial mutations per generation.

3.3.4 Statistical analysis

Statistical analyses were performed using SAS version 9.3 (SAS Institute, Cary, NC). The specific

growth rate estimates and the minor genotype frequencies for each the individual subpopulations were

modeled using similar approaches. In the first, a linear mixed model was used with the growth rate esti-

mates as the response variable and the timepoint, the degree of spatial structure, and their interactions

as predictor variables, as well as the experimental replicate as a random effect. To compare the vari-

ance around the metapopulation average growth rate estimates we analyzed the squared residuals output

from the previous model, excluding the data from day zero. A general linear model was employed again

with the squared residuals as the response variable and time, the degree of spatial structure, and their

github.com/michaelfrance/simulatedmetapopulations/
github.com/michaelfrance/simulatedmetapopulations/
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interaction as predictor variables, with the replicate included as a random effect. All pairwise post hoc

comparisons were tested, resulting p-values were corrected using the Benjamini and Hochberg approach

(Benjamini and Hochberg, 1995). Similar models were used to analyze the minor genotype frequency

data, except that time was dropped from the predictor variables because only the final timepoint was

analyzed. Again, post hoc comparisons were constructed and corrected for multiple comparisons using

the same approach. Simulation data was analyzed using three statistical models. In the first, relative

fitness was the response variable with the degree of spatial structure and time as categorical predictor

variables. While the second and third models included the minor genotype frequency at the 1000th gener-

ation and the variance in the minor genotype frequency across the subpopulations as response variables,

respectively, with the degree of spatial structure as a categorical predictor variable.

3.4 Results

To characterize the relationship between spatial structure and the maintenance of diversity in micro-

bial populations, we evolved replicate E. coli metapopulations under varying degrees of spatial structure

(Figure 3.1). We tested four degrees of spatial structure: complete structure (no migration), high struc-

ture ( 20 individuals migrated between each subpopulation per day), low structure ( 2,000 individuals

migrated per day), and no structure ( 250,000 individuals migrated per day). During the evolution ex-

periment, we monitored changes in the growth kinetics of the 12 subpopulations. We found that the

average growth rate of the metapopulations increased by approximately 30% over the 150 generations,

with the bulk of the change occurring between generations 50 and 100 (Figure 3.2). There were no

substantial differences in the overall change in growth rate across the tested degrees of spatial structure.

Concordantly, the most influential predictor variable in the analysis of these data was time(F3,552=1319.4),

while the degree of spatial structure had only a modest impact on the observed change in specific growth

rate (F3,552=16.56). This result is consistent with at least one selective sweep having occurred in all

metapopulations over this timescale.

We hypothesized that metapopulations that evolved in environments with more spatial structure

would have more variation among their subpopulations. One approach we used to test this hypothesis

was to compare the squared residuals from our model of the relative growth rate estimates. These values

represent the departure of the individual subpopulation estimates from their metapopulation average.

Convergent evolution is likely to obscure some of the variation among the subpopulations in this analysis

because all subpopulations evolved an increased growth rate during the evolution experiment. Neverthe-

less, we find that metapopulations that evolved in environments with a higher degree of spatial structure

had more variance in their relative growth rate (F3,552=7.05, p<0.0001;Figure 3.3A). The variance in

the complete and high structure metapopulations were similar and greater than that in the low and no

structure metapopulations. We also identified a time dependence in our variance estimates (F3,552=7.97,

p<0.0001; Figure 3.3B), with the squared residuals peaking at the 100th generation time point. It is at

this timepoint that the increase in the average growth rates of the metapopulations was first observed.
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Figure 3.1: We manipulated the degree of spatial structure experienced by evolving E. coli metapopula-
tions by altering the migration rate among a set of 12 distinct subpopulations. In all but the completely
structured metapopulations, migration occurred between each of the 12 subpopulations daily (every 7 gen-
erations). The rate of migration was controlled by combining equal proportions of the 12 subpopulations
and then diluting the resulting mixture to provide the desired number of migrants per subpopulation.
The appropriately diluted migrant mixture was then added to each subpopulation. † Numbers give an
approximation for the number of CFUs transferred between any two subpopulations per day.
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Figure 3.2: Change in the average growth rate over 150 generations of evolution for metapopulations that
experienced: no structure (squares, grey), low structure (diamonds, light blue), high structure (diamonds,
blue), and complete structure (circles, dark blue). Growth rate values are reported relative to estimates
for the metapopulation growth rate at the start of the evolution experiment.
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To provide a marker for genetic diversity we inoculated each subpopulation with equal proportions

of two differentiable genotypes that initially had the same fitness: one that was cycloserine sensitive and

one that was cycloserine resistant. In the absence of structure, it was expected that a beneficial mutation

would occur in one of the two genetic backgrounds and that genetic background would sweep to fixation,

leading to the loss of the other. Conversely, we hypothesized that spatial structure might facilitate the

maintenance of both genotypes in the metapopulations, at least over the time period tested. We defined

the minor genotype frequency (MGF) as the average relative abundance of the lesser of the two geno-

types across the entire metapopulation. We found that metapopulations that evolved with higher degrees

of spatial structure had corresponding greater minor genotype frequencies after the 150 generations of

evolution (F3,132=8.66, p<0.0001;Figure 3.4A). The complete and high structure metapopulations had

minor genotype frequencies of 0.40 and 0.27, while the low and no structure metapopulations had fre-

quencies of 0.14 and 0.10. Post hoc comparisons revealed that both the complete and high structure

metapopulation MGF estimates were significantly greater than the no structure estimate (Figure 3.4A).

This result is consistent with our hypothesis that spatial structure promotes the maintenance of diversity.

We next asked whether metapopulations that evolved in environments that had a higher spatial struc-

ture, also had more variation in MGF among their twelve subpopulations. If the set of subpopulations are

evolving semi-independently, it was expcted that they would have some variation in their MGF. To test

this hypothesis, we analyzed the squared residuals from the statistical model that was used to analyze

the average MGF in each metapopulation. The squared residuals measured the difference between the

frequency of the minor genotype in each subpopulation and their corresponding metapopulation average

MGF. We found that metapopulations that evolved in environments that had more structure, also had

a greater variance in the frequency of the minor genotype across the 12 subpopulations (Figure 3.4B).

Variance in the MGF was greatest for the complete structure metapopulations, followed by the high

structure, with the low and no structure being equivalent. These results are consistent with there being

some degree of evolutionary independence among the subpopulations that make up the high structure

metapopulations but not those that evolved in the low structure environment.

It was not clear if genetic diversity would vary with spatial structure in a discrete manner, i.e. pop-

ulations either look like they evolved in environments that did or did not have spatial structure, or if it

would instead vary continuously as a function of the degree of spatial structure. To answer this question,

we employed a branching processes simulation for microbial evolution. The simulation was constructed

to match the experimental setup: each simulated metapopulation included 12 subpopulations and the

degree of spatial structure was manipulated by altering the rate of migration between the subpopulations.

Six different degrees of spatial structure were tested with migrations rates between subpopulations of:

0, 2, 20, 200, 2,000, and 250,000 individuals per day. We simulated 1000 generations of evolution, with

1000 replicates for each parameter set. During this time period, at least one selective sweep occurred in

all of the simulated metapopulations. However, we did find a negative correlation between the degree of

spatial structure and that rate at which these metapopulations adapt (Figure 3.5), which is likely caused
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Figure 3.3: Differences in the variation in relative growth rates among the 12 subpopulations. Metapopu-
lations that experienced higher degrees of spatial structure had corresponding greater variation in growth
rates among their constituent subpopulations (A). Independent of the degree of spatial structure, there
were also differences in variation dependent on time (B). Variation in growth rates peaked at 100 gen-
erations, corresponding to the observed change in the metapopulation average growth rate. Points that
are labeled with the same letter(s) do not differ significantly (p<0.05), after adjusting for multiple com-
parisons using the Benjimini and Hochberg procedure.
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Figure 3.4: (A) Minor genotype frequency at generation 150 in metapopulations experiencing different
degrees of spatial structure. (B) Variance (squared residuals) in minor genotype frequency across the
12 subpopulations that make up each individual metapopulation. Each point is the average of three
replicates. Points that are labeled with the same letter(s) do not differ significantly (p<0.05), after
adjusting for multiple comparisons using the Benjimini and Hochberg procedure.
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by the reduction in effective population size that results from spatial structure.

To investigate the relationship between the degree of spatial structure and the maintenance of ge-

netic diversity, we compared the frequency of the minor genotype at the 1000th generation across the

six different degrees of spatial structure. The distribution of MGFs for the 1000 replicate simulation

runs under varying degrees of spatial structure can be found in Figure 3.6. We recovered the result that

structured populations have higher MGFs, consistent with spatial structure being correlated with genetic

diversity (F5,5995=978.83, p<0.0001; Figure 3.7A). Based on these data, it appears that the relationship

between spatial structure and genetic diversity resembles an exponential decay function. . Between mi-

gration rates of 0 and 2,000 individuals per day, there is an exponential decline in the average minor

genotype frequency at the cessation of the simulation. However, there is relatively little differences be-

tween metapopulations that experienced migration rates at or above 2,000 individuals per day, with all of

them closely resembling metapopulations that evolved in the absence of structure. This result suggests a

“threshold” relationship between spatial structure and the maintenance of diversity. In highly structured

populations, small changes in migration rates between the subpopulations led to large differences in the

observed MGF at the end of the evolution. However, beyond a certain point of migration, here 2,000

individuals per day, the metapopulations evolved as if the environment did have spatial structure.

Our experimental data also indicated that spatial structure can allow for the semi-independent evo-

lution of the subpopulations. This is critical component of Sewall Wright’s shifting balance theory.

Here we use data from our simulation to determine how much migration can occur between structured

subpopulations before they lose their independence. The experimental data suggested that structured

metapopulations experiencing migration rates of 20 but not 2,000 individuals per day, evolved with some

degree of independence. Our analysis of the simulation data mirrors this result and provides more in-

sight into the maximum rate of migration that a metapopulation can experience while still maintaining

some degree of evolutionary independence (F5,5995=1766.14, p<0.0001; Figure 3.7B). These data indicate

that there is an exponential decay relationship between the two and suggest that metapopulations expe-

riencing a migration rate above 2,000 individuals per day, largely act as a single, unstructured population.

3.5 Discussion

Our results demonstrate that spatial structure can drive the maintenance of genetic diversity and

evolutionary independence in asexual microbial populations. They further place a limit on how much mi-

gration can occur before the impact of spatial structure on microbial evolution is degraded. The majority

of bacterial populations in nature live and evolve in environments that have physical structure (Franklin

and Mills, 2007). These environmental bacterial populations have been shown to possess a wealth of

diversity, with several strains of the same species existing in the same population (McArthur et al., 1988;

Lebret et al., 2012; Lieberman et al., 2013). We argue that spatial structure plays a central role in the

maintenance of this diversity.
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Figure 3.5: Average relative fitness of simulated metapopulations that evolved while experiencing varying
degrees of spatial structure. Each line is the average result across 1000 replicate simulation runs with Ub

= 10-7 per individual per generation. This trend was recovered across all tested beneficial mutation rates
(Ub =10-7, 10-8, 10-9, 10-10; data not shown).
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Figure 3.6: Frequency of the minor genotype after 1000 generations of evolution in simulated populations
experiencing varying degrees of spatial structure. Each plot contains a histogram of the results for 1000
replicate simulation runs under each parameter set. The degree of spatial structure varies over 6 orders
of magnitude from top to bottom. Results displayed are derived from simulations where Ub =10-7 per
individual per generation. Similar patterns were observed when (Ub equaled 10-8, 10-9, 10-10 (data not
shown).
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Figure 3.7: Average minor genotype frequency in metapopulations that evolved for 1000 generations while
experiencing varying degrees of spatial structure (A). Variance in the frequency of the minor genotype
across the 12 subpopulations (B). The results shown are derived from 1000 replicate simulation runs for
each of the six tested degrees of spatial structure with Ub = 10-7 per individual per generation. The
observed trends were not sensitive to the rate of beneficial mutations.
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One limitation of our study is that our implementation of spatial structure differs from that expe-

rienced by environmental microbial populations in at least two ways. The first is that the individual

subpopulations that made up each metapopulation were well-mixed and structure was introduced by ma-

nipulating the migration rate between the sets of subpopulations. Selection likely operated within each

subpopulation without any impact from spatial structure. In comparison, spatial structure is experienced

by many environmental populations at the level of the individual. Each individual cell that makes up a

biofilm has its movement restricted by the extracellular matrix and therefore only competes against the

subset of cells that are physically near it (Flemming et al., 2016). It is likely the effects of spatial structure

are amplified in populations that evolve under this finer degree of structure. The second difference is

that migration between each of our twelve subpopulations occurred at the same rate, as if they were all

equidistant from one another. In environmental populations, it is instead more likely that the rate of

migration decays with the distance between the source and sink subpopulations (Hanson et al., 2012).

Placing restrictions on migration between the subpopulations should slow the speed at which selective

sweeps spread through the metapopulation, further enhancing the effect of spatial structure (Perfeito

et al., 2008).

In his shifting balance theory, Sewall Wright proposed that spatial structure might provide a means

by which asexual populations could overcome epistasis (Wright, 1932). By splitting a single population

into several subpopulations connected by migration, spatial structure can allow populations to explore

multiple evolutionary trajectories. Our results suggest that migration rates between subpopulations of

up to 2,000 individuals per day ( 0.06% of the bottleneck subpopulation size) affords some degree of

evolutionary independence. It is not clear how much migration microbial populations are subjected to

in the environment and it certainly varies depending on the population in question. However, we spec-

ulate that most microbial populations do experience migration at a lower rate than this threshold and

certainly with more irregularity than that which was experienced in this study. It may be best to view

these populations not as a single genotype evolving along a single trajectory, but rather as a cloud of

genotypes that are evolving along disparate trajectories. This would allow these populations to explore

more of the fitness landscape and potentially reach higher adaptive peaks over the long term.

In this study, we’ve focused on perhaps the simplest form of diversity—two competing genotypes that

start with the same fitness and at the same abundance. In the absence of structure, we’ve shown that

one genotype rapidly subverts the other, likely due to the acquisition of a beneficial mutation. Intuitively,

you might expect that any amount of migration between subpopulations would allow the genotype that

acquires the beneficial mutation to spread to the surrounding subpopulations with ease. Yet, we’ve

also shown that both genotypes are maintained at relatively high frequency in our highly structured

metapopulations. We speculate that this is likely due to clonal interference (Gerrish and Lenski, 1998;

Sniegowski and Gerrish, 2010). Because only 20 individuals were exchanged per day, a beneficial mu-

tation must sweep to a high frequency before it is guaranteed to migrate between the subpopulations.

This provides more time for a beneficial mutation to occur in the other genetic background, elsewhere
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in the metapopulation. A fit genotype that migrates into a subpopulation that already has a resident

segregating beneficial mutation must face stiffer competition. By sheltering subpopulations from benefi-

cial mutations that occur elsewhere in the population, spatial structure can amplify the effects of clonal

interference. Which, in turn, can further facilitate the maintenance of diversity in structured populations.

While the results from our experimental and simulation studies generally agree, there are some minor

differences between the two. Adaptation to the glucose limited environment occurred rapidly in our ex-

perimental metapopulations—a dramatic change in the average growth rate of population was observed

after 100 generations of evolution. It took our simulated metapopulations much longer to achieve this

outcome, even when Ub = 10-7 per individual per generation. Estimates for the rate of beneficial mu-

tations in E. coli range from 10-10 to 10-8 per individual per generation (Imhof and Schlotterer, 2001;

Rozen et al., 2002). There are at least two factors that might contribute to this disparity. The first is

that, in the experiment, each subpopulation was inoculated with a mixture of two single colony suspen-

sions. These inocula likely included some amount of genetic diversity that originated during the growth

of the two colonies. Whereas the simulated metapopulations were initialized with equal proportions of

two single genotypes. This initial diversity may have sped up adaptation in the experimental metapop-

ulations (Fisher, 1930). Another possible explanation for this difference could be that the initial stage

of adaption to this glucose limited environment might not be driven by point mutations, but instead

by gene duplication. In general, gene duplications occur with a higher frequency than point mutations

(Anderson and Roth, 1981; Elliott et al., 2013) and have been shown to be adaptive in carbon limited

environments (Sonti and Roth, 1989; Brown et al., 1998; Maharjan et al., 2013). This would explain

both the speed of adaptation observed in the evolved E. coli metapopulations, and the repeatability of

the phenotypic outcome. In the three biological replicates, across the four degrees of spatial structure,

all subpopulations increased their average growth rate by approximately 30% over the 150 generations.

This is unlikely to have resulted from shared ancestry because each subpopulation was inoculated with

an independent mixture of two single colony isolations.

To conclude, we’ve shown that spatial structure can facilitate the maintenance of diversity in asexual

microbial populations. We’ve further demonstrated that the effects of spatial structure were not eroded

even with modest amounts of migration. Spatial structure can also impact the speed and outcome of

adaptation, if the fitness landscape is rough. We argue that spatial structure is a critical determinant of

evolutionary dynamics in environmental microbial populations. that should be kept in mind as we begin

to characterize the diversity within such populations.
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Chapter 4: Evolution in slowly growing bacterial

populations

4.1 Abstract

The majority of natural microbial populations are growing markedly slower than their laboratory

counterparts. In the environment, the growth of microbial populations is limited by the abundance of

routinely scarce essential nutrients. We hypothesized that the rate at which a population is growing

may impact its evolution. While the action of natural selection is inherently linked to the growth and

death of cells, mutations can occur through mechanisms other than errors made during the replication

of the chromosome. These replication-independent mutations occur through a variety of different mech-

anisms and should increase the per generation mutation rate experienced by slowly growing bacterial

populations. We therefore hypothesized that selective sweeps would be protracted in slowly growing

populations, facilitating the accumulation of diversity via replication-independent mutations. To test

this hypothesis, we evolved replicate Escherichia coli populations in chemostats with growth rates of 2

hours (fast) and 24 hours (slow). During the evolution, we tracked the frequency of a selectively neutral

spontaneous mutation in the populations as a marker for genetic diversity. Our results indicate that,

across 72 generations of evolution, the slowly growing populations accumulated and maintained higher

frequencies of this mutant. We further demonstrate that the slow growth populations evolved higher

fitness and experienced more phenotypic change than the fast growth populations. These results indi-

cated that a bacterial population’s growth rate can influence their evolution. Because the vast majority

of populations in the environment are not experiencing rapid growth, we speculate that growing slowly

might play a critical role in the emergence and maintenance of bacterial genetic diversity.

4.2 Introduction

The frequency of mutants in a bacterial population is primarily influenced through the action of two

evolutionary processes: mutation and natural selection. Spontaneous mutations increase the frequency

of mutants in a population while natural selection generally acts to purge deleterious mutations from the

population and increase the abundance of beneficial mutations (Fisher, 1930). Although both processes

are often expressed on a per generation basis, they actually do not both occur on a per generation basis

in asexually reproducing organisms. The ability of selection to alter genotype frequencies is inherently

linked to the growth and death of individuals in the population (Darwin, 1859). The time it takes for

beneficial mutations to fix in a population or for deleterious mutations to be purged from a popula-

tion, scales with the generation time of the population in question. However, mutation is not similarly

constrained—new mutants can be introduced into a population even in the absence of cellular division

(Ryan, 1955; Kivisaar, 2010). The relative impact of selection and mutation on the frequency of mutants

in a population may be different in bacterial populations that are growing slowly. We therefore hypoth-

esized that slow growth would protract selective sweeps allowing for the accumulation and maintenance
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of genetic diversity through spontaneous mutations.

The mutational processes that introduce genetic diversity into bacterial populations can be divided

into two broad categories: those that result from mistakes made during the replication of the chromo-

some (replication-dependent) and those that result from other means (replication-independent) (Ryan,

1955; Eastman et al., 2011). Replication-independent mutations can be caused by a variety of different

mechanisms including, but not limited to: the repair of damaged DNA (Kivisaar, 2010), the movement

of transposable elements (Kidwell and Lisch, 2000; Frost et al., 2005), and recombination (Anderson and

Roth, 1981; Bull et al., 2001). The overall rate of mutation experienced by a bacterial population is

expected to be some linear combination of the replication-dependent and replication-independent rates

(Eastman et al., 2011). While the number of replication-dependent mutations that occur per unit time

varies with the generation time of the population, the occurrence of replication-independent mutations

does not. Replication-independent mutations can instead be thought of as a “metronome” of genetic

change; one that constantly introduces new mutations through time.

Under this paradigm of replication-dependent and replication-independent mutational processes, two

expectations can be derived. The first is that slowly growing bacterial populations should experience

a higher mutation rate when measured per generation of growth. This is because, for each generation

of growth, a slowly growing population will experience more replication-independent mutations than a

population which is experiencing rapid growth. The second is that rapidly growing populations will ex-

perience a higher mutation rate when it is measured per unit time (hours, days, etc.). This is because, for

each unit of time, a rapidly growing population will undergo more generations of growth and therefore

incur more replication-dependent mutations. However, without empirical estimates for the replication-

dependent and independent mutation rates, it impossible to predict the magnitude of the difference in

mutation rate experienced by slowly versus rapidly growing bacterial populations.

Growing slowly may also influence the adaptation of bacterial populations. Under the strong selec-

tion weak mutation paradigm outlined by (Gillespie, 1983, SSWM), asexual bacterial populations are

expected to adapt via the sequential fixation of single beneficial mutations. However, when population

sizes are large, as in the case for many bacterial populations, multiple beneficial mutations are predicted

to occur simultaneously giving rise to a process termed “clonal interference” (Gerrish and Lenski, 1998;

Sniegowski and Gerrish, 2010). Eventually the genotype with the greatest fitness advantage outcompetes

the others, leading to the loss of all other genotypes from the population. By sampling more mutations

per generation via the replication-independent processes, slowly growing populations may have greater

access to beneficial mutations, leading to an exaggerated form of clonal interference. Instead of being

driven by the sweep of one or a few beneficial mutations, adaptive evolution in slowly growing populations

may result from the simultaneous sweeps of many beneficial mutations. Because the summed starting

frequencies of such a set of beneficial mutations is higher, together they require fewer generations of

evolution before their effect on mean population fitness is realized. We therefore hypothesized that the

mean fitness of slowly growing populations might actually increase more rapidly, at least when measured
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on a per generation basis.

The majority of bacterial populations in the environment do not routinely experience sustained rapid

growth (Roszak and Colwell, 1987). Instead, such populations more typically grow slowly because their

rate of growth is limited by the availability of at least one scarce essential nutrient (Church et al., 2000;

Demoling et al., 2007). Many estimates for the generation times of bacteria in the environment have

ranged between days and weeks (Harris and Paul, 1994; B̊åath, 1998; Rousk and B̊åath, 2011; Kirch-

man, 2016). Despite its prevalence in nature, the effect of growing slowly on the evolution of bacterial

populations remains under studied. To test whether slowly growing populations harbor more genetic

diversity and adapt faster than populations experiencing rapid growth, we compared the evolution of E.

coli populations that experienced two different growth rates: fast, with a generation time of two hours

and slow with a generation time of 24 hours. The populations were evolved for 72 generations which

took 144 hours for the fast growth populations and 1728 hours for the slow growth populations. Our

findings indicate that slowly growing populations do experience higher mutation rates when measured

per generation. We further show that the slow growth populations accumulated and maintained higher

frequencies of cycloserine resistant mutants. Finally, we show that our slow growth populations evolved

a higher fitness than the fast growth populations. These results are consistent with our hypotheses and

provide a much needed first look at how evolution proceeds when bacterial populations grow slowly.

4.3 Materials and methods

4.3.1 Bacterial strains and media

All experiments were conducted using Escherichia coli K12 MG1655. The culture media consisted of

1X M9 salts and 27.35 mM glycerol supplemented with Wolfe’s vitamins and trace elements (Wolin et al.,

1963). Agar plates were created by adding 1.5% agar to the recipe. The three ancestral strains used

in the evolution experiment were independent clones derived from a freezer stock E. coli K12 MG1655.

Spontaneous cycloserine resistant mutants (hereafter referred to as the cycr ancestor) were also derived

from each of the three ancestor strains for use in the fitness assay. Briefly, 107 colony forming units

(CFUs) of each ancestor were spread on separate agar plates containing 40 µM cycloserine, a single cy-

closerine resistant colony was randomly selected, restreaked on selective agar again, and then archived at

-80◦C in 20% glycerol.

4.3.2 Chemostat construction and operation

Chemostats were constructed similar to what has been described previously (see http://eclf.net

for the general design). Each chemostat vessel consisted of a single 50 mL conical tube with three needles

inserted through the top of the cap: one for the media inlet (25 mM, 18 G), the air inlet (150 mM, 22 G),

and the air/media effluent (90 mM, 16 G). The holes in the cap created by the insertion of the needles

http://eclf.net
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were sealed using aquarium silicone (Aqueon, Franklin, WI). Prior to use, silicone was also applied to the

threads of the conical tube in order to create an air tight seal around the lid. All connections were made

using standard luer locks and Tygon silicone tubing with a 1/32” interior diameter (Tygon, Valley Forge,

Pennsylvania). The chemostat was operated as follows. Sterile media was drawn from a bottle using a

peristaltic pump (Watson Marlow, Gloucestershire, UK) and pumped into the chemostat vessel via the

media inlet needle. An aquarium pump (Rena Air, Charlotte, NC) was used to drive air across a 0.22 µM

filter, thereby sterilizing it, and then into the vessel via the air input needle. Because the chemostat vessel

was sealed, the air was forced to exit through the outlet needle, taking any excess media along with it into

a waste bottle. The steady-state volume in the chemostat vessel was determined by the height of outlet

needle, and in this case, was 10mL. Differential flow rates were achieved by varying the diameter of the

tubing that spanned the peristaltic pump (Watson Marlow, 0.88 mM, fast growth; 0.25 mM, slow growth).

4.3.3 Experimental evolution

A total of six chemostat populations were used in this study: three that grew with a generation time of

2 hours (fast) and three that grew with a generation time of 24 hours (slow). Each of the three ancestral

E. coli strains were used to found one population that experience fast growth and one population that

experienced slow growth. Each ancestor was inoculated from the archived freezer stocks into 5 mL of me-

dia and then grown overnight at 37◦C with shaking at 185 rpm. In order to return the resulting cultures

to exponential phase, they were diluted 1:4 in fresh media and then incubated for an additional 4 hrs.

Then 5 mL aliquots were drawn from each culture with a syringe and the injected into the appropriate

chemostat via the outlet port. The flow of media was commenced at dilution rates of 0.345 hr-1 for the

fast growth populations and 0.028 hr-1 for the slow growth populations. The evolution experiment was

continued for a total of 72 generations (6 days of cultivation for the fast growth populations and 72 days

for the slow growth populations). To minimize the effect of wall growth, approximately every other week

the slowly growing populations were temporarily removed from their chemostats, the entire apparatus

was autoclaved, and then the populations were reintroduced into the chemostats via the outlet port. The

chemostats were sampled regularly (multiple times per day from the fast growth populations, every other

day from the slow growth populations) via the outlet port and spread plated on selective and nonselective

media to determine both the total population size and the frequency of cycloserine resistant mutants. At

24 generation intervals larger samples were taken (∼1 mL) from the populations and archived at -80◦C

in 20% glycerol.

4.3.4 Determination of mutation rates

The replication-dependent rate of mutation towards cycloserine resistance experienced by actively

growing cells was determined using fluctuation assays as described previously (Foster, 2006). The

replication-independent rate of mutation due to mechanisms independent of the replication of the chro-

mosome was determined by tracking the linear increase in the frequency of cycloserine resistant mutants
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in stationary phase cultures. Cultures of E. coli K12 MG1655 were inoculated from freezer stocks into

5mL of the minimal glycerol media and then incubated until they had reached stationary phase (24 hrs

at 37◦C and shaking at 185 rpm). The proportion of the population resistant to cycloserine was deter-

mined at 0, 24 and 48 hours in stationary phase by spread plating on selective and nonselective media.

A separate linear trendline was fit to the resulting data from each culture and the slopes of these lines

were recorded as an estimate for the replication-independent mutation rate towards cycloserine resistance.

This measure was expressed as mutations per colony forming unit per hour.

The mutation rate towards cycloserine resistance experienced by the fast and slow growth chemostat

populations was also determined over the 72 generations of evolution. During the course of the evolution

experiment, samples were taken regularly from the populations and spread plated on selective and non-

selective media to determine the proportion of the population resistant to cycloserine. Trendlines were

fit to sections of the resulting data that demonstrated a linear increase in the proportion of cycloserine

resistant mutants and the slopes of these lines were used as estimates for the in vivo mutation rate for

the fast and slow growth populations.

4.3.5 Characterization of Monod growth kinetics

To determine whether evolution by the fast and slow growth populations resulted in similar pheno-

typic changes, we characterized the Monod parameters on growth on the minimal glycerol media. These

parameters (µmax and Ks) were determined for the three ancestral strains and the evolved populations

at 24, 48, and 72 generations. Growth kinetics were determined using media with eight different glyc-

erol concentrations (0 mM, 1.3 mM, 2.7 mM, 4.8 mM, 6.8 mM, 13.7 mM, 27.3 mM, and 41.1 mM) by

measuring the change in optical density (600nm) at 15-minute intervals over 24 hours using a BioTek

PowerWave HT (BioTek Labs, Suwanee GA). Growth kinetic parameters were then estimated by fitting

the data to a logistic growth function using the nls function in R. Estimates for µmax and Ks were then

derived by fitting the resulting specific growth rate estimates and their associated glycerol concentrations

to the Monod equation, also with the nls function.

4.3.6 Fitness determinations

The fitness of the evolved chemostat populations were determined at 24, 48 and 72 generations as

described previously (Dykhuizen and Hartl, 1983; Ziv et al., 2013). Each competition experience was con-

ducted between an evolved population and the cycr ancestor. Additional competition experiments were

conducted between the ancestors and cycr ancestors to determine if the cycloserine resistance mutations

influence fitness. For each fitness assay, overnight cultures of the two strains were diluted back 1:4 in fresh

media and then incubated for an additional 4 hrs at 37◦C to return them to exponential phase. Each of

the two resulting exponential phase cultures were then inoculated into separate chemostats as previously

described. Flow was commenced at the appropriate dilution rate for 3 days to allow the populations
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time to reach steady state prior to starting the competition. Then, a 5mL aliquot was drawn from each

chemostat, combined together, and the mixture was inoculated into a separate chemostat. The ratio of

the two populations (the evolved and the cycr ancestor) was then tracked over 12 generations for the fast

growth populations and 3 generations for the slow growth populations. The difference in growth rate

between the two populations was calculated as the linear relationship between ln(evolved/cycr ancestor)

and time, in generations. These estimates were then standardized by subtracting the measured difference

in growth rates between the associated ancestor and its cycr derivative. Values are reported as relative

fitness as calculated by the difference between the evolved and ancestral divided by ancestral. All com-

petition experiments were performed three times.

4.3.7 Statistical analysis

The following statistical analyses were performed using SAS version 9.3 (SAS Institute, Cary, NC).

To compare the difference in the accumulation of cycloserine resistant mutants between the slow and fast

growth populations, we first log transformed the data. Doing so minimized the effect of the large swings

in the abundance of cycloserine resistant mutants that were observed in the slow growth chemostats

towards the end of the evolution experiment. The log transformed proportions of cycloserine resistant

mutants were analyzed using a repeated measures model with growth rate, time (in generations), and

their interaction as predictor variables and an autoregressive covariance structure for observations from

the same population. To determine whether the fast and slow growth populations differed in rate of

adaptation we modeled our estimates of relative fitness using a linear mixed model with growth rate,

time (in generations), and their interaction as predictor variables and the ancestral genotype as a random

variable. The Monod parameter estimates were analyzed using two similar models except with our

estimates for µmax and Ks as response variables.

4.4 Results

We hypothesized that (a) slowly growing bacterial populations would accumulate more genetic diver-

sity and (b) adapt faster than rapidly growing populations. To test these two hypotheses, we contrasted

the evolution of E. coli populations in chemostats that experienced either fast (generation time of 2

hours) or slow (generation time of 24 hours) growth for 72 generations. Throughout the text we express

our results in terms of generations of evolution rather than hours because this is the timescale on which

selection operates.

4.4.1 Slow growth populations accumulate higher proportions of cycloser-

ine resistant mutants

We asked whether slowly growing populations accumulated and maintain more genetic diversity than

rapidly growing populations. To answer this question, we tracked the proportion of each population that
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was resistant to the antibiotic cycloserine. The mutations responsible for cycloserine resistance do not

affect fitness (data not shown, (Cseh and Umenhoffer, 2006)) and the frequency of these mutants was

used as a selectable marker for diversity. Previous studies have shown that, in chemostats, the frequency

of spontaneously generated, neutral mutations is determined through the action of two processes: on-

going spontaneous mutations and selection (Kubitschek, 1974; Dykhuizen and Hartl, 1983). Ongoing

spontaneous mutations were expected to drive linear increases in the frequency of such mutants while

selective sweeps of beneficial mutations in other genetic backgrounds were expected to purge even neutral

diversity from the populations. The timing and magnitude of the effect of these selective sweeps are both

inherently stochastic, and this introduce substantial variation among replicate populations (Figure 4.1).

Nevertheless we observed the expected linear increase in the frequency of cycloserine resistant mutants

in both the fast and slow growth populations. Decreases in the frequency of these mutants were also

observed in both population types, although this effect was more pronounced in the slow growth popu-

lations (Figure 4.1).

We showed that during the evolution, the slow growth populations accumulated higher proportions of

cycloserine resistant mutants than the fast growth populations (Figure 4.1). While the cycloserine resis-

tant mutants never surpassed a frequency of approximately 1 in 10-5 in the fast growth populations, the

slow growth populations reached this frequency after only 24 generations of evolution. The slow growth

populations further maintained higher frequencies of these mutants throughout the majority of the 72

generations of evolution (Figure 4.1). We log transformed the frequencies of cycloserine resistant mutants

and then determined whether the linear relationship between the transformed values and the generations

of evolution, differed between the slow and fast growth populations. Our analysis showed that, on average,

the slopes of these trajectories were positive for the slow growth populations and slightly negative for the

fast growth populations (0.014 vs. -0.005, F1,24.6<0.001). This indicates that the slow growth populations

exhibited increasing proportions of cycloserine resistant variant across the 72 generations of evolution,

while the fast growth populations did not. This result is consistent with our hypothesis that slowly grow-

ing populations would accumulate and maintain more genetic diversity than rapidly growing populations.

4.4.2 Estimated rates of mutation experienced by the populations match

the model that accounts for replication-independent mutations

We next asked if the observed difference in the frequency of cycloserine resistant mutants between our

fast and slow growth populations could be explained by the replication-independent mutation rate. To

answer this question, we measured the replication-dependent and independent rates of mutations towards

cycloserine resistance and compared them to our estimates for the mutation rates experienced by the slow

and fast growth populations during the evolution experiment. The replication-dependent mutation rate

was estimated using a standard fluctuation test (Foster, 2006) and was found to be 1.3x10-7 per CFU per

generation. The replication-independent mutation rate was estimated by measuring the linear increase in

cycloserine resistant variants in stationary phase batch cultures over 48 hrs and was found to be 3.3x10-8
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Figure 4.1: Proportion of the population that is resistant to the antibiotic cycloserine in slow (green) and
fast (grey) growth populations. Spread plating on selective and nonselective media was used to track the
frequency of these mutants in the populations over the 72 generations of evolution. Each line summarizes
the data from a wholly independent chemostat with a spline fit. Time is displayed on the x-axis in terms
of generations and the associated number of hours slow and fast growth populations required to reach
the specified number of generations. (A) presents the full graph while (B) has been zoomed in to better
illustrate the dynamics observed in the fast growth populations.



47

per CFU per hour (Figure 4.2A).

If the replication-independent mutation rates are not accounted for, then the rate of mutation, when

measured on a per generation basis, should not differ between the fast and slow growth populations

(Equation 1, Figure 4.2B). However, when the replication-independent mutation rate is accounted for

(Equation 2, Figure 4.2B), two expectations can be derived: (1) when the rate of mutation is measured

on a per generation basis, it should be higher in the slow growth populations and (2) when the rate

of mutation is measured on a per unit time basis, it should be higher in the fast growth populations.

Estimates for rate of mutation experienced by the fast and slow growth populations were derived from

linear increases in the proportion of cycloserine resistant mutants observed in each population during

the evolution experiment (Figure 4.1). Such linear increases in the proportion of cycloserine resistant

mutants were found during the following intervals in each population: ancestor 1 (fast, generations 12-26,

r2=0.86; slow generations 0-24 r2=0.71), ancestor 2 (fast, generations 12-24, r2=0.83; slow, generations

0-24, r2=0.98) and ancestor 3 (fast, generations 0-12, r2=0.84; slow generations 33-52, r2=0.61). The

slopes of these six lines were recorded as estimates for the per generation mutation rate towards cycloser-

ine resistance in the fast and slow growth populations. In keeping with expectation (1), we estimated

the per generation rate of mutation towards cycloserine resistance to be 8.32x10-7 new mutants per CFU

per generation for the slow growth populations and 2.17x10-7 new mutants per CFU per generation for

the fast growth populations (Figure 4.2C; paired t test, t=-4.6, p=0.045). Conversely, when these rates

were instead expressed on a per unit time basis, the estimated mutation rate for the fast growth was

found to be 1.7x10-7 new mutations per CFU per hour, higher than our estimated rate of mutation for

the slow growth population which was 3.0x10-8 new mutants per CFU per hour. This is in agreement

with expectation (2). These findings are consistent with the expected rates of mutations derived from

the equation that accounts for the replication-independent mutation rate (Equation 2, Figure 4.2C)

4.4.3 Adaption to slow and fast growth environments involved similar

changes in phenotype

The initial steps of adaptation to the chemostat environment has been shown previously to involve

changes in the Monod growth parameters of µmax and Ks (Dykhuizen and Hartl, 1983). However, these

studies were largely conducted at high flow rates that support corresponding high growth rates. Here, we

asked whether our fast and slow growth populations both evolved via changes in these two parameters.

The Monod growth parameters were µmax and Ks were estimated after 0, 24, 48 and 72 generations

of evolution. Our analysis of these data revealed that, while the two population types appear to have

adapted along similar trajectories, the slow growth populations had progressed further in phenotypic

space. Both fast and slow chemostat populations evolved a higher µmax and, in some replicates, a lower

Ks (Figure 4.3). However, while the slow growth populations demonstrated positive change in these

parameters after only 24 generations of evolution, two of three fast growth populations regressed slightly

and only one evolved a slightly higher µmax during this time.
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Figure 4.2: (A) Characterization of the rate of mutation towards cycloserine resistance during stationary
phase of batch cultures. Each of the seven grey lines is a linear fit of the increase in the proportion of
a single stationary phase population that was resistant to cylcoserine over 48 hours. The green line is
a composite average of these seven independent measures of the replication-independent mutation rate
towards resistance to cycloserine. (B) Equation (1) is a representation of the change in the frequency of
mutant x (∆x) as a function of the mutation rate (µ) and the selection coefficient (s), without accounting
for the growth independent mutations. Equation (2) is an expansion of (1) with the inclusion of the
replication independent mutations (v) scaled to the generation time (g). (B) also includes our point
estimates for the replicative (derived from standard fluctuation assays) and non-replicative mutation rates
(derived from part A of this figure). (C) Comparison between the rate of mutation towards cycloserine
observed in the chemostats (fast growth, open triangles; slow growth, open circles) and that predicted by
equations (1) and (2).
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Glycerol Ks (mM)

Ancestor 1 Ancestor 2 Ancestor 3

Figure 4.3: Monod growth parameters (Ks, x-axis; µmax, y-axis) in the minimal glycerol media for the
three ancestors (open circles) and the slow (filled circles, solid lines) and fast (filled triangles, dashed
lines) growth populations after 24, 48 and 72 generations of evolution (Left, ancestor 1; Middle, ancestor
2; Right, ancestor 3). Each point represents the average of three independent determinations of these
parameters and the lines connect the estimates sequentially through time for the populations.

4.4.4 Slow growth populations reached higher fitness over the 72 gener-

ations than fast growth populations

We hypothesized that the additional mutations supplied, per generation, by replication independent

processes might allow the slow growth populations to adapt at a faster per generation rate. To test this

hypothesis, we measured the fitness of our fast and slow growth populations after 0, 24, 48, and 72 gen-

erations of evolution. Fitness was estimated in competition experiments wherein the evolved populations

were competed against their corresponding cycr ancestral clone. Fitness was defined as the slope of the

line relating the ln(evolved/ancestor) abundances over time. Our analysis showed that the slow growth

populations averaged higher fitness values at all timepoints tested (Figure 4.4; F1,61=37.27, P<0.001).

The average relative fitness of the slow growth populations at the end of the evolution experiment was

1.71, while fast growth populations only reached an average fitness of 1.18 (Tukey adjusted post hoc

comparison; t=-5.5, p<0.0001). This corresponds to average rates of adaptation of 0.0099 per generation

in the slow growth populations and 0.0025 per generation for the fast growth populations. Conversely,

when these rates are considered on a per day basis, the fast growth populations adapted more quickly

(0.0099 per day in the slow growth populations, and 0.03 per day in the fast growth populations). This

is not surprising because the fast growth populations required fewer days to reach the 72 generations of

evolution.



50

Figure 4.4: Fitness of the chemostat populations, relative to the ancestor, after 24, 48 and 72 hours of
evolution (Left, ancestor 1; Middle, ancestor 2; Right, ancestor 3). In all three cases, the slowly growing
populations (circles, solid lines) achieved a greater relative fitness than the rapidly growing populations
(triangles, dashes). Each point is the average of three independent fitness assays, error bars represent the
standard error of the mean.

The size of a population has been previously shown to influence the rate at which it adapts (Lanfear

et al., 2014). For this reason, we compared the sizes of our slow and fast growth populations to deter-

mine if this might be a confounding factor in our experiments. However, it was expected that the size

of the slow and fast growth populations would be similar because the density of cells in a chemostat is

determined by the concentration of the growth limiting nutrient and not the flow rate of the chemostat.

Throughout the evolution experiment, samples were regularly drawn from the populations and spread

plate on nonselective media to estimate population size. Some variation in population size was observed

in each of the six populations with estimates typically ranging between 1x109 and 5.0x1010 colony form-

ing units (CFUs). The effective population size of each population was then calculated as the harmonic

mean of the population size estimates for that population over time. We found that average effective

population size of the fast and slow growth population were 7.2x109 and 8.1x109 CFUs, respectively,

and did not significantly differ from one another (paired t-test, t=-0.24, p=0.82). This indicates that

variation in effective population size can not explain the observed differences in the rate of adaptation.

4.5 Discussion

We compared the evolution of E. coli populations that had experienced either fast (generation time

of 2 hours) or slow (generation time of 48 hours) growth to determine the effect a bacterial population’s
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growth rate might have on its evolution. Although often overlooked, mutations can be caused by mech-

anisms other than errors made during the replication of the chromosome (Ryan, 1955; Kivisaar, 2010).

Conversely, selection’s ability to alter genotype frequencies in a population hinges on the growth and/or

death of individuals (Darwin, 1859). We therefore hypothesized that slow growth would protract selective

sweeps, allowing for the accumulation of diversity via replication-independent mutations.

To test our hypothesis, we compared the frequency of cycloserine resistant mutants in our fast and slow

populations over the 72 generations of evolution. We have shown that slowly growing E. coli populations

accumulate and maintain higher proportions of cycloserine resistant mutants than rapidly growing bac-

terial populations. This result is consistent with our hypothesis that slowly growing populations harbor

more genetic diversity than rapidly growing populations. However, we note that our estimates for genetic

diversity are derived from mutations in a single locus: the cycA gene. The relevance of these estimates to

overall genetic diversity in the populations is not clear, although neutral markers have been widely used

to estimate genetic diversity in the past (Dykhuizen, 1990; Kirk and Freeland, 2011). One advantage of

using this particular marker is that resistance to cycloserine is caused by point mutations, insertions, and

deletions in the cycA gene (Russell, 1972; Cseh and Umenhoffer, 2006), allowing it to track the genetic

diversity that results from a wide range of mutational mechanisms. This is an important characteristic

because replication-independent mutations are expected to be caused by a wide variety of mechanisms

(Kivisaar, 2010).

Previous studies have described the population dynamics of other spontaneous neutral mutations for

bacterial populations grown in chemostats (Atwood et al., 1951; Dykhuizen and Hartl, 1983). These

studies have shown that such mutants accumulate in the populations over time due to ongoing sponta-

neous mutations (Novick and Szilard, 1950; Kubitschek, 1974). However, as beneficial mutations occur

elsewhere in the population and sweep to high frequency, they raise the average fitness of the population.

Because the prior accumulation of the neutral mutants are derived from the previous genetic background,

their fitness is lower than the new average and they are purged from the population (Novick and Szilard,

1950; Atwood et al., 1951; Dykhuizen and Hartl, 1983). The process then repeats itself as the more fit

dominant genotypes begin to generate new mutants via spontaneous mutation (reviewed in Dykhuizen

and Hartl, 1983).

The tracked proportions of cycloserine resistant mutants were observed to have an oscillatory behavior

with substantial variation between replicate populations experiencing the same growth conditions 4.1.

There are at least two possible explanations for this variation that are not mutually exclusive. First, each

pair of fast and slow growth populations were founded using different clones of E. coli K12 MG1655. It

is possible that some of the variation in the frequency of cycloserine resistant mutants may have resulted

from differences in the genetic makeup of these initial inocula. Second, the timing and magnitude of

fitness effects are inherently stochastic. Differences in the timings of selective sweeps are expected to

result in variation in when the accumulated cycloserine resistant mutants are purged. The magnitude

of the fitness effects of the sweeping beneficial mutants could impact the speed at which the cycloserine
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resistant mutants are purged from the populations. In one of three slow growth populations we also ob-

served a rapid increase in the frequency of cycloserine resistant mutants towards the end of the evolution

experiment. We speculate that this could have been driven by positive selection on a cycloserine resistant

genotype. This could have either resulted from a beneficial mutation occurring in a cycloserine resistant

background or from the sweep of a beneficial mutation generating a cycloserine resistant mutant when at

low frequency.

We expected that the frequency of cycloserine resistant mutants would be higher in the slow growth

populations due to a protraction of selective sweeps and an accumulation of replication-independent mu-

tations. To examine whether this was a reasonable explanation for the observed accumulation of these

mutants, we empirically determined the replication-dependent and replication-independent rates of mu-

tation towards cycloserine resistance and compared them to the rate of mutation observed in the fast

and slow growth populations. We showed that the rate of mutation in observed in the slow growth pop-

ulations matched the model which accounts for replication-independent mutation rate better than the

model which did not. However, this comparison relies on the validity of our estimates of the replication-

dependent and replication-independent mutation rates. The replication-dependent mutation rate was

determined using a standard fluctuation test which involved growing bacterial populations from a low

cell density to a high cell density over a period of 24 hours (Foster, 2006). The populations used dur-

ing this test certainly also experienced replication-independent mutations over the 24 hour time period.

However, the expected number of replication-independent mutations that occur per hour is the prod-

uct of the replication-independent mutation rate and the size of the population. For the majority of

the fluctuation test, the population sizes were small. This means that the number cycloserine resistant

mutants generated via replication-independent mechanisms was minimal and likely did not confound

our estimate for the replication-dependent mutation rate. The replication-independent mutation rate

was estimated by measuring the linear increase in the frequency of cycloserine resistant mutants dur-

ing stationary phase. However, it could be that could be that observed increase during the 48 hours

of stationary phase resulted from replication-dependent mutations that occurred when a fraction of the

stationary phase population died and then was replaced by new growth. Using our estimate for the

replication-dependent mutation rate (1.34x10-7 per CFU per generation), we calculate that at least 20%

of the stationary phase populations would need to die and regrow every hour to account for the observed

linear increase—a thermodynamically unreasonable expectation. We therefore conclude that our esti-

mate for the replication-independent mutation rate likely was not driven by population turnover during

stationary phase.

We observed that slowly growing populations accumulated cycloserine resistant mutants at a higher,

per generation rate, than rapidly growing populations. Disparity in generation times between populations

has been suggested as a factor that might invalidate the molecular clock hypothesis (MCH). First theo-

rized by Zuckerkandl and Pauling (1962), the MCH holds that the rate of change in a proteins sequence is

constant through time and across lineages. A population’s generation time is thought to introduce varia-

tion in the rate at which proteins evolve by changing the number of mutations introduced per unit time,
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via replication-dependent mutations (Laird et al., 1969; Thomas et al., 2010). Thus, populations that

grow slowly reproduce less often and therefore experience a lower, per unit time, rate of mutation. Weller

and Wu (2015) utilized comparisons between spore forming and non-spore forming Firmicute species in

order to test this hypothesis in bacteria. They showed that the spore forming bacteria, who presumably

experience longer generation-times, had corresponding lower rates of molecular evolution. The results

from our study are not in conflict with this finding. If expressed on a per day basis, the fast growth

populations did indeed experience higher mutation rates than the slow growth populations.

We also examined the effect a population’s growth rate might have on the rate at which it adapts. We

showed that our slowly growing populations evolved a higher average fitness over the 72 generations than

the rapidly growing populations. We further demonstrated that the fast and slow growth populations

had the same effective population sizes and were evolving via similar phenotypic change, indicating that

neither played a role in the observed difference in the rate of adaption. Given previous estimates for the

beneficial mutation rate in bacteria (Orr, 2003; Kassen and Bataillon, 2006), it was expected that many

such mutations should occur in both the slow and fast growth populations, even without accounting for

the replication-independent mutations. However, these replication-independent mutations should supply

the slowly growing populations with more beneficial mutations for each generation of evolution and may

even give slowly growing population access to rare large effect beneficial mutations. A greater number of

beneficial mutants would effectively increase the summed frequencies of more fit individuals in the pop-

ulations, allowing them to increase the average fitness of the populations more rapidly. Another possible

explanation is that if the slowly growing populations experienced a higher beneficial mutation rate, it

may give them increased access to rare large effect beneficial mutations.

If indeed adaptation in the slow growth populations is driven by multiple beneficial mutations, as op-

posed to just one, then there should be also be a diversity of high frequency genotypes in the populations

as well. Well-mixed populations, like those in chemostats, are typically thought to evolve along a single

trajectory via successive selective sweeps of single genotypes (Gillespie, 1983). Clonal interference allows

a bacterial population to instead explore multiple evolutionary trajectories simultaneously. This mode

of adaptation is predicted to be beneficial when sign epistasis is common, and the adaptive landscape

correspondingly rough (Weinreich et al., 2005). Evolution along multiple trajectories can help popula-

tions that are evolving on such fitness landscapes by allowing them to circumvent suboptimal fitness

peaks surrounded by fitness valleys (Wright, 1941; Nahum et al., 2015). Therefore, we speculate that

growing slowly might help alleviate the barriers to adaptation that are caused by epistasis and asexual

reproduction.

Although they were originally thought to be largely clonal (Ørskov and Ørskov, 1983), many stud-

ies have since demonstrated that bacterial populations in the environment contain a wealth of diversity

(Selander and Leven, 1980; Smith et al., 1993; Wilder et al., 2009; Kuleshov et al., 2016). A central

goal of evolutionary study has been to identify and characterize the factors that shape this within-species

diversity (Rainey et al., 2000; Kassen, 2014). In this study, we demonstrated that a bacterial population’s
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growth rate can influence the emergence and maintenance of diversity and the rate of adaptation. Most

microbial populations in the environment are growing slowly—they experience generation times on the

order of days or even weeks. We speculate that these slowly growing environmental populations likely

accumulate genetic diversity via the ongoing “metronome” of genetic change that results from replication-

independent mutational processes. Extended further, this concept implies that as a bacterial population’s

growth rate approaches zero, selection’s ability to purge this genetic diversity is minimized.
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Chapter 5: Spatial structure facilitates the

accumulation and persistence of antibiotic

resistant mutants in biofilms

submitted as ”Spatial structure facilitates the accumulation and persistence of antibiotic resistant

mutants in biofilms”

5.1 Abstract

The emergence and spread of antibiotic resistance in bacterial pathogens is a global crisis. Because

65% of all bacterial infections are caused by pathogens that reside in biofilms we sought to investigate

how biofilms influence the evolution of antibiotic resistance. We hypothesized that the inherent spatial

structure of biofilms facilitates the accumulation and persistence of spontaneously evolved antibiotic re-

sistant mutants. To test this, we tracked the frequency of mutants resistant to kanamycin and rifampicin

in biofilm populations of Escherichia coli before, during, and following an antibiotic treatment regimen.

Our results show that biofilms accumulate resistant mutants even before the start of treatment. Upon

exposure to an antibiotic the resistant mutants swept to high frequency. Following the conclusion of

treatment these resistant mutants remained at unexpectedly high frequencies in the biofilms for over 45

days. In contrast, if samples from antibiotic treated biofilms were used to found well mixed liquid cultures

and propagated by serial transfer, the frequency of resistant cells dramatically decreased as they were out

competed by sensitive clones. These observations suggest that evolution in spatially structured biofilms

may account for the emergence and persistence of mutants that are resistant to antibiotics in bacterial

infections.

5.2 Introduction

The US Centers for Disease Control and Prevention estimates that the majority of bacterial infections

are caused by pathogens residing in biofilms (Costerton et al., 1999; Poterra, 1999), which are assem-

blages of microbial cells held together by an extra-cellular matrix (Stoodley et al., 2002). Yet studies

on the evolution of antibiotic resistance have largely used serially passaged planktonic populations as

their experimental system. This distinction is important because the environment of bacterial popula-

tions in biofilms differs dramatically from their planktonic counterparts. Individual cells within a biofilm

are restricted in movement, providing the population with spatial structure. Biofilm populations also

experience complex diffusional gradients of nutrients and waste products that result in a wide array of

physiological states and growth rates (Stewart and Franklin, 2008). Infections caused by pathogens that

form biofilms have been shown to be more difficult to eradicate with antibiotics than planktonic popu-
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lations (Xu et al., 2000; Wolcott et al., 2010), often requiring longer treatment regimens (Römling and

Balsalobre, 2012). We speculate that these differences may significantly affect the evolution of antibiotic

resistance, making it all the more important that this process be better understood.

We posit that the spatial structure of microbial biofilms strongly influences the evolution of antibiotic

resistance. The fitness of antibiotic resistant clones is often reduced relative to their antibiotic sensitive

ancestors (Andersson and Levin, 1999; Andersson and Hughes, 2010). In unstructured populations, this

fitness cost increases the probability that resistant clones will be lost from the population in the absence

of positive selective pressures exerted by antibiotics. This is because unstructured bacterial populations

experience global competition (Hibbing et al., 2010) wherein each individual competes against the entire

population for resources and their reproductive success depends on their fitness relative to that of their

competitors. In contrast, the situation in biofilms is strikingly different because individual cells are fixed

in space by the extracellular polymeric matrix that they themselves produce (Sutherland, 2001). Thus,

each individual only competes against a small subset of the population that is in close physical proxim-

ity. This greatly limits the spatial scale at which natural selection can operate and protracts selective

sweeps thus allowing less fit variants (including those resistant to antibiotics) to persist and even accu-

mulate (Gordo and Campos, 2006; Habets et al., 2007; Perfeito et al., 2008)). On this basis, we supposed

that growth within a biofilm might facilitate the evolution and persistence of antibiotic resistant mutants.

Researchers have long known that resistance to most antibiotics, including aminoglycosides (Shakil

et al., 2008), rifampins (Jin, 1988), polymixins (Port et al., 2014), flouroquionolones (Wolfson and Hooper,

1989), and β-lactams (Sun et al., 2014), can be achieved through mutations in target genes. These muta-

tions occur in the absence of antibiotic selection at rates that are dependent on the number and mutation

rate of the responsible genes, as well as the bacterial strain in question (Courvalin, 2008). However, these

heritable mechanisms of resistance have seldom been considered in the context of the recalcitrance of

biofilms to antibiotic therapy. This is perhaps because it is commonly held that mutations are rare and

of little consequence over short periods of time. However, this is misleading because although per cell

mutation rates may be low, the sizes of bacterial populations in biofilms can be quite large. As a re-

sult, mutants resistant to any particular antibiotic may be common within any given biofilm population.

Furthermore, these mutations are likely to be clinically relevant since that they have been identified in

whole genome sequencing data from infections caused by several biofilm forming pathogens including:

Staphylococcus aureus (Mwangi et al., 2007; Howden et al., 2011), Mycobacterium tuberculosis (Eldholm

et al., 2014), Enterococcus faecalis (Arias et al., 2011), Klebsiella pneumoniae (López-Camacho et al.,

2014), Pseudomonas aeruginosa (Tsukayama et al., 2004; Marvig et al., 2015; Sommer et al., 2016; Haidar

et al., 2017), and Acinetobacter baumannii (Liu et al., 2016).

Resistance is not the only means by which bacteria within biofilms can survive antibiotic exposure.

Previous studies have shown that biofilm populations harbor antibiotic tolerant subpopulations that

emerge from the differential expression of toxin-antitoxin system genes (e.g. hipAB) (Lewis, 2007, 2010).

These tolerant cells persist during antibiotic treatment in a reversible state of dormancy (Schumacher
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et al., 2015). The tolerant phenotype does not result from genetic change and is therefore not passed on

to any of the surviving individuals’ offspring. Another example is the biofilm matrix itself, which can

slow diffusion of the antibiotic thereby creating zones of lowered antibiotic concentrations where sensitive

cells can survive (Hoyle et al., 1992; Stewart, 1996). Additionally, diffusional gradients of nutrients and

resources in a biofilm allow for cells in a wide range of physiological states some of which may be more

tolerant to certain antibiotics (Xu et al., 1998; Sternberg et al., 1999). For example, β-lactam antibiotics

such as penicillins, cephalosporins and carbapenems that inhibit bacterial cell wall synthesis may not

be effective against the non-growing or slowly growing cells found in the interior of a biofilm. None of

these mechanisms account for the emergence of heritable drug resistance that is the bane of physicians

attempting to cure chronic infections caused by biofilms.

The goal of this study was to better understand the role of mutation and selection in the development

of biofilm recalcitrance to antibiotics by tracking the frequency of antibiotic resistant mutants in biofilm

populations of Escherichia coli K12 MG1655 prior to, during, and after treatment with either rifampicin

or the aminoglycoside antibiotic kanamycin. We expected that (1) prior to antibiotic treatment, biofilm

populations would accumulate antibiotic resistant mutants; (2) when these populations were treated with

antibiotics, the resistant mutants would increase in frequency; and (3) refugia within a biofilm would fa-

cilitate the persistence of resistant mutants following the cessation of treatment. Our results for both

kanamycin and rifampicin treated biofilms are consistent with these hypotheses and provide insight into

how antibiotic resistance evolves and persists in biofilm populations during typical antibiotic treatment

regimens.

5.3 Materials and Methods

5.3.1 Strains, media, and biofilm cultivation

Escherichia coli K12 MG1655 was grown in an M9 salts based minimal glucose (12.2mM) media

supplemented with Wolfe’s vitamins and trace elements (Wolin et al., 1963). Agar plates were prepared

by supplementing the medium with 1.5% agar and, when appropriate, 20 µg/mL of either kanamycin

or rifampicin. All planktonic cultures were grown at 37oC with shaking at 185 rpm. The minimum

inhibitory concentration (MIC) of the ancestor was determined by plating 5µL droplets (containing ap-

proximately 104 CFUs) onto agar plates containing: 0 µg/mL, 1.5 µg/mL, 3.0 µg/mL, 4.5 µg/mL, 6

µg/mL, 10 µg/mL, 15 µg/mL or 20 µg/mL of either rifampicin or kanamycin. Plates were incubated for

24 hours and then examined for the presence of growth. We found the MIC of E. coli K12 MG1655 to

be <1.5µg/mL for kanamycin and 4.5µg/mL for rifampicin.

Biofilms were cultivated at 25oC in custom acrylic flow cells with a glass substratum (total volume

10.4 mL) as described in Ponciano et al. (2009). Media was supplied to the flow cells via a peristaltic

pump fitted with syringe flow breakers to prevent upstream contamination and bubble traps to prevent
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the accumulation of bubbles (Figure 5.1). Flow cells were inoculated with 200µL of an overnight culture

using a needle and syringe. Following inoculation, a 24h incubation period without flow was used to

allow the bacteria time to adhere to the glass substrate. The flow of media was then commenced with a

hydraulic retention time of two hours (5.4 mL/h).

Biofilms were destructively sampled using a calcium/alginate entrapment technique. A liquid solution

of 3% alginate was added to the flow cells over the course of two hours at a rate of 20 mL/h, Followed

by a 1h incubation period. Next, a 61.1mM calcium chloride solution was added over the course of 2h

at 20mL/h followed by another 1hr incubation. The calcium alginate mixture solidified providing a gel

encased biofilm. The flow cells were then disassembled and scalpel blades were used to remove three

equally spaced, 1cm by 2cm horizontal sections from each biofilm. Biofilm sections were dissolved by

placing them in a 0.85% saline (5mL) solution and incubated at 37oC and shaking at 185rpm for two

hours.

The frequency of antibiotic resistant mutants in each biofilm section was then determined by diluting

the sample in 0.85% saline and plating on selective and non-selective media in triplicate. All of the

resistant genotypes identified in this study were capable of forming a colony on plates that contained

20µg/mL of the respective drug, significantly higher than the ancestral MIC. This ensures that non-

heritable persister strategies were not included in our experiments, as they, by definition, are not capable

of growth in the presence of the antibiotic.

5.3.2 Treatment regimen

Biofilms were cultivated for 15 days in the absence of antibiotics and then treated with either

kanamycin or rifampicin (30 µg/mL) for 15 days (5.1). After the treatment regimen, the biofilms were

cultivated for a further 45 days in the absence of antibiotics. Three independent biofilms were destruc-

tively sampled using the calcium alginate technique at the start of treatment (day 15), at several time

points during treatment (kanamycin: days 18, 21, and 25; rifampicin: days 20, and 25), at the cessation

of treatment (day 30), and at several time points following treatment (days 45, 60, and 75). A total of

45 biofilms were included in this study.

The triplicate biofilms harvested on the final day of treatment with either kanamycin or rifampicin

(day 30) were used to inoculate planktonic cultures (5µL of biofilm into 5mL of media). These plank-

tonic populations were then subcultured daily into fresh media (5µL of culture into 5mL media). This

passaging regime provided 10 generations of growth per day and was carried out for a total of 25 days

(250 generations).
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Figure 5.1: Biofilm cultivation apparatus including flow breakers, bubble traps and flow cell devices.
Biofilms were grown for 75 days and treated with antibiotics from day 15 to day 30. Triplicate biofilms
were destructively sampled at the time points denoted with stars (18, 21, 25 and 30 days for kanamycin
and 20, 25 and 30 days for rifampicin). Day 30 biofilm samples were used to inoculate a planktonic
population that was serially passaged in the absence of antibiotics for 250 generations.

5.3.3 Determination of mutation rates and relative fitness

Mutation rates towards resistance to kanamycin and rifampicin were determined in triplicate for ex-

ponentially growing cultures as described in Rosche and Foster (2000) and analyzed using a maximum

likelihood method (Hall et al., 2009). For each replicate of the assay 24 cultures were inoculated with

<300 cells and grown until reaching stationary phase. Three of the 24 cultures were diluted and plated

on non-selective plates to determine the average population size and the remaining cultures were plated

undiluted on selective media.

Mutation rates in stationary phase populations were determined by monitoring the increase in num-

ber of resistant mutants present during 5 days of stationary phase incubation by plating on selective and

non-selective media every 24h. The rate of mutation was calculated as the slope of the increase in the

abundance of antibiotic resistant mutants. There was no observed change in total population size during

the 5 days.

The fitness of randomly selected antibiotic resistant mutants relative to the sensitive ancestor was

determined as previously described (Lenski et al., 1991). Cultures of antibiotic resistant mutants and the

sensitive ancestor were grown separately overnight and then 2.5µL of each was added to 5mL of media.

Mixtures of these clones were grown for 24 hours resulting in approximately 10 generations of growth.

Final and initial densities of the resistant clone and the sensitive ancestor were determined by plating on

selective and non-selective media. The relative fitness of each resistant clone was calculated as the ratio

of the natural logarithm of the final over the initial population sizes.
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5.3.4 Statistical Analysis

All statistical analyses were performed using SAS 9.3 (SAS Institute, Cary, NC). The fraction of

antibiotic resistant clones in the biofilm populations before, during and after the treatment regime was

analyzed using a factorial ANOVA with the log transformed fraction of resistant clones as the response

variable and the antibiotic (either rifampicin or kanamycin), time point of the experiment, and their

interaction as response variables. Post-hoc comparisons of the fraction of resistance clones at various

timepoints were used to test four hypotheses: that antibiotic resistant mutants accumulate in biofilms

in the absence of antibiotics (day 0 versus day 15), that these mutants sweep to high frequency during

treatment (day 15 versus day 30), that the evolved high proportion of resistant mutants can persist in

the absence of selection in spatially structured environments (day 30 versus days 45,60, and 75) and that

growth within a biofilm was necessary for the persistence of the evolved resistance (day 75 versus final

abundance in planktonic). To correct for multiple comparisons, the Benjamini and Hochberg procedure

was applied to the twelve comparisons using a false discovery rate of 0.05. Differences in the rate of

mutation towards resistance to kanamycin and rifampicin and the relative fitness of resistant clones were

determined using an unpaired two-sample t test. Figures were prepared using R 2.1.4 (Team 2013) and

the plotrix package (Lemon, 2006). All of the data, SAS and R code for this study are available at

https://github.com/michaelfrance/msphere2017 biofilms.

5.4 Results

Replicate biofilms were cultivated in custom flow cells as previously described (Ponciano et al., 2009),

and after 15 days of growth in the absence of antibiotics, they were subjected to a 15 day antibiotic treat-

ment regimen that was then followed by an additional 45 days of cultivation in the absence of antibiotics.

After the initial 15 days of growth in the absence of antibiotics, E. coli K12 MG1655 was observed to have

formed a robust biofilm that was attached to the glass substrate. The biofilms housed approximately

1010 colony forming units (CFUs) from this point on, even during the 15-day antibiotic treatment regime.

At various times during the course of the experiment triplicate biofilms were destructively sampled and

the average frequencies of antibiotic resistance in the populations were determined (5.1).

5.4.1 Populations within biofilms accumulated antibiotic resistant mu-

tants in the absence of antibiotics

We first tested whether antibiotic resistant mutants accumulated prior to treatment by comparing

the frequency of rifampicin and kanamycin resistant mutants in the initial inoculum to that of 15-day old

antibiotic-näıve biofilm populations. The results showed that both kanamycin and rifampicin resistant

mutants were present at low frequency in the inoculum and increased in frequency during a 15-day growth

period in the absence of antibiotics (Figures 5.2A and 5.2B). Kanamycin resistant mutants increased from

2.31 x 10-8 in the inoculum to 1.07 x 10-6 in the 15 day old biofilms, which was a 46-fold increase (post
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Figure 5.2: Log base ten transformed frequency of mutants resistant to either (A) kanamycin or (B)
rifampicin before (grey), during (green) and after (grey) a 15 day antibiotic treatment regime. Each
point represents the average of three independent biofilms which were destructively sampled. For the
experiments using kanamycin a total of 24 biofilms were used, while 21 were used in the rifampicin study.
Errors bars represent 95% confidence intervals.

hoc comparison; t = 3.6, p<0.001). Similarly, rifampicin resistant mutants increased from 5.81 x 10-8 in

the inoculum to 2.46 x 10-6 during the 15 days of biofilm growth, which was a 42-fold increase (post hoc

comparison; t = 21.7, p<0.001).

The observed increase in frequency of resistant mutants prior to treatment (Figures 5.2A and 5.2B)

could be driven by either: 1) ongoing spontaneous mutations that generate new resistant genotypes, or

2) selection that favors resistant genotypes in the absence of the antibiotics. To somehow clarify which

of these processes was responsible would require that we directly measure the mutation rates towards

resistance as well as the selective effects of these mutations, in the biofilm habitats. However, the complex

nature of these populations makes obtaining these estimates in vivo prohibitively difficult. Instead we

used estimates from planktonic populations to give us some insight into which evolutionary process is

more likely to be responsible.

If mutation alone was responsible, then the rate of mutation (expressed per day) would need to match
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or exceed the rate of increase observed in the biofilms (6.98*10-8, per day for kanamycin resistant mutants

and at least 1.60*10-7 per day for rifampicin resistant mutants). Because biofilms contain large subpopu-

lations that are growing very slowly or not at all, we determined the rate of mutation towards resistance

in both exponentially growing and stationary phase populations. We found that, in exponentially growing

cultures, mutations that confer resistance to kanamycin and rifampicin occurred at rates of 9.48x10-8 and

3.54x10-8 mutations per CFU per generation, respectively (Figure 5.3A; t=4.83, p=.0085). Less than one

generation of growth per day would be required to explain the increased frequency of kanamycin resistant

mutants while four and a half generations of growth per day would be needed to explain the increased fre-

quency of rifampicin resistant mutants. In stationary phase cultures, kanamycin and rifampicin resistant

mutants occurred at rates of 6.38x10-7 mutations per CFU per day and 6.58x10-8 mutations per CFU per

day, respectively (Figure 5.3B; t=8.97, p<.0001). These estimates for the per day mutation rate during

stationary phase exceeded, in the case of kanamycin resistance, or approached, in the case of rifampicin re-

sistance, the rate of increase in mutant frequencies observed in the biofilm populations prior to treatment.

Conversely, if selection was primarily responsible for the observed increase in the frequency of an-

tibiotic resistant mutants prior to treatment, then the resistance mutations should not have large fitness

costs in the absence of an antibiotic. To characterize the spectrum of fitness costs associated with the

mutations that cause resistance to kanamycin and to rifampicin, we randomly selected 18 spontaneously

resistant mutants and determined their fitness, relative to that of the sensitive ancestor, in the absence of

the antibiotic. The cost of resistance was calculated as the fitness of the resistant mutants relative to the

ancestor minus one. We found that mutations causing resistance to kanamycin were usually associated

with a large fitness cost in this strain (Figure 5.4, average s=-0.72). Only one of the eighteen kanamycin

resistant mutants exhibited a fitness similar to that of the ancestor and six had relative fitness values

below the detection limit of the assay. In contrast, we found that the mutations that cause resistance to

rifampicin were, on average, associated with only a small fitness cost and several resistant mutants were

more fit than the ancestor even in the absence of rifampicin (Figure 5.4; average s=-0.056).

5.4.2 Antibiotic resistant mutants sweep during treatment but do not

always reach fixation

We expected that upon exposure to antibiotics, the preexisting resistant subpopulations would markedly

increase in frequency but might not necessarily reach fixation in the population. To test this, we har-

vested kanamycin treated biofilms at 18, 21, 25 and 30 days and rifampicin treated biofilms at 20, 25

and 30 days (Figure 5.1) and determined the frequency of resistant mutants by plating on selective and

non-selective media. As expected, the frequency of resistant mutants increased exponentially during the

15-day treatment regime. However, the results obtained with the two antibiotics differed slightly. In the

kanamycin treated biofilms, the frequency of resistant mutants increased from 1.07 x 10-6 at the start of

treatment to 0.523 after 15d of treatment (Figure 5.2A, post hoc comparison, t = 11.0, p<0.001). Note

that even after 15 days of treatment, kanamycin resistant mutants only accounted for roughly half of the
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Figure 5.3: Comparison of the rate of mutation towards kanamycin and rifampicin resistance during
exponential (A, t=4.83, p=0.0085) and stationary phases (B, t=8.97, p<0.001). * p<0.05, ** p<0.01,
*** p<0.001, error bars represent 95% confidence intervals.
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Figure 5.4: Comparison of the fitness of randomly selected resistant clones when grown in the absence
of antibiotics relative to the sensitive ancestor, with kanamycin n=12 and with rifampicin n=18 (t=5.79,
p<0.0001). * p<0.05, ** p<0.01, *** p<0.001, error bars represent 95% confidence intervals.
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total population. By comparison the frequency of rifampicin resistant mutants increased from 1.07 x 10-6

resistant mutants per CFU in the naive biofilms to almost fixation at the end of treatment (Figure 5.2B,

post hoc comparison, t = 60.9, p<0.001).

5.4.3 Antibiotic resistant mutants can persist following the cessation of

antibiotic treatment

We next asked whether these resistant mutants could persist following the cessation of treatment. To

answer this, we monitored the frequency of the resistant mutants in the post-treatment biofilms for an

additional 45 days in the absence of antibiotics. In both cases the high abundance of resistant mutants

did not substantially change despite the removal of antibiotic selection. For kanamycin, the resistant

clones comprised 52% of the population at the end of antibiotic treatment and still comprised 39% of

the population after 45 days of antibiotic free cultivation (Figure 5.2A, t=-0.30, p=0.77). Likewise, the

rifampicin resistant mutants, which had nearly fixed in the population by the end of antibiotic treatment,

persisted in the biofilms after the removal of antibiotic selection (Figure 5.2B, t=-0.14, p=0.89). These

results demonstrate that the antibiotic resistance which developed during the treatment of biofilms can

persist for extended periods of times even in the absence of antibiotics.

Finally, we determined whether growth within a biofilm was required for the persistence of the evolved

high frequency of resistant mutants. These resistance mutations, including those studied here, are often

associated with a fitness cost (Figure 5.4). Because well mixed populations experience global compe-

tition, we postulated that the frequency of the resistant mutants would decline when the populations

were evolved in planktonic cultures. To test this, we founded planktonic populations using inocula from

biofilm samples taken on the last day of treatment, and serially passaged them for 250 generations in

the absence of antibiotics. In the case of cultures founded from kanamycin treated biofilms, the high

frequency of antibiotic resistant mutants steadily declined over time (Figure 5.5A) and after 250 genera-

tions the frequencies of resistant mutants in planktonic populations had returned to roughly that found

in the inocula used to found the biofilms. This is in stark contrast to persistence of kanamycin resistant

mutants that was observed in the corresponding biofilm populations (Figure 5.2A, t=9.77, P<0.01). In

comparison, rifampicin resistance persisted in both the biofilm and planktonic populations (Figure 5.5B,

t=0.02, p=1.00). We think that the persistence of rifampicin resistant clones in planktonic cultures may

be due to the low fitness costs of rifampicin resistance, which would be expected to slow the sweep of

rifampicin sensitive cells. These results indicate that growth within a spatially structured biofilm facili-

tates the persistence of antibiotic resistant cells, even when resistance exacts a high cost on fitness.

5.5 Discussion

The evolution of antibiotic resistance by bacterial pathogens is a major challenge in the treatment of

infectious diseases. In this study we characterized the evolution of antibiotic resistance in biofilm popu-
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Figure 5.5: Comparison of the persistence of mutants resistant to either kanamycin (A, t=-9.77, p=0.0003)
or rifampicin (B, t=0.02, p=0.982) in the biofilm and planktonic populations after 45 days (biofilm) or
250 generations (planktonic) days of growth in the absence of the associated antibiotic. * p<0.05, **
p<0.01, *** p<0.001, error bars represent 95% confidence intervals.
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lations of E. coli before, during, and following a 15 day antibiotic treatment regime. We have shown that

while the mutations that confer antibiotic resistance occur infrequently, they accumulate and are orders

of magnitude more common in spatially structured biofilms than in well-mixed cell suspensions, even in

the absence of antibiotics. The resistant clones in these biofilms are pre-adapted and akin to the ”seed

banks” familiar to plant scientists in which pre-existing seeds germinate when conditions are favorable

(Leck et al. 1989).

The accumulation of resistant mutants prior to treatment could be driven by continual spontaneous

mutations that generate new resistant genotypes, by selection that favors resistant mutants in the ab-

sence of antibiotics, or by some combination of these two. This distinction has important implications for

the generality of our findings. If selection is largely responsible, then the observed increase in resistant

mutants would hinge on whether the resistant mutants were able to outcompete the sensitive ancestor in

the absence of the antibiotic. However, if the increase in the frequency of resistant mutants was mainly

driven by spontaneous mutations, it would only depend on whether resistance is obtainable via single

step mutations. Boles and Singh (2008) observed the accumulation of gentamycin resistant mutants in

Pseudomonas aeruginosa biofilms and suggested that selection was responsible. Our data suggests the

opposite. A neutral process of spontaneous mutation is more likely to be the primary driver of the initial

accumulation of antibiotic resistant variants in biofilm populations. To be clear, we are not suggesting

that the accumulation of antibiotic resistant variants prior to treatment is driven by any foresight on the

part of the bacteria, but instead we think that the population accumulates genetic diversity through a

neutral and continual process of spontaneous mutations. Below we provide six lines of evidence support-

ing this supposition.

First, we observed the accumulation of mutants resistant to two antibiotics that differ in their mech-

anism of action as well as the spectrum of mutation that provide the phenotype. We further show that

resistance to these two drugs emerges at different rates in this E. coli strain and that the resulting mu-

tants differ in the magnitude of their effect on fitness, at least in planktonic populations. The observed

accumulation of mutants resistant to these disparate antibiotics supports a neutral mechanism as the

causative agent (see Figure 2.1 for data from other antibiotics). Second, the scale of the observed in-

crease in the frequency of antibiotic resistant mutants prior to treatment was small. Both rifampicin

and kanamycin resistant mutants increased in frequency by two orders of magnitude, from approximately

1 in 108 CFUs to 1 in 106 CFUs, over the 15 days of cultivation. Expressed on a per day basis, this

amounts to a rate of accumulation that does not differ substantially from our estimates of the mutation

rate in either exponential or stationary phase cultures (see Appendix B for details). While we could

not directly measure the rate of mutation in the biofilm populations, it is unlikely that it is much lower

than our planktonic estimates as several studies have hinted that mutation rates may, in fact, be el-

evated in biofilms (Boles and Singh, 2008; Driffield et al., 2008; Ryder et al., 2012). Third, we have

shown that resistance to one of the antibiotics, kanamycin, was associated with a large fitness cost, at

least when the bacterium was grown in planktonic cultures. Although the relevance of this estimate

to growth in the biofilms is not straightforward, we think it unlikely that the sign of this fitness effect
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would change given that aminoglycoside resistance mutations have been show to slow ribosome function

(Galas and Branscomb, 1976). Fourth, if selection did favor kanamycin resistant mutants in the absence

of the antibiotic, these mutants would be expected to further increase in frequency during the 45 days of

post-treatment cultivation. Instead the resistant mutants remained at roughly the same frequency in the

populations throughout this time period. Fifth, biofilms are spatially structured and contain a plethora

of largely independent subpopulations that are growing slowly (Sternberg et al., 1999). These character-

istics impede changes in allele frequency; a prerequisite for selective sweeps (Gordo and Campos, 2006;

Habets et al., 2007; Perfeito et al., 2008). The overall impact of selection on biofilm populations was

probably diminished, thereby facilitating the accumulation of diversity through spontaneous mutations.

Finally, in order to invoke positive selection on the resistant mutants in the absence of the associated

antibiotic, the observed change in the frequency of the antibiotic resistant mutants would need to exceed

the expected accumulation due to spontaneous mutation. This is not the case for our observations of the

accumulation of either rifampicin or kanamycin resistant variants.

We also demonstrated that resistant mutants increased exponentially in frequency once the biofilms

were treated with either kanamycin or rifampicin. This result was expected given that antibiotics select

for any resistant genotypes in the population. However, somewhat unexpectedly, kanamycin resistant

mutants did not fix in the population and after 15 days of treatment roughly half of the population was

still sensitive to the antibiotic. These sensitive genotypes may have survived due to some combination

of the previously mentioned phenotypic mechanisms of biofilm recalcitrance (antibiotic diffusion (Stew-

art, 1996), antibiotic action antagonism (Brown et al., 1988), or the occurrence of persister cells (Lewis,

2007)). In particular, aminoglycosides have been shown to not be as effective at killing under anaero-

bic conditions like that found in the interior of biofilm populations (Shakil et al., 2008). This problem

is likely further compounded by the relatively low fitness of spontaneous kanamycin resistant mutants

(Figure 5.4). In comparison, anaerobic conditions do not have as large of an effect on the activity of

rifampicin and spontaneous rifampicin resistant mutants do not suffer the same fitness cost (Maggi et al.,

1966; Reynolds, 2000). Accordingly, rifampicin resistant mutants almost fixed in biofilm populations.

Whether or not resistant genotypes fix in the population has important implications for their persistence

since, as the ancestral sensitive genotype declines in frequency, so does its chances of reemerging following

the cessation of treatment.

Perhaps the most important result from this study is our demonstration that antibiotic resistant mu-

tants persist at high frequency in biofilms even in the absence of antibiotics. We observed that after

45 days the frequency of resistant mutants had not changed much from that found at the cessation of

treatment. We suggest that this outcome probably derives from characteristics of the biofilm mode of

growth. Biofilms are spatially structured and contained large subpopulations of slowly growing cells

(Sternberg et al., 1999). Spatial structure and reduced growth rates likely limit the effectiveness of selec-

tion and facilitate that persistence of less fit variants like kanamycin resistant mutants. This explanation

is supported by our finding that the same kanamycin resistant mutants were rapidly expunged from well

mixed planktonic populations, where selection should act efficiently. The persistence of large numbers of
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resistant mutants in the absence of antibiotics might also allow for the acquisition of additional compen-

satory mutations (Andersson and Hughes, 2010) that diminish the cost of resistance. We speculate that

once the cost of resistance is ameliorated, the resistance mutants are more likely to persist even in well

mixed populations, further facilitating the spread of antibiotic resistance (Normak and Normak, 2002;

Andersson, 2003; Andersson and Hughes, 2010).

The results from this study demonstrate that biofilms play a critical role in the evolution of antibiotic

resistance. Novel strategies must be developed for the treatment of persistent or recurrent biofilm infec-

tions that account for the inevitable rise and persistence of resistance in these populations. Our results are

derived from experiments using two distinct antibiotics: one whose resistance mutations are associated

with a large fitness cost, and one whose resistance mutations are not. Previous studies have indicated

the cost associated antibiotic resistance mutations can vary widely, although they are rarely as costly as

the kanamycin resistance mutations characterized in this study (Melnyk et al., 2015). We speculate that

our observation of a high fitness cost associated with kanamycin resistance mutations may have resulted

from the growth conditions used in this study—a previous study indicated that, for E. coli, the fitness

cost of some resistance mutations are exacerbated when the strain is grown in minimal media, like that

used in this work (Petersen et al., 2009). Despite the stark differences in the fitness cost of rifampicin

and kanamycin resistance mutations, our results for the two antibiotics are fairly similar. The primary

differences were that rifampicin resistant variants nearly fixed during treatment while the frequency of

kanamycin resistant variants did not, and that kanamycin resistance declined in the unstructured popu-

lations. Furthermore, while our study focused on a single strain of E. coli, we expect that our results are

likely applicable to clinically relevant biofilms formed by other species. This is because all bacterial popu-

lations experience the evolutionary processes of mutation and natural selection and spatial structure is an

inherent characteristic of biofilm populations. We anticipate that spatial structure will allow for the ac-

cumulation and persistence of spontaneously generated mutants that are resistant to any given antibiotic.
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Chapter 6: Genomic comparisons of Lactobacillus

crispatus and Lactobacillus iners reveal potential

ecological drivers of community composition in

the vagina

“Genomic comparisons of Lactobacillus crispatus and Lactobacillus iners reveal potential ecological

drivers of community composition in the vagina” Applied and Environmental Microbiology, vol. 82,

2016, pp. 7063-7073

6.1 Abstract

Lactobacillus crispatus and Lactobacillus iners are common inhabitants of the healthy human vagina.

These two species are closely related and are thought to perform similar ecological functions in the

vaginal environment. Temporal data on the vaginal microbiome have shown that nontransient instances of

cooccurrence are uncommon, while transitions from an L. iners-dominated community to one dominated

by L. crispatus, and vice versa, occur often. This suggests that there is substantial overlap in the

fundamental niches of these species. Given this apparent niche overlap, it is unclear how they have been

maintained as common inhabitants of the human vagina. In this study, we characterized and compared

the genomes of L. iners and L. crispatus to gain insight into possible mechanisms driving the maintenance

of this species diversity. Our results highlight differences in the genomes of these two species that may

facilitate the partitioning of their shared niche space. Many of the identified differences may impact the

protective benefits provided to the host by these two species.

6.2 Importance

The microbial communities that inhabit the human vagina play a critical role in the maintenance of

vaginal health through the production of lactic acid and lowering the environmental pH. This precludes

the growth of nonindigenous organisms and protects against infectious disease. The two most common

types of vaginal communities are dominated by either Lactobacillus iners or Lactobacillus crispatus, while

some communities alternate between the two over time. We combined ecological theory with state-of-the-

art genome analyses to characterize how they these two species might partition their shared niche space

in the vagina. We show that the genomes of L. iners and L. crispatus differ in many respects, several of

which may drive differences in their competitive abilities in the vagina. Our results provide insight into

factors that drive the complicated temporal dynamics of the vaginal microbiome and demonstrate how

closely related microbial species partition shared fundamental niche space.
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6.3 Introduction

The microbial communities that inhabit the vaginas of healthy reproductive age women commonly

contain high proportions of Lactobacillus species (Vásquez et al., 2002). Studies have shown that these

communities can be divided into five different types, four of which are dominated by either Lactobacillus

iners, Lactobacillus crispatus, Lactobacillus gasseri, or Lactobacillus jensenii (Ravel et al., 2011). These

four species are closely related and are thought to perform similar ecological functions in the vaginal

environment (namely, the production of lactic acid) (Linhares et al., 2011; O’Hanlon et al., 2011). In-

stances of cooccurrence among these species are rare, and temporal data have demonstrated that shifts

in the dominant Lactobacillus are common (Gajer et al., 2012), suggesting that the species compete for

shared niche space in the vagina. Ecological theory predicts that multiple species cannot occupy the

same niche indefinitely, as one will eventually outcompete the others (Gause, 1934). Therefore, it is un-

clear how the four Lactobacillus species have been maintained as common inhabitants of the vaginal niche.

Previous studies have shown that competing species can partition their shared niche space through

a variety of mechanisms. One such mechanism, termed resource partitioning, occurs when competing

species specialize in the use of different subsets of resources, thereby dividing the niche into multiple

niches and allowing them to cooccur (Schoener, 1974; Hunt et al., 2008; Mendes-Soares and Rychlik,

2009). However, we argue that it is unlikely that the vaginal lactobacilli are dividing their shared niche

space in this way because they rarely cooccur (Ravel et al., 2011). Species can also partition shared

niche space temporally through a mechanism termed conditional differentiation. This occurs when the

species differ in competitive ability across the niche’s range of environmental conditions (Chesson, 2000;

Amarasekare, 2003; Mammola and Isaia, 2014). The abundance of the species is then determined by the

abiotic and biotic factors that influence their competitive interactions. For example, in their 2014 work,

Mammola and Isaia showed that variation in the temperature and humidity levels in caves allowed two

competing spider species to partition their shared niche space (Mammola and Isaia, 2014). We argue that

given the complex temporal fluctuations exhibited by vaginal Lactobacillus species, these species likely

partition their shared niche via this mechanism. In the present study, we characterized and compared the

genomes of two of the four prominent vaginal Lactobacillus species, L. crispatus and L. iners, to identify

possible ecological factors that might drive these temporal fluctuations in the dominant Lactobacillus

species.

Little is known about the abiotic and biotic factors that might be relevant to competitive interactions

between vaginal Lactobacillus species. We speculate that the host’s physiology plays a critical role in

shaping the vaginal environment through at least two different mechanisms. First, the host is the ex-

clusive source of nutrients available in the environment. These nutrients originate both from the mucus

produced by the cervix, which contains a rich mixture of carbohydrates, fatty acids, and trace elements

(Wolf et al., 1980), and from vaginal epithelial cells, which in reproductive-age women are loaded with

glycogen (Cruickshank and Sharman, 1934). The amount and composition of cervical mucus, as well as

the amount of glycogen available, vary among women and through time in a single woman. Temporal
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variation in these characteristics occurs both on the scale of the menstrual cycle as well as through the

lifetime of an individual (Milwidsky et al., 1980; Bigelow et al., 2004; Farage and Maibach, 2006; Grande

et al., 2015; Mirmonsef et al., 2015). Additionally, the host can effect change in the vaginal communities

via the immune system. The vagina contains various components of the innate and adaptive immune

systems that protect this important interface from infection (Wira et al., 2005). The activity of the

host’s immune system also exhibits variation between women and through time within women (Wira

et al., 2002), and some of this variation results from interactions with the microbes inhabiting the vagina

(Doerflinger et al., 2014). While it is clear that host physiology must play some role in shaping the

microbial communities inhabiting the vagina, the magnitude and nature of its effect are not known.

Although there are four dominant vaginal Lactobacillus species, we chose to focus our efforts on ge-

nomic comparisons of L. crispatus and L. iners for two reasons. First, of the five community types, the

two most commonly identified in reproductive-age women (>75% relative abundance) are dominated by

one of these two species (Ravel et al., 2011; Gajer et al., 2012). Second, although both of these species

produce lactic acid as the end product of fermentation, they differ in many other respects, including their

relationship to host health. While the presence of L. crispatus in the vagina has always been associated

with good health, some studies have hinted that communities dominated by L. iners may provide the

host with fewer protective benefits (Tamrakar et al., 2007; Petricevic et al., 2014; Wertz et al., 2008).

For example, L. iners, but not L. crispatus, commonly cooccurs with many of the bacterial species that

colonize the vagina during incidences of bacterial vaginosis (Tamrakar et al., 2007; Fredricks et al., 2005;

Ferris et al., 2007). Communities dominated by L. iners have also been associated with a higher vaginal

pH than that in communities dominated by L. crispatus (Ravel et al., 2011). In addition, these two

species also differ in their specificity for the vaginal habitat. While L. iners has almost exclusively been

isolated from human vaginal secretions, L. crispatus has also been identified in other habitats, like the

vertebrate gastrointestinal tract (Ojala et al., 2010), although it is unclear whether L. crispatus is a fre-

quent colonizer of these other habitats. We argue that by focusing our efforts on these two common but

markedly different vaginal colonizers, we are likely to identify both ecologically and medically relevant

factors that govern competitive interactions between the vaginal Lactobacillus species.

We employed comparative genomics techniques to investigate niche partitioning by L. crispatus and

L. iners and to identify putative ecological factors that govern competitive interactions between these

species. The two previous comparative genomic studies of the vaginal Lactobacillus species have either

focused on L. crispatus only (Ojala et al., 2014), or on broad functional differences between vaginal versus

nonvaginal Lactobacillus (Mendes-Soares et al., 2014). In this study, we characterized and compared the

genomes of 15 L. iners and 15 L. crispatus strains. We report differences in the size, functional makeup,

and evolution of the genomes of these two species, consistent with niche partitioning via conditional

differentiation. Our analysis indicates that L. iners has a genome whose size is drastically reduced, likely

making the species dependent on exogenous sources (e.g., cervical mucus or other vaginal species) of vital

nutrients. In comparison, L. crispatus has a larger genome that contains a broader array of metabolic

machinery, likely allowing it to function under a more diverse subset of environmental conditions. These
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genotypic differences may provide the species with differential competitive abilities across the range of

conditions common to the vaginal environment, facilitating the partitioning of their shared niche space.

6.4 Materials and Methods

6.4.1 Sequences

All available complete and draft genome sequences for L. iners and L. crispatus were obtained from the

National Center for Biotechnology Information (NCBI) FTP site (ftp://ftp.ncbi.nih.gov/genomes/Bacteria/)

in March 2016. Of the 30 L. crispatus and L. iners strains used in this study, only two were not isolated

from the human vagina (L. iners DSM 13335 was isolated from urine, and L. crispatus ST1 was isolated

from the crop of a chicken). A complete list of the strains with accompanying genome quality statistics

can be found in Table 6.1. The number of contigs for each genome ranged from 7 to 97 contigs for L. iners

and 1 to 295 contigs for L. crispatus. Additionally, sequence data for Lactobacillus acidophilus NCFM,

Lactobacillus casei BD-II, Lactobacillus delbrueckii ATCC 11842, Lactobacillus helveticus CNRZ32, Lac-

tobacillus johnsonii NCC 533, Lactobacillus plantarum WCFS1, Lactobacillus rhamnosus GG, Bacillus

subtilis 168, Enterococcus faecalis ATCC 29212, and Streptococcus pneumoniae R6 were obtained from

NCBI for use as outgroups in the construction of the phylogenetic tree.

6.4.2 Gene prediction and functional annotation

Open reading frames (ORFs) were predicted in all genomes using Glimmer version 3.0, with a max-

imum overlap of 50 bp between ORFs and a minimum ORF length of 110 bp (Salzberg et al., 1998;

Delcher et al., 1999, 2007). Contigs from draft genomes were concatenated with 25-bp spacers of am-

biguous DNA sequences. Any ORFs containing spacer sequences were later removed from the anal-

ysis. The identified ORFs were translated to protein sequences, and orthologous groups were iden-

tified among them using OrthoMCL version 2.0, with a percent identity threshold of 50% (Li et al.,

2003). Pangenome, core-genome, and accessory-genome accumulation curves were generated from the

OrthoMCL output using a python script. This python script and all others used in the analysis are

available at github.com/michaelfrance/lactobacillus_genomics.

Core- and accessory-gene sets were assigned functional annotations using Kyoto Encyclopedia of Genes

and Genomes (KEGG) BlastKOALA searches against the prokaryotic species database (Kanehisa et al.,

2016). However, this method proved incapable of assigning functions to the genes that are found in only

a single strain. We therefore assigned this gene set to functions based on results from Blast searches

against the RefSeq nonredundant protein database (Altschul et al., 1997). The top 20 matches for each

Blast search with >50% identity (calculated as the number of matches divided by the total length of the

two aligned sequences) were examined and, when in agreement, used to assign a broad functional category.

github.com/michaelfrance/lactobacillus_genomics
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Table 6.1: Bacterial genome data

Genome No. of No. of
Strain Source size (Mbp) contigs ORFs
L. crispatus

JV-V01 Human vagina 2.22 86 2,151
MV-1A-US Human vagina 2.25 7 2,383
125-2-CHN Human vagina 2.30 30 2,196
MV-3A-US Human vagina 2.44 76 2,458
CTV-05 Human vagina 2.36 25 2,425
FB049-03 Human vagina 2.46 5 2,474
FB077-07 Human vagina 2.70 10 2,688
SJ-3C-US Human vagina 2.09 201 2,199
214-1 Human vagina 2.07 187 2,100
2029 Human vagina 2.19 295 2,545
EM-LC1 Human vagina 1.83 63 1,839
ST1 Chicken crop 2.04 1 2,060
VCM6 Human vagina 2.34 253 2,397
VCM7 Human vagina 2.10 247 2,108
VCM8 Human vagina 2.33 255 2,427

L. iners
UPII 60-B Human vagina 1.32 31 1,288
UPII 143-D Human vagina 1.26 21 1,213
LactinV 01V1-a Human vagina 1.29 92 1,506
LactinV 03V1-b Human vagina 1.30 67 1,454
LactinV 09V1-c Human vagina 1.31 35 1,384
LactinV 11V1-d Human vagina 1.31 27 1,362
LEAF 2052A-d Human vagina 1.32 28 1,268
LEAF 2053A-b Human vagina 1.37 37 1,288
LEAF 2062A-h1 Human vagina 1.30 24 1,278
LEAF 3008A-a Human vagina 1.27 25 1,216
SPIN 1401G Human vagina 1.28 52 1,224
SPIN 2503 V10-D Human vagina 1.28 31 1,293
ATCC 55195 Human vagina 1.24 7 1,152
AB-1 Human vagina 1.29 7 1,230
DSM 13335 Human urine 1.28 12 1,212
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6.4.3 Phylogenetic analysis

OrthoMCL was also used to identify the genes that L. crispatus, L. iners, and the outgroup strains

have in common (50% identify, 90% coverage thresholds). The 39 strains were found to have 242 genes in

common spanning more than 250 kb. The orthologous gene clusters were aligned with ClustalW version

2 (Larkin et al., 2007) and concatenated into a single alignment using Phyutility version 2.2.6 (Smith and

Dunn, 2008). The rCluster hierarchical clustering algorithm implemented by PartitionFinder version 1.1.1

(Lanfear et al., 2012) was used to identify the optimal partitioning scheme for the concatenated alignment

based on codon positions; a total of 301 partitions were used. RAxML version 8 was used to construct

a maximum likelihood phylogenetic tree from the partitioned concatenated multiplesequence alignment

(Stamatakis, 2014). Each partition was modeled separately under the general time-reversible gamma

substitution model (Tavare, 1986). One thousand bootstrap replicates were performed, and convergence

occurred after 700 bootstrap replicates. A separate phylogeny was constructed in the same manner

from an alignment of the L. iners cytolysin gene and matching sequences from the NCBI nonredundant

nucleotide database.

6.4.4 Evolutionary analysis

We used the program TimeZone version 1.0 to characterize the evolution of each species’ core genome

separately (Chattopadhyay et al., 2013). This program executes a pipeline designed to identify genes

exhibiting signatures of positive selection and recombination. TimeZone relies on the use of a reference

genome and is therefore only suitable for the analysis of genes shared among all strains (i.e., core genes).

In both cases, the most complete genome was used as the reference sequence (L. crispatus ST1 and L.

iners AB-1).A percent identity and coverage cutoff of 75% were used for both within-species analyses.

We used TimeZone to calculate the ratio of nonsynonymous to synonymous nucleotide changes (dN/dS)

for the core genome of each species. In general, dN/dS ratios below 1 are indicative of purifying selection,

while dN/dS ratios above 1 are indicative of positive selection.

Evolution can also occur through the horizontal acquisition of foreign DNA. To identify these horizon-

tally acquired sequences, we analyzed two different sets of genes. The first included the genes uniquely

conserved in the core genomes of either L. crispatus or L. iners. The second set included those genes

present in only a single strain of L. crispatus or L. iners. To determine whether these sequences were

more likely to have been inherited or horizontally acquired, we used Blast searches against the RefSeq

nonredundant protein database (as described in the gene prediction and functional annotation method-

ology section) to identify the genus of the closest matching homologous sequence in the database. If

the closest matching sequences in the database were identified in other Lactobacillus species, we inferred

that the gene is more likely to have been inherited, whereas if the gene matched only non-Lactobacillus

species, we considered it to have been horizontally acquired.
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Figure 6.1: Maximum likelihood tree of the phylogenetic relationships between the strains of L. iners
and L. crispatus used in this study. The phylogeny was constructed from a partitioned concatenated
alignment of the 242 genes shared between the included L. crispatus and L. iners strains, as well as
several outgroup species. Genome size in megabase pairs is mapped onto the tips of the tree to give an
idea of how this trait has evolved along the phylogeny.

6.5 Results

6.5.1 Phylogenetic analysis

To understand the phylogenetic relationships among the strains used in our study, we constructed a

maximum likelihood phylogenetic tree using a partitioned concatenated multiple-sequence alignment of

the 242 genes that were present in all of the L. crispatus and L. iners strains, as well as the outgroup

species. In the resultant phylogenetic tree, the 15 strains of L. crispatus and 15 strains of L. iners

clustered together into single clades (Figure 6.1). Branching patterns within the L. crispatus clade, but

not the L. iners clade, are generally well supported. Branch lengths within the two species are orders of

magnitude shorter than those between species, indicating that the majority of the observed diversity in

these 242 genes occurred between rather than within species. Additionally, our analysis indicates that

these two vaginal species are not sisters of one another; rather, Lactobacillus johnsonii is sister to L.

iners, and both Lactobacillus helveticus and Lactobacillus acidophilus are sisters to L. crispatus (Fig. 1).

In the following analyses, we used this tree to determine whether specific traits of L. crispatus and L.

iners are more likely to be derived characteristics of the species or are ancestral.

6.5.2 Differences in genome size

Perhaps the most obvious difference between the genomes of L. iners and L. crispatus are a matter

of scale. While the average size of the L. crispatus genome was 2.25 Mbp, the L. iners genome was
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only 1.28 Mbp on average (Table 6.1; Welch’s t test, t=17.8, P <0.001). L. crispatus was also found to

have roughly twice as many open reading frames (ORFs) as L. iners (Table 6.1; Welch’s t test, t=15.9,

P<0.001). Based on the phylogeny presented in Figure 6.1, the reduced genome of L. iners appears to

be a derived characteristic of the species. In comparison, L. crispatus has maintained a larger genome,

more similar to that of other vagina-associated Lactobacillus species (L. delbrueckii, L. acidophilus, and

L. johnsonii).

Next, we sorted the predicted open reading frames into orthologous gene sets using OrthoMCL. These

orthologous gene sets were then categorized as either core genes, meaning those present in all strains of a

species, or accessory genes, whose presence varies across the strains (Medini et al., 2005). Additionally,

the union of core and accessory genes is defined as the pangenome and contains all orthologous gene

sets identified in these species. Consistent with the genome size data, we found that the pangenome

of L. crispatus had almost twice as many genes as L. iners (4,300 versus 2,300 genes; Figure 6.2A).

Furthermore, the pangenome accumulation curves indicate that this difference is likely to be maintained

as more strains are sequenced for each species (Figure 6.2A). Similarly, the core genome of L. crispatus

was larger than that of L. iners (1,442 genes versus 993 genes; Figure 6.2C). Finally, the accessory genome

of L. crispatus contained 2,884 genes, of which 45% were present in only one strain (singletons), while

the accessory genome of L. iners contained only 1,233 genes, of which 56% were singletons (Figure 6.2B).

These differences in genome size are consistent with L. crispatus having access to a broader array of

metabolic pathways.

6.5.3 Functional differences and similarities

Niche partitioning by L. crispatus and L. iners through conditional differentiation could be driven by

differences in the functional makeup of the two species genomes. To investigate this possibility, we used

the BlastKOALA function from the Kyoto Encyclopedia of Genes and Genomes (KEGG) to assign the

core genes of both species to metabolic pathways and functions (Table 6.2). One might expect that given

the larger genome size of L. crispatus, this species might have access to a broader array of metabolic

functions. In may respects, our functional analysis confirms this expectation. While both L. crispatus

and L. iners rely heavily on fermentation to generate energy, we found that they may differ in respects

to the carbon sources they are capable of fermenting. In total, L. crispatus has 85 enzymes related

to carbohydrate metabolism, whereas L.iners has only 59 enzymes (Table 6.2). Both species have the

genetic capability to metabolize glucose, mannose, maltose, and trehalose. However, only L. crispatus

has the genetic capability to ferment lactose, galactose, sucrose, and fructose (Figure 6.3). Our analysis

also indicates that the two species differ in regard to the isomers of lactic acid that they can produce as

end products of fermentation: L. iners can only produce L-lactic acid, while L. crispatus can produce

L- and D-lactic acid. Furthermore, we found that the core genome of L. crispatus also contains the

gene pyruvate oxidase which converts pyruvate into acetate, generating hydrogen peroxide in the process.

These differences in the genetic potential for carbon metabolism may influence competitive interactions

between these two species.
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Figure 6.2: Pangenome, accessory-genome, and core-genome accumulation curves for Lactobacillus crispa-
tus (red) and Lactobacillus iners (blue). Line thickness represents the 95% confidence interval around
the mean.
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Figure 6.3: Graphical representation of the fermentation pathways encoded by the core genome of L.
crispatus and L. iners. Included are those shared by L. crispatus and L. iners (black) and those unique
to L. crispatus (red). G6P, glucose-6-phosphate; F6P, fructose 6-phosphate; DHAP, dihydroxyacetone
phosphate; GADP, glyceraldehyde 3-phosphate.
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Table 6.2: Functional category and metabolic pathways encoded by the core genome

No. found in core genes of:

Functional category/pathwaya L. crispatus L. iners

Carbohydrate metabolism 85 59
Glycolysis 17 14
Citric acid cycle 3 1
Pentose phosphate pathway 14 12
Fructose and mannose metabolism 18 14
Galactose metabolism 11 8
Starch and sucrose metabolism 16 10

Amino acid metabolism 54 43
Ala, Asp, and Glu metabolism 11 10
Gly, Ser, and Thr metabolism 9 3
Cys and Met metabolism 8 5
Lysine biosynthesis 12 4
Arginine biosynthesis 3 1

Lipid metabolism 21 17
Nucleic acid metabolism 51 56
Metabolism of cofactors and vitamins 33 27

Thiamine metabolism 5 3
Riboflavin metabolism 5 1
Vitamin B6 metabolism 2 1
Nicotinate metabolism 5 5
CoA biosynthesis 5 5
Folate biosynthesis 2 5

Membrane transporter 70 54
ABC transporter 39 31
Phosphate transport system 23 15
Bacterial secretion system 8 8

Replication and repair 41 36
DNA replication 14 14
Base excision repair 9 7
Nucleotide excision repair 7 7
Mismatch repair 16 15
Homologous recombination 19 19

Transcription 4 5
Translation 78 79
Peptidoglycan biosynthesis 14 14

a Entries in bold font represent functional categories while indented entries are
specific metabolic pathways within each category. Enzymes can appear in mul-
tiple pathways but are only counted once in the functional category total. CoA,
coenzyme A.
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We found that L. crispatus and L. iners also differ in their repertoire of enzymes related to the

biosynthesis and metabolism of amino acids. The core genome of L. crispatus encodes 54 different amino

acid-related enzymes, while that of L. iners encodes only 43 enzymes (Table 6.2). More specifically, the

core genome of L. crispatus has a complete pathway for the biosynthesis of lysine, while the L. iners core

genome is almost completely devoid of these genes. L. crispatus also has more genes related to cysteine

and methionine biosynthesis and glycine, serine, and threonine biosynthesis. However, we also found that

the two species have similar numbers of genes related to alanine, aspartate, and glutamine metabolism

(Table 6.2). In addition to the genes related to the biosynthesis of the essential amino acids, L. crispatus,

but not L. iners, also has the genetic capability to transport and break down putrescine, a product of

ornithine catabolism. These differences are consistent with L. iners being more reliant on exogenous

sources of amino acids than L. crispatus.

Bacterial cells rely on transport proteins to import extracellular supplies of carbohydrates, amino

acids, nucleic acids, and inorganic ions. If L. iners truly relies more heavily on exogenous sources of

nutrients, one might expect that its core genome would contain more transport proteins. However, our

analysis indicates that the reverse is true. The core genome of L. crispatus contains eight more ABC

transporter genes and eight more phosphate transport system genes (Table 6.2). These additional ABC

transport genes include a complete phosphonate transporter, an oligopeptide transporter, and an iron

transporter. The unique presence of this iron transport system in L. crispatus may allow the species to

more effectively sequester iron. Interestingly, we found that the core genome of L. iners has an ABC-type

zinc transporter and an osmoprotectant transporter that are not found in L. crispatus. Additionally, the

core genome of these two species also contain a number of phosphotransferase system (PTS) genes. L.

crispatus and L. iners share fructose, galactose, glucose, maltose, mannose, and trehalose PTS genes,

while only L. crispatus has the sucrose PTS gene. This result is consistent with the unique capability of

L. crispatus to ferment sucrose. Our functional analysis also indicates that L. crispatus and L. iners are

functionally similar in many respects (Table 6.2). This is not surprising given that the two species are

closely related (Figure 6.1) and that many metabolic pathways are necessary to life. The two species have

similar numbers of genes related to the metabolism of lipids, nucleic acids, and cofactors. However, the

two species vary somewhat in cofactor pathways: L. crispatus has more genes related to the metabolism

of riboflavin, while L. iners has more genes related to the metabolism of folate. The two species also have

similar numbers of genes related to peptidoglycan biosynthesis, transcription, and translation, as well as

replication and repair of their chromosome. Included in these replication and repair proteins are complete

sets of base excision repair, nucleotide repair excision, mismatch repair, and homologous recombination

proteins.

In addition to a core genome, bacterial species also have an accessory genome that contains genes that

are present in some but not all strains of a given species. We first split the accessory genome into unique

genes, which are those present in only one strain, and variable genes, which are those present in multiple

strains. We then characterized the function of the variable genes using the same BlastKOALA approach

described above. Unfortunately, this approach only annotated about 16% of this gene set, likely due to
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its focus on well-annotated metabolic pathways. However, our analysis indicated that the two species

differ in the functional makeup of their variable genome (Figure 6.4). We found that L. crispatus has

more variable genes in every functional category except translation, where L. iners has slightly more,

and replication and repair, where the two species have similar numbers. Specifically, we found that two

L. crispatus strains contain a complete pathway for the metabolism of L-rhamnose, a deoxy-sugar com-

monly found in the outer membrane of some bacterial species. Another seven L. crispatus strains have

the genetic capability to break down raffinose, an oligosaccharide common in plant matter. Additionally,

four of the L. crispatus strains contained both genes needed for a functional multidrug transport protein.

In comparison, our analysis of the L. iners variable genes revealed lactose and galactose transporters in

only four and six strains, respectively. However, we did not detect the additional enzymes required to

route these sugars into central metabolism.

We also functionally characterized the genes that are unique to individual L. crispatus and L. iners

strains, although we found that the BlastKOALA approach we previously used to annotate the core

and variable genes was not well suited for this task. Instead, we used Blast searches against NCBI’s

nonredundant protein database to predict the function of these unique genes. Our analysis indicated

that the set of unique L. crispatus genes is enriched for transposable elements (Figure 6.5A, P<0.001).

On average, each L. crispatus strain contained approximately 12 unique transposons or integrases in

their genome compared to <1 per L. iners genome. In contrast, we found that the set of unique genes

for L. iners was enriched for restriction-modification enzymes (Figure 6.5B, P<0.001). While each L.

iners genome contained approximately three unique restriction-modification enzymes, each L. crispatus

genome contained only one. Other notable differences between the unique proteins of L. crispatus and

L. iners include that L. crispatus has twice as many amino acid metabolism genes and three times as

many carbohydrate metabolism genes, while L. iners has twice as many replication and repair genes.

6.5.4 Evolutionary differences

Thus far, we have focused on describing differences between these two species based on the presence

or absence of specific genes and metabolic pathways. However, further analysis of the sequence diversity

within a gene can be used to gain insight into its evolution. These evolutionary analyses can predict the

strength of selection acting on the gene and can identify whether a gene has been horizontally transferred

into the genome. We characterized the genetic diversity present in the core genes of L. crispatus and

L. iners using the program TimeZone. Our analysis identified 35,992 single nucleotide polymorphisms

(SNPs) across 890 L. crispatus core genes and 32,089 SNPs across 791 L. iners core genes. Using these

SNPs, we estimated the nucleotide diversity (the average number of polymorphisms per base pair of a

gene between any two randomly selected sequences) for each gene. Comparisons of the mean nucleotide

diversity for each species indicated that the core genome of L. crispatus is more diverse than the core

genome of L. iners (Figure 6.6, 0.0173 versus 0.0114, respectively; Welch’s t test; t=7.0; P<0.001). How-

ever, closer analysis of these data revealed that this result was primarily driven by a series of highly

diverse L. crispatus genes, including several uncharacterized proteins and transposable elements. A non-
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Figure 6.4: Broad functional characteristics of the variable accessory genes found in L. crispatus (red)
and L. iners (blue).
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Figure 6.5: Boxplot comparisons of the number of transposable elements (A) and restriction-modification
(restr. mod.) enzymes (B) per strain in the set of unique L. crispatus and L. iners genes. Boxes span
the first and third quartiles, with the inner line representing the median value. Whiskers represent 1.5X
the length of the inner quartile range, and points are outliers. Significance was assessed using a two-sided
Poisson comparison (***, P<0.001).
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parametric Wilcoxon rank sum test demonstrated that the median nucleotide diversity is greater for L.

iners than L. crispatus (0.010 versus 0.006, respectively; w=26,218; P<0.001).

The strength of selection acting on a gene can be inferred based on the ratio of nonsynonymous to

synonymous nucleotide changes (dN/dS). Under neutral evolution conditions, the rate of nonsynonymous

changes is expected to be equal to the rate of synonymous changes, and their ratio is expected to be one.

Values above one indicate an overabundance of nonsynonymous changes, which is usually interpreted as a

signature of positive selection, while those under 1 indicate a lack of such changes and usually interpreted

as a signature of purifying selection. Of the identified SNPs in the core genes, only 8,946 SNPs (24.8%)

and 7,646 SNPs (23.8%) were nonsynonymous mutations in L. crispatus and L. iners, respectively. The

vast majority of the core genes for both species have dN/dS ratios below the neutral expectation of one,

indicating that these genes are likely under strong purifying selection (Figure 6.6). This result is not

unexpected given that the core genes typically carry out essential cellular processes (e.g., transcription,

translation, and central metabolism). Our analysis indicates that the median dN/dS ratio for the L.

crispatus core genome was 0.126, roughly twice the observed median for L. iners (Figure 6.6; 0.069;

Wilcoxon rank sum test, w=265,218; P<0.001). This result is consistent with purifying selection being

stronger on the core genome of L. iners than on the core genome of L. crispatus.

Although the majority of the core genes from both species bear the signature of strong purifying

selection (low dN/dS), there is a number which shows signatures of positive selection (dN/dS, >1; Figure

6.6). We argue that insight into the ecology of the two species in the vaginal environment can be drawn

from the products these candidate positively selected genes encode (Table 6.3). For example, our analysis

indicates that the riboflavin synthesis protein RibF may be subject to positive selection in L. crispatus.

This is interesting because L. crispatus, but not L. iners, has the riboflavin biosynthesis pathway encoded

in its core genome. Another L. crispatus core gene with a high dN/dS ratio encodes an enterocin A im-

munity protein that protects its carrier against the activity of a bacteriocin (O’Keeffe et al., 1999). Our

analysis also indicated that the gene encoding the lactocepin S-layer protein (LCRIS RS05305) had nine

nonsynonymous mutations, with only one synonymous (Table 6.3, dN/dS=2.5). This protein has been

shown to degrade human proinflammatory chemokines in other Lactobacillus species (von Schillde et al.,

2012). Other candidate positively selected genes in L. crispatus can be found in Table 6.3. In comparison,

we found that L. iners had only two genes, with dN/dS values of 2 (Table 6.3). Unfortunately, we were

unable to annotate either gene beyond ”uncharacterized protein.”

Bacterial species can also evolve through the acquisition of foreign DNA through horizontal gene

transfer events. The acquisition of foreign DNA can have a dramatic impact on the ecology of bacterial

strains and species (Gyles and Boerlin, 2014). We used Blast searches against the nonredundant protein

database to identify candidate horizontally acquired genes in the core and accessory genomes of L. iners

and L. crispatus. If the Blast searches demonstrated that the gene is present in other Lactobacillus species,

we inferred that it is likely to have been inherited, whereas if the gene is present only in non-Lactobacillus

species, we considered it to have been horizontally acquired. Our analysis indicates that only one of the
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Figure 6.6: Scatterplot of nucleotide diversity (x axis) versus dN/dS ratio (y axis) for the core genes of
L. crispatus (A) and L. iners (B). Nucleotide diversity was estimated as the average number of pairwise
nucleotide differences per site (Pi). Stars in the plot represent the average values for these two parameters,
while the colored lines on the axes represent the median values.
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unique core genes of L. crispatus is likely to have been horizontally acquired, while we found L. iners

to have 14 such genes. The single L. crispatus unique core gene matched glycosyltransferase found in

the Chlamydia trachomatis genome. The 14 core genes in L. iners that were potentially acquired by

horizontal gene transfer matched genes in Gardnerella vaginalis (n=4), Chlamydia trachomatis (n=2),

Aerococcus christensenii (n=2), Parvimonas micra, Facklamia hominis, Finegoldia magna, Streptococ-

cus sp., and Enterococcus faecium. Most of these species are commonly identified in the human vagina,

further reinforcing the notion that they may have been horizontally acquired. These 14 genes include

several toxin-antitoxin proteins, a zinc and a phosphate transporter, two DNA repair proteins, and sev-

eral uncharacterized proteins. Furthermore, our analysis indicated that the cytolysin gene of L. iners is

also likely to have been horizontally acquired. We found that the L. iners sequence for this gene most

closely matches cytolysins identified in G. vaginalis and various Streptococcus species. We extracted

these matching sequences from the database and constructed a maximum likelihood tree to identify their

phylogenetic relationships (Figure 6.7). Our analysis indicated that the L. iners cytolysin is most closely

related to the G. vaginalis cytolysin but has diverged substantially in sequence since being acquired by

L. iners.

Figure 6.7: Maximum likelihood tree of the phylogenetic relationships between the L. iners cytolysin
gene and the closest matching sequences from the NCBI nonredundant nucleotide database. Phylogeny
is rooted with the single Gemella sp. sequence as the outgroup. sub., substitutions.

Genes that appear in only a single strain of a species are also likely to have been horizontally acquired.

We used the same Blast approach to identify these genes and to determine the closest matching sequence

in the database. Our analysis indicated that the majority of the unique genes for both species mostly

closely matched genes from other Lactobacillus species (L. crispatus, 68.7%; L. iners, 50.1%). However,

we also found that some of these unique accessory genes, both from L. crispatus and L. iners, did not

match genes of other Lactobacillus species but instead matched genes from other genera. Notably, we

found L. iners to have twice as many such genes as L. crispatus (n=156 versus n=78, respectively), as

well as a more diverse pool of genera to which these sequences matched. These 78 L. crispatus genes
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matched sequences from three different genera: Chlamydia (n=59), Mycoplasma (n=6), and Streptococcus

(n=3). The other 10 L. crispatus genes matched sequences identified in genomes of multiple genera. In

comparison, the 156 L. iners genes matched sequences from six different genera: Streptococcus (n=25),

Chlamydia (n=20), Anaerococcus (n=14), Gardnerella (n=13), Peptoniphilus (n=13), and Atopobium

(n=7). Another 84 of these L. iners singleton genes matched sequences identified in genomes of multiple

genera. Species from all of the identified genera are routinely found in vaginal samples, supporting the

notion that these genes have been acquired through horizontal transfer events.

6.6 Discusion

Lactobacillus crispatus and L. iners are both common inhabitants of the healthy human vagina. These

two species are closely related and perform similar ecological functions, namely, the production of lac-

tic acid. They are rarely found to coexist for extended periods of time, and transitions between an L.

crispatus-dominated community and one dominated by L. iners are common, making it likely that there

is substantial overlap in their fundamental niches. Ecological theory predicts that two species cannot

occupy the same niche indefinitely (Gause, 1934), making it unclear how these two species have been

maintained as common inhabitants of the human vagina. In this study, we characterized and compared

the genomes of L. crispatus and L. iners to identify possible ecological factors that drive niche partition-

ing by these species. Our results highlight several key differences in the genomes of these two species that

we believe may influence their ecology in the vaginal environment.

The typical L. iners genome is almost half the size of the L. crispatus genome. We have shown that

this is likely a derived trait unique to L. iners (Figure 6.1). The reduced genome size of L. iners limits

the number of proteins encoded by both its core and accessory genomes, which corresponds to reduced

metabolic capabilities. Our analysis demonstrated that L. iners is likely capable of fermenting fewer

carbon sources than L. crispatus and lacks more of the machinery necessary to synthesize essential amino

acids. With fewer metabolic pathways available, L. iners likely relies more heavily on exogenous sources

for essential resources than L. crispatus. Their dependence on nutrients derived from the host or other

community members is likely facilitated by the species’ ability to bind to human fibronectin, which al-

lows it to maintain close contact with host tissues (McMillan et al., 2012). The limited genetic repertoire

of L. iners likely makes the species more sensitive to environmental fluctuations. Accordingly, tempo-

ral studies on the vaginal microbiome have indicated that communities dominated by this species may

be more unstable than those dominated by L. crispatus (Gajer et al., 2012; Jakobsson and Forsum, 2007).

The process of genome reduction is widespread among host-associated bacterial species and can lead

to genomes that are less than 250 kb in size (Andersson and Kurland, 1998; Moran and Wernegreen, 2000;

McCutcheon and Moran, 2012). We do not completely understand the driving force behind this process,

although several mechanisms have been proposed. While we cannot definitively determine what drove the

reduction of the L. iners genome, we can discuss the consistency of our data with the various proposed

mechanisms. First, Muller’s Ratchet posits that frequent bottlenecks and a lack of recombination allow
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slightly deleterious mutations to accumulate in genes, leading to their deterioration and subsequent loss

(McCutcheon and Moran, 2012; Moran, 1996). However, we argue that our results are not consistent with

this hypothesis, as almost all of the remaining core genes of L. iners exhibit signatures consistent with

strong purifying selection. Furthermore, we showed that L. iners has retained the genes required for sev-

eral DNA repair pathways, including homologous recombination. Instead, we argue that our results are

more consistent with the Black Queen hypothesis, which argues that selection for streamlined genomes

and a loss of functional redundancy may be common for host-associated and free-living bacteria that

experience relatively constant environments (Bliven and Maurelli, 2012; Morris et al., 2012). Additional

support for this hypothesis is provided by the species’ limited accessory genomes, which are enriched for

genes encoding mechanisms by which bacteria can resist the integration of foreign DNA into their genome

(e.g., restriction-modification enzymes) (Bickle and Krüger, 1993; Snyder, 1995).

While the current L. crispatus genome is larger than that of L. iners, it is smaller than those of

other Lactobacillus species, particularly those that are not host associated. We argue that both species

have reduced their genome size and differ only in the magnitude of this effect. Some of our results even

suggest that L. crispatus may still be undergoing this process of genome reduction. We have shown that

the accessory genome of this species is bloated with transposable elements. Other studies have demon-

strated that the accumulation of mobile genetic elements often precedes genome reduction (McCutcheon

and Moran, 2012; Toh et al., 2006; Burke and Moran, 2011). This effect is thought to be driven by the

reduction in the effective population size that often accompanies the transition from being free living to

becoming host associated. A smaller effective population size can allow for the fixation of mildly delete-

rious mutations, like the incorporation of selfish DNA into the genome (Moran, 1996). Later, when these

selfish genes are purged from the genome, they may take with them adjacent stretches of the genome.

The abundance of transposable elements in the genomes of L. crispatus suggest that strains of this species

might be currently undergoing genome reduction. This hypothesis is further supported by the genome of

L. crispatus EM-C1, which is already 400 kb smaller than the others included in this study. In contrast

with this evidence, our results also indicate that most of the genes in the L. crispatus core genome are

experiencing strong purifying selection, suggesting that selection is still acting efficiently on this species.

Only time and further observation will reveal whether L. crispatus is evolving along this trajectory.

Lactobacillus crispatus and L. iners rely on the fermentation of carbon-containing substrates to pro-

duce energy for the cell (Carr et al., 2002). The primary source of carbon and energy in the vaginal

ecosystem is thought to be glycogen produced by host epithelial tissues (Cruickshank and Sharman,

1934; Milwidsky et al., 1980). However, the core genome of neither L. crispatus nor L. iners contains

the enzymes necessary to degrade this polysaccharide. The two species must therefore rely on either the

host (Nasioudis et al., 2015; Spear et al., 2014) or other bacterial species for the initial breakdown of

glycogen. Our analysis indicated that the two species do have the genetic capability to ferment a number

of other sugars, including several glycogen breakdown products. The two species share the ability to

ferment glucose, trehalose, maltose, and mannose, of which glucose and maltose are common glycogen

breakdown products. In addition to these shared functions, the core genome of L. crispatus also includes
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the enzymes necessary to ferment lactose, galactose, fructose, and sucrose. A previous study showed that

the application of a sucrose gel can select for L. crispatus in the Rhesus macaque vagina (Hu et al., 2015),

lending credence to this result. Furthermore, fructose can be found in high abundance in male ejaculate

(Owed and Katz, 2005). We speculate that the abundance of these sugars in the vaginal environment

may influence competitive interactions between L. crispatus and L. iners.

One unique trait that may influence the ecology of L. iners is its ability to produce inerolysin, a pore-

forming cytolysin. Previous studies have demonstrated that this cytolysin is similar in sequence to those

produced by Gardnerella vaginalis and Streptococcus intermedius (Rampersaud et al., 2011). Our analy-

sis confirms this result and is consistent with this gene having been horizontally acquired by L. iners. The

gene was not identified in any other Lactobacillus species included in this study, and our Blast searches

against the nonredundant database did not reveal any matching Lactobacillus sequences. Our phylogeny

shows that the inerolysin gene is most closely related to that found in Gardnerella vaginalis, although

its sequence is heavily divergent. This derived trait of L. iners may allow it to liberate resources from

host cells (Rampersaud et al., 2011). We speculate that this may give L. iners a competitive advantage

in the vaginal environment when nutrients are scarce and the ability to liberate them directly from host

tissue is favored. Indeed, microbial surveys have suggested that L. iners is capable of persisting under

other potentially adverse conditions in the vagina (Ferris et al., 2007; Zozaya-hinchliffe et al., 2010; Mayer

et al., 2015). Additionally, because the glycogen content of the vaginal epithelium is linked to circulating

estrogen levels (Cruickshank and Sharman, 1934), the abundance of nutrients in the vagina may vary

across the female reproductive cycle as well as through a woman’s lifetime. If L. iners does indeed have

a competitive advantage in times of low nutrient abundance, it may also be selected for during times of

low circulating estrogen.

We, along with others (Rampersaud et al., 2011), have demonstrated that the cytolysin of L. iners is

likely to have been horizontally acquired from a species outside Lactobacillus. Our analysis also identified

several other core and accessory L. iners genes that are likely to have been horizontally acquired. These

candidate horizontally acquired genes were found to most closely match those of species in other genera,

including Chlamydia, Streptococcus, Parvimonas, Gardnerella, and Atopobium. In particular, several of

these genes, including the cytolysin, match most closely to genes found in Gardnerella vaginalis. His-

torically, this species has been associated with bacterial vaginosis, a condition that increases the risk of

women to preterm birth, sexually transmitted infections, and other adverse sequelae. However, several

recent studies have highlighted that G. vaginalis is frequently found in healthy asymptomatic vaginal

samples from women of all ages (Ravel et al., 2011; Hillier and Lau, 1997; Hickey et al., 2015). In com-

parison, we identified fewer candidate horizontally acquired genes in L. crispatus, and those that we did

find matched sequences in a smaller subset of genera. We argue that while there is ongoing gene flow

between both L. iners and L. crispatus and species from these other genera, the rate at which this occurs

may be higher for L. iners. Furthermore, more of the genes acquired by L. iners are conserved across

all of the strains analyzed, indicating that they may have been selectively favored in the evolution of

the species. We speculate that the acquisition of these genes (e.g., cytolysin, zinc and phosphate trans-
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porters, and toxin antitoxin system genes) have shaped the ecology of L. iners in the vaginal environment.

Clinicians have long considered the dominance of L. crispatus in the vagina to be associated with good

health, while only recently have researchers also demonstrated that healthy women can be colonized by L.

iners (McMillan et al., 2012). Our analysis pointed out several differences in the genomes of L. crispatus

and L. iners that may influence how the species influence host health. Recent studies have demonstrated

that the isomers of lactic acid have differential effects on the host immune system (Witkin et al., 2013).

We have shown that while L. crispatus can produce D- and L-lactic acid, L. iners has the capability

to produce L-lactic acid only. L. iners also does not have the genetic capability to produce hydrogen

peroxide via oxidation of pyruvate, a pathway which we and others (Ojala et al., 2014) have demonstrated

is available to L. crispatus. The production of hydrogen peroxide is thought to be one mechanism by

which Lactobacillus species can prevent anaerobes from colonizing the vagina (Felten et al., 1999). L.

crispatus also has the capability to breakdown putrescine, a malodorous amino acid commonly found

in vaginal secretions during episodes of bacterial vaginosis (Wolrath et al., 2001). We found the core

genome of L. crispatus to contain an iron transport system that is absent in the core genome of L. iners.

This transport system may allow L. crispatus to sequester the iron released by the host during menses

(Hallberg et al., 1966), thereby preventing other species, including vaginal pathogens, from acquiring this

vital resource. We also found that the core genome of L. crispatus contains a gene encoding lactocepin,

a serine protease that has been shown to degrade the proinflammatory chemokine interferon-gamma-

inducible protein 10 (IP-10) (von Schillde et al., 2012). Our analysis of this gene indicated that it may be

experiencing positive selection in L. crispatus, which could reflect adaptation via changes in this function.

In vitro tests have demonstrated that colonization of vaginal epithelial cells with L. iners resulted in a

more-proinflammatory signaling response from the host tissue than colonization by L. crispatus (Doer-

flinger et al., 2014). However, it has yet to be determined if the lactocepin produced by L. crispatus is

capable of preventing or reducing inflammation in the vagina. Based on these two results,we conclude

that the presence of L. crispatus in the vagina may offer more protective benefits to the host than L. iners.

As closely related frequent colonizers of the human vagina, L. crispatus and L. iners are likely to

compete for shared niche space. We have shown that the two species share the key fermentation path-

ways needed to metabolize glycogen breakdown products (glucose and maltose). However, their genomes

differ in many other respects, likely providing them with differential competitive abilities across the range

of environmental conditions common to the human vagina. For example, should sucrose or fructose be

introduced into the vagina, L. crispatus may be selected for given its unique capability to ferment these

sugars, whereas L. iners may be favored when nutrients are rare and its cytolysin is needed to liberate

them from host tissues. More study is needed to detail the biotic and abiotic factors (e.g., pH, nutrient

availability, and coinhabiting microbial species) under which L. iners and L. crispatus are favored. Ad-

ditionally, this study is limited in scope given that it only focused on two of the four common vaginal

lactobacilli. Analysis of L. gasseri and L. jensenii is needed to gain a more complete picture of niche

partitioning and competitive interactions in the human vagina. Identifying the conditions under which

particular vaginal Lactobacillus species flourish will enable a deeper understanding of the complicated
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temporal dynamics of the vaginal microbiome.
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Vásquez, A., Jakobsson, T., Ahrné, S., Forsum, U., Molin, G., 2002. Vaginal Lactobacillus flora of healthy

Swedish women. Journal of Clinical Microbiology 40 (8), 2746–2749.

Verstraelen, H., Swidsinski, A., 2013. The biofilm in bacterial vaginosis: Implications for epidemiology,

diagnosis and treatment. Current Opinion in Infectious Diseases 26 (1), 86–89.
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Appendix A: Supplemental methods for Chapter 3

A.1 Experimental evolution

In this study we evolved Escherichia coli K12 MG1655 metapopulations that experienced varying

degrees of spatial structure. Each metapopulation spanned twelve wells in a 96 well plate, with each

well containing one of twelve subpopulations. To manipulate the degree of spatial structure experienced

by the evolving metapopulations, we varied the rate of migration between these twelve subpopulations.

We tested four degrees of spatial structure: complete structure, high structure, low structure, and no

structure. In the following document we provide more detail into the procedure used to generate and

maintain these metapopulations during the 150 generations of evolutions. The entire procedure, starting

with the inoculation of the ancestors from the freezer, was repeated three times.

A.1.1 Preparing the inocula

The metapopulations were inoculated with equal proportions of two genotypes (the cycloserine sen-

sitive ancestor and a spontaneous cycloserine resistant mutant) that we could differentiate by plating on

selective and non-selective media. Both genotypes were inoculated from a freezer stock into 5mL of the

glucose limited media. These cultures were incubated overnight at 37◦C with shaking at 185 rpm. The

cultures were then diluted by a factor of 10-6 in 0.85% NaCl and then 100µL of the diluted was plated on

non-selective (for the cycloserine sensitive genotype) and selective (for the resistant genotype) agar media.

These two plates were incubated overnight at 37◦C. Following this incubation, 12 colonies were randomly

selected from each of the two plates and resuspended in fresh media (Figure A.1A) The resulting colony

suspensions were then standardized by OD at 600nM. Pairs of resistant and sensitive genotypes were

combined together creating twelve colony suspension mixtures, each of which contained roughly equal

proportions of the sensitive and one resistant genotypes (Figure A.1A). The twelve colony suspension

mixtures where then diluted 1:10 in fresh media and then 15µL was inoculated into 185µL of fresh media

in four wells of a 96 well plate, one each for the four metapopulation types (complete structure, high

structure, low structure, and no structure). The 96 well plate containing the four metapopulation was

then incubated for 24 hours at 37◦C with shaking at 185 rpm. Metapopulations were then serially trans-

ferred for 150 generations.

A.1.2 Manipulating the degree of spatial structure

The degree of spatial structure experience by the evolving metapopulations was manipulated by vary-

ing the migration rates between the 12 subpopulations in each metapopulation. All metapopulations

were subcultured into fresh media daily (1:128 dilution, providing 7 generations per day), however the

protocol differed depending on the degree of spatial structure in question. For the completely struc-

tured metapopulations no migration occurred between the subpopulations. Instead, each subpopulation
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Figure A.1: Twelve sensitive and twelve resistant colonies were randomly selected (A), standardized by
OD at 600nM, and then combined in equal volumes. These twelve colony mixtures were used to inoculate
four sets of 12 subpopulations (B)
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was simply subcultured into fresh media every day (diluted 1:10 in fresh media and then 15µL was

inoculated into 185µL of fresh media). While in the no structure metapopulations, the 12 subpopula-

tions were combined together in equal volumes. This migrant mixture was then used as the inoculum

to subculture the 12 subpopulations (diluted 1:10 in fresh media and then 15µL was inoculated into

185µL of fresh media. In the low and high structure metapopulations, the subpopulations were first

subcultured into fresh media (diluted 1:10 in fresh media and then 15µL was inoculated into 175µL of

fresh media). Additionally, the 12 subpopulations were combined together in equal volumes to create a

migrant mixture. This migrant mixture was diluted in fresh media by a factor of 10-3 (low structure)

or 10-5 (high structure) and then µL of the diluted migrant mixture was added to each subpopulation

(bringing the total volume to 200µL in each well). This provides a migration rate of 2,000 individuals per

day between any two subpopulations in the low structure and 20 individuals per day in the high structure.
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Appendix B: Supporting information for Chapter 5

In Chapter 5 we showed that biofilm populations accumulated kanamycin and rifampicin resistant

variants prior to antibiotic treatment. One possible explanation for this increase is that these resistant

mutants were selected for in the biofilm despite the absence of the antibiotic. However, we argue that

it is more likely that the increase was driven by a neutral process of spontaneous mutation. Here, we

present simple calculations using our own empirical estimates of the mutation rates towards kanamycin

and rifampicin resistance to demonstrate that it is plausible that spontaneous mutations drove the ob-

served accumulation of resistant cells.

Two different mutation rates toward resistance to each antibiotic were considered, one for exponen-

tially growing cells and one for stationary phase cells. It is likely that members of a biofilm population

experience some combination of the two rates depending on their location in a biofilm. Cells near the

top have first access to nutrients in the bulk medium and are therefore likely to resemble those in ex-

ponentially growing liquid cultures. Whereas cells near the bottom experience limited growth due to a

lack of nutrients and are likely to more closely resemble cells in stationary phase liquid cultures. For

this reason, we have calculated both the number of generations of exponential growth required and the

number of hours in stationary phase that would be required to explain the observed accumulation of resis-

tant clones. It is likely that some combination of these two estimates best describes the experimental data.

B.1 Kanamycin

We observed that the frequency of kanamycin resistant (Kanr) mutants increased from 2.31 x 10-8 Kanr

mutants per CFU at the time of inoculation, to 1.07 x 10-6 Kanr mutants per CFU after 15 days of

antibiotic-free cultivation.

If we assume that the increase from day 0 to day 15 was linear, then Kanr mutants increased in frequency

at a rate of 6.98*10-8 new Kanr mutants per CFU per day. In order for mutation alone to explain this

increase, the mutation rate would need to exceed this value.

B.1.1 Analysis using the mutation rate during exponential growth

Rate of increase observed in biofilms: 6.98 x 10-8 new Kanr mutants/CFU/day

Rate of mutation to kanamycin resistance: 9.48 x 10-8 new Kanr mutants/CFU/gen

6.98 ∗ 10−8 newKanrmutants per CFU per day

9.48 ∗ 10−8 newKanr per CFU per gen
= 0.74 gen per day
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B.1.2 Analysis using mutation rate during stationary phase

Rate of increase observed in biofilms: 6.98 x 10-8 new Kanr mutants/CFU/day

Rate of mutation to kanamycin resistance: 6.38 x 10-7 new Kanr mutants/CFU/day

6.98 ∗ 10−8 newKanrmutants per CFU per day

6.38 ∗ 10−7 newKanr per CFU per gen
= 0.11

Kanr mutants increased in the biofilms at approximately 1/10 the rate of mutation during stationary

phase.

B.2 Rifampicin

We observed that the frequency of rifampicin resistant (Rifr) mutants increased from 5.81 x 10-8 Rifr

mutants per CFU at the time of inoculation, to 2.46 x 10-6 Rifr mutants per CFU after 15 days of

antibiotic-free cultivation.

If we assume that the increase from day 0 to day 15 was linear, then Rifr mutants increased in frequency

at a rate of 1.60*10-7 new Rifr mutants per CFU per day. In order for mutation alone to explain this

increase, the mutation rate would need to exceed this value.

B.2.1 Analysis using the mutation rate during exponential growth

Rate of increase observed in biofilms: 1.60 x 10-7 new Rifr mutants/CFU/day

Rate of mutation to rifampicin resistance: 3.54 x 10-8 new Rifr mutants/CFU/gen

1.60 ∗ 10−7 newRifrmutants per CFU per day

3.54 ∗ 10−8 newRifr per CFU per gen
= 4.52 gen per day

B.2.2 Analysis using mutation rate during stationary phase

Rate of increase observed in biofilms: 1.60 x 10-7 new Rifr mutants/CFU/day

Rate of mutation to rifampicin resistance: 6.58 x 10-8 new Rifr mutants/CFU/day

1.60 ∗ 10−7 newRifrmutants per CFU per day

6.58 ∗ 10−8 newRifr per CFU per gen
= 2.43

Rifr mutants increased in the biofilms at approximately 2.5 times the rate of mutation during stationary

phase.
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Appendix C: Copyright Permissions

Included below are the appropriate copyright permissions for the previously published works that

appear in Chapters 2 and 6 of this dissertation.
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