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#### Abstract

Genetics has made great strides in identifying specific genes that affect traits of biomedical and basic biological importance, and modern genomic technology has greatly increased our power to detect even genes with small effects on phenotype (Yang et al. 2010). However, genes underlying important phenotypes don't exist in isolation; rather, they interact in two important ways that are now amenable to direct observation with genomic techniques.

First, genes interact within genetic regulatory networks to produce complex quantitative phenotypes. For example, in many gene regulatory cascades a given gene product may interact with a number of other genes and proteins. The incorporation of a network-level functional view of genetic interactions into models of multivariate phenotypic evolution represents a new synthesis in biology, enabled by the wealth of empirical genomic data (Zhu et al. 2009, O'Malley, 2012). By modeling relative simple gene regulatory networks, I found that the direction of new phenotypic (co)variation that is supplied to a population from new mutation (the M-matrix) depends on a given network topology. Such mutational (co)variation directly contributes to the shape and orientation of additive genetic (co)variation (the G-matrix) which affects how quickly populations can adapt to a new environment. When letting the network topology itself evolve, I found that populations can quickly explore phenotype space and, as such, can get closer to new phenotypic optima than without mutations in the network topology. Moreover, the adaptive trajectories taken later during the adaptive walk directly depend on historical contingencies (i.e., which networks were selected for in the past). Lastly, when network topology evolves, reproductive isolation can evolve too as a result of persistent overdominance.

Second, genes exist in physical locations along chromosomes so that the action of evolutionary forces like mutation and selection on single loci has impacts on patterns of variation at neighboring loci. Meiotic recombination is central in connecting physical genetic elements to population genetic theory as well as quantitative trait loci. As such, I have created an R package that uses a Hidden Markov Model (HMM) approach to identify recombination hotspots, coldspots, crossovers and non-crossover gene conversion tracts from low-coverage whole genome or reduced representation (e.g., RADseq) data. This approach is applicable for any haploid or diploid organisms with a reference genome.


Under a divergence with gene flow scenario, physical gene interactions can also cause autocorrelation in genetic differentiation (e.g., $F_{S T}$ ) across the genome of diverging populations, creating "genomic islands of divergence" - gene regions that have significantly greater differentiation than expected under neutrality (Nosil et al., 2012). An appealing aspect of this model is that regions physically linked to selected loci are relatively buffered from the homogenizing effect of migrant alleles so that new mutations that are tightly linked to selected loci have a higher probability of increasing in frequency, facilitating further genomic differentiation between diverging populations. To examine the relative roles of selection, recombination, and gene flow in creating heterogenous genomic differentiation I employed mathematical modeling and experimental evolution of polymorphic populations of the budding yeast Saccharomyces cerevisiae. I found that neither migration nor new mutations were necessary to engender island growth. Instead the segregation of existing standing genetic variation can transiently but quickly generate islands when admixed populations evolve in isolation in different selective environments.

Taken together, this dissertation underscores the importance of genetic interactions in generating phenotypic diversity. Moreover, we find that simple models of gene interaction - together with demography and evolutionary factors - can generate complex, but predictable patterns of adaptation. The models, computational tools, and experimental data herein thus expand our knowledge of how genetic interactions shape the nature of suites of traits.
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## CHAPTER 1

## General introduction

Understanding the nature of diversity as long been of interests to biologists. How can interbreeding individuals give rise to such phenotypic and taxanomic diversity? Theoretical and empirical research over the past century has fundamentally changed our understanding of the evolutionary forces that generate diversity and recent work has investigated how suites of interconnected populations can adapt to novel environments via various types of genetic interactions. Herein I extend our understanding of how both epistatic and physical interactions can shape multivariate phenotypic (co)variation and heterogeneous genomic differentiation.

### 1.1 LAYOUT OF CHAPTERS IN THIS DISSERTATION

Chapter 2 - Models of multivariate phenotypic evolution based on quantitative genetics have largely not incorporated a network-based view of genetic variation. By modeling simple twogene regulatory networks I found that the nature of the matrix of mutational (co)variation (the Mmatrix) is strongly affected by network topology. Both standing genetic variation (the G-matrix) and rate of adaptation are constrained by $\mathbf{M}$, so that $\mathbf{G}$ and adaptive trajectories are curved across phenotypic space. Under weak selection the phenotypic mean at migration-selection balance also depends on $\mathbf{M}$.

Chapter 3 - I extended the network models of Chapter 2 to allow mutations in the network topology. I found that network changes can be beneficial early when populations are displaced from their phenotypic optimum. These network changes also created historical contingencies such that the trajectory of later adaptation depends heavily on the resulting network structure that evolved. I also found that network architecture itself can result in overdominance and showed that such overdominance can lead to persistent reproductive isolation between populations adapting in parallel. The C++ based simulation program that I created to model network evolution, NetworkEvolution, is freely available online.

Chapter 4 - The role of meiotic recombination in adaptation ties Mendelian principles to the evolutionary processes that occur at the population level. Thus, further understanding of physical genetic interactions would benefit from efficient methods for directly measuring rates of recombination across the genome, including crossovers and non-crossover gene conversion events. I created a Hidden Markov Model-based approach for estimating recombination rates, based on genomic sequence data from haploid products of meiosis and diploid populations, both produced by admixture between two genetically characterized parents. I used this method, together with next-generation sequencing, to identify recombination hotspots and cold spots as well as characterize rates and sizes of gene conversion events in the budding yeast Saccharomyces cerevisiae. The methods employed here have been implemented in the R package HMMancestry.

Chapters 5 \& 6 - It is increasingly evident that taxonomic diversity can occur despite ongoing gene flow between interbreeding populations. Now that we are in the genomic era, studies have reported that loci of adaptive divergence often cluster within the genome of divergently evolving populations or sister species. Mathematical models have been put forth to explain how such "genomic islands of divergence" can form as a result of physical gene interactions (i.e., linkage) between established divergently selected loci and de novo mutations. Using both modeling (Chapter 5) and experimental (Chapter 6) approaches I found that an alternative method for island formation can arise from standing genetic variation, which is likely to occur at shorter timescales than de novo mutations and might be more in line with empirical studies.

## Genetic regulatory network motifs constrain adaptation

THROUGH CURVATURE IN THE LANDSCAPE OF MUTATIONAL (CO)VARIANCE ${ }^{1}$

### 2.1 SUMMARY

Systems biology is accumulating a wealth of understanding about the structure of genetic regulatory networks, leading to a more complete picture of the complex genotype-phenotype relationship. However, models of multivariate phenotypic evolution based on quantitative genetics have largely not incorporated a network-based view of genetic variation. Here we model a set of twonode, two-phenotype genetic network motifs, covering a full range of regulatory interactions. We find that network interactions result in different patterns of mutational (co)variance at the phenotypic level (the M-matrix), not only across network motifs but also across phenotypic space within single motifs. This effect is due almost entirely to mutational input of additive genetic (co)variance. Variation in $M$ has the effect of stretching and bending phenotypic space with respect to evolvability, analogous to the curvature of space-time under general relativity, and similar mathematical tools may apply in each case. We explored the consequences of curvature in mutational variation by simulating adaptation under divergent selection with gene flow. Both standing genetic variation (the G-matrix) and rate of adaptation are constrained by M , so that G and adaptive trajectories are curved across phenotypic space. Under weak selection the phenotypic mean at migration-selection balance also depends on M .

### 2.2 INTRODUCTION

Recent years have seen an explosion in the functional understanding of genetic interactions, including mapping of large genetic regulatory and metabolic networks (Dieckmann and Doebeli,

[^0]1999; Stuart, 2003; Huang et al., 2007, Dixon et al. 2009, Costanzo et al., 2010; Zhang et al., 2011). These data have led toward a more comprehensive understanding of complex phenotypes, and emphasize the complexity and non-linearity of the genotype-phenotype relationship (Benfey and Mitchell-Olds, 2008; Mitteroecker, 2009, Tøndel et al. 2013, Travisano and Shaw, 2013). In particular, pleiotropy and functional epistasis are ubiquitous in genetic regulatory networks (Tyler et al. 2009), and this has important consequences for the evolution of complex phenotypes.

However, traditional quantitative genetic models of multivariate adaptation typically assume phenotypic traits to be affected by a large number of loci with largely independent, additive effects (Lande and Arnold, 1983, Turelli, 1984; Arnold et al., 2001, 2008). While pleiotropy and statistical epistasis are sometimes included in these models (e.g. Jones et al., 2003, 2007, Alvarez-Castro and Carlborg, 2007), the effects of specific genetic regulatory network architectures on quantitative genetic predictions of adaptation are not well understood. Incorporation of a network-level functional view of genetic interactions into models of multivariate phenotypic evolution represents a new synthesis in biology, enabled by a new wealth of empirical data (Zhu et al. 2009, O'Malley, 2012).

An initial step toward this synthesis is to explore the consequences of simple network motifs on patterns of dominance, pleiotropy, and epistasis, considering the equilibrium expression level of a gene in the network as the phenotype (Omholt et al., 2000; Gjuvsland et al., 2007a; Aylor and Zeng, 2008). Here we apply a similar modeling approach to multivariate phenotypic space. In multivariate evolution, mutational and genetic correlation among traits can either constrain or facilitate adaptation, depending on the relationship between the direction of selection and genetic correlation (Schluter, 1996, Hansen and Houle, 2008, Agrawal and Stinchcombe, 2009, Walsh and Blows, 2009). Such correlations are expected to result from factors including the pleiotropy and epistasis inherent in genetic networks. Moreover, non-linearity in the genotypephenotype map resulting from genetic network architecture means that the patterns of mutational correlation may change across phenotypic space, even when the mutational process at the genotypic level remains constant (Mitteroecker, 2009). This variation across phenotypic space could substantially affect both adaptive and neutral evolutionary trajectories (Steppan et al. 2002, Arnold et al. 2008). However, the ways in which genetic regulatory network architecture may induce this variation have not been well quantified.

Here we consider a set of two-node network motif models, covering all basic types of regulatory interactions, in which the phenotypes of interest are the expression levels of the two loci. The mathematical form we use to model regulatory interactions is general to MichaelisMenten kinetics as well as other modes of gene regulation Omholt et al. 2000; Gjuvsland et al., 2007 a ), and we explore the complete set of possible two-node interactions in this form. The two nodes in the network, while described below as single loci, may also be interpreted as wellconnected modules in a larger network that interact in relatively simple ways. We model the interactions in these networks with differential equations describing dynamic gene expression, where the phenotypes are equilibrium gene expression levels. We assess whether simple network motifs lead to non-linearity in the genotype-phenotype map that is sufficient to create not only mutational and genetic correlation, but also variation in patterns of that correlation across phenotypic space. Using simulations of adaptive divergence with gene flow between two populations, we test whether the resulting curvature in phenotypic space constrains rates and trajectories of adaptation.

### 2.3 METHODS

### 2.3.1 Modeling Gene Regulatory Networks

We modeled a set of six two-node gene regulatory networks using systems of ordinary differential equations (ODEs) describing gene expression levels. These two-locus ODEs are analogous to Gjuvsland et al. (2007a)'s three-locus models, and they describe the rate of change of the concentrations of gene products $x_{1}$ and $x_{2}$ given the genotypic values $\alpha_{1}$ and $\alpha_{2}$ and the parameters $\theta$ and $\gamma$. These ODE systems reach stable equilibrium levels of expression, and we use the equilibrium expression levels of gene products $x_{1}$ and $x_{2}$ as the two phenotypic traits for any instance of a network motif. We do not explicitly model transcription and translation or specify what type of gene product is involved, in order to apply the models to any type of regulatory signal that could lead to interactions between loci or between tightly connected modules in a genetic network. Our model uses diploid individuals but does not contain any dominance, so we define the "genotypic value" $\alpha_{i}$ at each locus as the sum of allelic effects for the two alleles. Positive or negative gene regulation was modeled as a sigmoid function (Figure 2.1). For example, concentration of gene
product $x_{1}$ has a positive effect on dynamic expression levels of locus 2 in the second equation of (Figure 2.1A), so locus 1 positively regulates locus 2. The parameter $\theta$ represents the amount of regulator needed to get half of the maximum expression rate and $\gamma$ is the decay rate of expressed gene product (Gjuvsland et al. 2007a). For simplicity in the current study, these two parameters were fixed ( $\theta=300, \gamma=1$ ).

Setting the ODEs for each motif to zero and solving for $x_{1}$ and $x_{2}$ yields unique solutions for the gene expression levels at equilibrium as a function of the genotypic values, $\theta$, and $\gamma$ (see Appendix A). We assume no environmental variation; therefore, for a given genotype in a particular network motif we can calculate both equilibrium expression levels - i.e. the phenotypic trait values - directly. We assessed stability of equilibrium expression levels by calculating the Jacobian matrix linearization of the ODEs at equilibrium points. Equilibrium trait values are stable for all motifs when allelic effects and trait values are positive, conditions that are assumed throughout this study (see Appendix A). For each regulatory motif we also solved for genotypic value (sum of the allelic values at each locus) as a function of equilibrium expression levels. These solutions are unique, so that the genotype-phenotype map is 1:1 at the level of genotypic values for all motifs across positive gene expression levels.

### 2.3.2 Estimating M, G, and epistatic (co)variance

We estimated the matrix of mutational (co)variance $\mathbf{M}$ across phenotypic space for each motif using a linear approximation to the genotype-phenotype map as follows. For each motif we calculated the 2x2 Jacobian matrix $J_{i}$ of the genotype-phenotype map. Then for motif $i, M_{i}=$ $J_{i} \Sigma J_{i}^{T}$, where $\Sigma$ is the matrix of mutational variance introduced per generation at the level of genotypic values. We assumed $\Sigma$ to have zero covariance (i.e. no correlation in mutation between loci) and equal variance terms $2 \sigma$, where $\sigma^{2}=17.3$ is the per-allele mutational variance in allelic value following a continuum of alleles model (Kimura, 1965). This per-allele mutational variance effectively scales the total size of $\mathbf{M}$, but does not affect the covariance structure of $\mathbf{M}$ at all. To validate the linear transformation approximation of $\mathbf{M}$ against the M -matrix that would occur in a polymorphic population, we also estimated $\mathbf{M}$ numerically by creating populations centered at nine points in a grid across phenotypic space (at $x_{1}=200,300,400$ and $x_{2}=200,300,400$ ) for each motif. We randomly sampled phenotypic values for 10,000 individuals from a bivariate


Figure 2.1: Gene regulatory network motifs. Below each motif are the system of ordinary differential equations governing gene expression levels $x_{i}$ and a graphical depiction of the genotype-phenotype map. Parameters are genotypic value $\alpha_{i}$, the sum of allelic values at locus $i$; $\theta$, concentration of the regulator at which half of the maximum activation level is reached; and $\gamma$, gene product decay rate. All motifs reach a single stable equilibrium gene expression level given a pair of genotypic values. Contours represent these phenotypic trait values $x_{1}$ (solid blue) and $x_{2}$ (dashed red) as a function of genotypic values.

Gaussian distribution with standard deviation of 20 phenotypic units. We mutated each allele in all 10,000 individuals by adding a random deviate, sampled from a Gaussian distribution with variance $\sigma^{2}=17.3$, and calculated M as the (co)variance of phenotypic deviations resulting from allelic mutation. The resulting $\mathbf{M}$ matrices were indistinguishable from those calculated above, so the linear approximation method was used for all calculations below.

We also estimated the G-matrix of additive (co)variance and the epistatic (co)variance matrix for the nine populations in each motif described above, using the animal model (Kruuk, 2004, Wilson et al., 2010). Each population was evenly split into males and females, and 100 sires were randomly mated to 10 dams each resulting in 1000 offspring, with independent assortment between loci. Using the resulting pedigree information, we obtained breeding values for individuals and population estimates of the G-matrix by fitting a generalized linear mixed model with the R package MCMCglmm (Hadfield, 2010). Because our model includes no dominance (alleles are purely additive within each locus) and no random environmental effects on phenotype, the population-level residual (co)variance matrix includes solely epistatic (co)variance. For the random effects prior, we set the variance component equal to the phenotypic (co)variance and set the parameter "nu" to 2 . To the speed up convergence and chain mixing properties we used parameter expanded methods (Liu et al. 1998) with prior means for the working parameter "alpha" set to ( 0,0 ) and variances set to 1,000 with zero covariance. For the residual effects prior, we set the variance component of the inverse Wishart distribution to 1,000 along the diagonal with zero covariance and nu to 0.002 . We ran the Markov Chain for 12,000 generations following a 1,000-generation burn-in period, sampling every 25 generations to reduce autocorrelation.

Evolvability depends on mutational variation, so phenotypic space can be re-scaled by the mutational distance between phenotypes. To the extent that adaptation is mutation-limited, this re-scaling reflects the "evolutionary distance" traveled during adaptation to a novel phenotype. Mathematically, this distance between phenotypic values is the Mahalanobis distance scaled by the local value of $\mathbf{M}$, so that the inverse of $\mathbf{M}$ is a Riemannian metric tensor (Jost, 2008). We created visualizations of mutation-scaled phenotypic space using an iterative algorithm for deforming a grid of bivariate phenotypes. The algorithm first scaled the grid by mutational variance along single phenotypic axes by multiplying distances from each point to its 4 nearest neighbors by the square root of the corresponding diagonal elements of the inverse of $\mathbf{M}$, estimated at
each grid point as described above. It then incorporated mutational covariance by sequentially adjusting the position of each point on the grid so that its Euclidean distance to its 8 nearest neighbors (horizontal, vertical, and diagonal) matched as closely as possible to the Mahalonobis distance between phenotypes, scaled by the local M-matrix. Code to perform this deformation was written in R and is available from the authors.

### 2.3.3 Simulating divergent selection with gene flow

We used R to create individual-based simulations to determine the effect of varying gene regulatory network motifs on adaptation under a model of divergence with gene flow. Each simulation replicate included two populations, each of size $\mathrm{n}=2,000$, exchanging migrants at rate m in an island model (Wright, 1931). To initialize each population, we used the Phenotype-to-Genotype equations (see Appendix A) to obtain the genotypic values $\alpha_{1}$ and $\alpha_{2}$ that correspond to a phenotype of $x_{1}=300$ and $x_{2}=300$ for each network. We then generated allelic variation by randomly drawing allelic values for each individual using a Gaussian distribution centered at half of the genotypic value and with a variance of 200 . We then imposed divergent selection on the two populations by selecting toward two optimum phenotypes. The phenotypic optima for populations 1 and 2 were set to phenotypic points $\left(x_{1}=150, x_{2}=450\right)$ and ( $x_{1}=450$, $x_{2}=150$ ), respectively. Thus divergent selection was imposed along the axis representing negative correlation between the two traits, and selection on the two populations was symmetrical in terms of distance to the optimum and strength of selection.

We used a Gaussian fitness function to calculate individual fitness, w:

$$
\begin{equation*}
W=e^{-\frac{1}{2}\left(\mathbf{x}-\mathbf{x}_{\mathrm{opt}}\right)^{T} \mathbf{\Omega}^{-1}\left(\mathbf{x}-\mathbf{x}_{\mathrm{opt}}\right)} \tag{2.1}
\end{equation*}
$$

where $\mathbf{x}$ is a column vector containing trait values, $\mathbf{x}_{\text {opt }}$ is a column vector of phenotypic optima for each trait, and $\boldsymbol{\Omega}$ is a symmetrical 2x2 matrix describing the landscape of stabilizing selection, analogous to a (co)variance matrix. For simplicity, we assume equal strengths of stabilizing selection for each trait (i.e. the diagonal elements of $\boldsymbol{\Omega}$ are $\omega=\omega_{11}=\omega_{22}$ ) and no correlational selection ( $\omega_{12}=\omega_{21}=0$ ). Individuals were randomly chosen to mate with a probability proportional to their relative fitness $\left(w \frac{W}{W_{\max }}\right)$.

Offspring randomly received one allele per locus from each parent, with independent assortment between loci. This process was continued, sampling with replacement from the parental generation, until the new population's size equaled the parental size, so that generations were non-overlapping. During meiosis there was a probability $\mu$ that an allele mutates. In this case the new allelic value was the sum of the original allelic value plus a random value centered at zero with variance $\sigma^{2}=17.3$. For these simulations $\mu$ was set to o.o1, so total allelic variance introduced by mutation per generation per allele was 0.173 . Note that this represents less total mutational variance, but identical covariance structure, compared to the M-matrices calculated above. Migration between populations followed mating. Individuals (from both populations) were chosen to migrate with probability $m$, then pooled and redistributed randomly back to one of the populations. To characterize the effects of network motif on adaptation, we simulated 10 replicates of population pairs for each motif for 1,000 generations with parameter values $m=0.001$ and $\omega=10,000$. To explore the effects of selection strength and migration rate, we simulated 10 replicates of population pairs for motif C across multiple parameter values ( $m=0$, $0.0001,0.001,0.01 ; \omega=1000,10,000,50,000$ ). We ran these simulations for 20,000 generations to characterize equilibrium levels of adaptation. For reference, at selection strengths of $\omega=1000$, 10,000 , and 50,000 , fitness of individuals 10 phenotypic units away from the optimum is $90 \%$, $99 \%$, and $99.8 \%$ of the fitness at the optimum, respectively. Initial selection during the simulations was strong; mean-standardized selection gradients per trait (Hansen and Houle, 2008) for the null motif at the initial population mean would be $+/-25,2.94$, and 0.60 , respectively.

### 2.3.4 Quantifying genetic variation and adaptation

We estimated the G-matrix of additive genetic (co)variance at generations 50, 100, 500, and 1000 for the shorter simulations, and additionally at generation 20,000 for the longer simulations. Before the mating phase of each of these generations, we conducted a "side experiment" in which 100 sires were mated to 10 dams each to produce 1000 offspring, and we estimated $G$ using MCMCglmm (Hadfield, 2010) as described above. Note that this pedigree data was produced independent of fitness, and these offspring were not those used for the next generation of the simulation.

We used several metrics to quantify adaptation and the structure of G during the course of divergence with gene flow. The extent of adaptation was calculated as:

$$
\begin{equation*}
A=1-\frac{D_{o p t, t}}{D_{o p t, i n i}} \tag{2.2}
\end{equation*}
$$

where $D_{\text {opt,ini }}$ is the Euclidean distance between the initial starting position $(300,300)$ and the phenotypic optimum, and $D_{o p t, t}$ is the Euclidean distance between a given population's mean phenotype at time $t$ and its phenotypic optimum. Equation 2.2 represents a ratio where a value of 1 can be interpreted as a population being well-adapted to its respective phenotypic optimum. We quantified aspects of $\mathbf{G}$ with four metrics (Jones et al. 2003): i) size $\Sigma$, calculated as the sum of the eigenvalues, equal to the sum of the variance terms; ii) eccentricity or shape $\varepsilon$, calculated as the smaller eigenvalue divided by the larger eigenvalue; iii) orientation $\varphi$, calculated as the angle between the leading eigenvector $g_{\max }$ and the axis of $x_{1}$, and iv) effective dimensionality $n_{D}$, calculated as the total variance divided by the leading eigenvalue (Kirkpatrick, 2009).

### 2.4 RESULTS

### 2.4.1 Genotype-phenotype map under simple network motifs

We modeled a set of six genetic regulatory network motifs (Figure 2.1). For all motifs, the genotype-phenotype map was 1:1 at the level of genotypic values, although not allelic values (see Appendix A). In the absence of any interlocus interaction (null motif; Figure 2.1 F) each phenotype equaled the genotypic value at the corresponding locus. In all other cases, both pleiotropy and epistasis were evident in the genotype-phenotype maps. Pleiotropy resulted from unidirectional (motifs A and B) and bidirectional (motifs C, D, E) regulation between loci, because the genotypic value at a single locus affected the expression levels of both loci. In contrast, the nature of epistasis in allelic effects on phenotypes depended on the type of interaction. Negative regulation led to linear contours on the genotype-phenotype map for the expression level of the downstream gene - but note that where the contours are not parallel, the relationship between multivariate genotypes and phenotypes is still nonlinear (e.g. Figure $2.1 \mathrm{~B}, \mathrm{D}$; see Appendix A). In contrast, positive regulation led to hyperbolic curved contours in the genotype-phenotype
map for the downstream gene (e.g. Figure 2.1A). In both cases, the non-linearity in mapping from genotype to phenotype for one or both traits indicates statistical epistasis; that is, the phenotype resulting from allelic substitutions at both loci differs from the expectation based on the independent additive effects of the alleles considered separately (Phillips, 2008).

### 2.4.2 Landscape of mutational variation

We assessed the landscape of mutational variation using the M-matrix of quantitative genetics, a (co)variance matrix of the phenotypic variation across multiple traits produced by mutation per generation. The motifs produced a wide range of mutational variance in each trait and, with the exception of the null motif (F), correlation between traits (Figure 2.2). Moreover, $\mathbf{M}$ exhibited striking variation across phenotypic space even when network motif and all other parameters were held constant for all but the null motif. The overall size of $\mathbf{M}$ - the total amount of phenotypic variance produced by mutation - varied across motifs as well as across phenotypic space within motifs. The magnitude of mutational correlation, and thus the effective dimensionality of $\mathbf{M}$, varied across phenotypic space for all but the null motif (Figures 2.1, A.1). The sign of the correlation also shifted under the negative feedback loop motif (Figure 2.1 C ), leading to the most extreme variation in dimensionality (Figure A.1C).

Although the network motifs exhibit strong functional epistatic interactions between loci and statistical epistasis in the genotype-phenotype map, the patterns of (co)variance in $\mathbf{M}$ were essentially the result of additive genetic (co)variance with only negligible epistatic (co)variance. We estimated additive genetic and epistatic (co)variance for the two traits across phenotypic space for each motif (Figures A.2, A.3). Matrices of epistatic (co)variance were much smaller in total magnitude than the G-matrix of additive genetic (co)variance, and the pattern of covariance was similar to G. Total epistatic variance represented a negligible contribution to total phenotypic variance, such that narrow-sense heritability was greater than 0.99 for both traits in all motifs, for those populations at the center of phenotypic space. Because additive variation contributes most directly to the response to selection, the covariance patterns in $\mathbf{M}$ are predicted to have a strong effect on adaptation to the extent that evolution is mutation-limited. If this is so, we can get relative estimates of mean evolvability (Hansen and Houle, 2008) from M. This also varied widely across phenotypic space (Figure A.4).


Figure 2.2: The mutational (co)variance matrix M across phenotypic space. For each network motif (A-F, labeled as in Figure 2.1), M-matrices for nine populations are plotted as $95 \%$ confidence ellipses around mutational variation produced per generation, scaled up by a factor of 2.5 for visualization. Axes within each ellipse represent the first (thick line) and second (thin line) eigenvectors, or principal components, of mutational variation.

Because $\mathbf{M}$ varied across phenotypic space for all but the null model of network motifs, rescaling by mutational distance induced curvature in the phenotypic landscape (Figure 2.3). Note that this re-scaled, curved phenotypic landscape may be best represented as an n-dimensional manifold (for n traits) embedded in a higher-dimensional space, but the 2 -dimensional projection of this manifold is shown in Figure 2.3 Phenotypic space was generally stretched for all motifs relative to the null. Phenotypic space was also stretched, as expected, in directions of positive correlation between traits in the case of negative gene regulation (Figure $2.3 \mathrm{~B}, \mathrm{D}$ ) and directions of negative correlation between traits in the case of positive regulation (Figure $2.3 \mathrm{~A}, \mathrm{E}$ ). The extent of deformation varied across network motifs as well as across phenotypic space. Deformation was particularly pronounced in regions of low genotypic value for the upstream gene and high genotypic value for the downstream gene in positive regulation (upper left corners in Figures $2.3 \mathrm{~A}, \mathrm{C}$, upper left and lower right corners in Figure 2.3 E ). To the extent that evolution is mutation-limited, these are predicted to be regions of phenotypic space in which adaptation may be particularly constrained.

### 2.4.3 Adaptation under divergent selection

To test the effect of network-induced curvature in phenotypic space on trajectories of adaptation, we simulated pairs of populations evolving from a common ancestor toward separate phenotypic optima with migration between them, with replicate simulations to minimize stochastic differences (Figure 2.4). Network motifs had a strong influence on both the rate and the trajectories of adaptation. In terms of adaptation rate, most striking is the constraint on adaptation in the direction of negative correlation between traits when gene regulation is positive (Figures $2.4 \mathrm{~A}, \mathrm{C}, \mathrm{E}$ ). This corresponds to the reduced mutational variation and stretching of evolutionary distance in these regions of phenotypic space illustrated in Figures 2.2 and 2.3 Conversely, adaptation is relatively rapid under negative gene regulation (Figure 2.4D). Network motifs also produced curved trajectories of adaptation through phenotypic space, most notably early in adaptation for motif A and close to the optima for motifs B, C, and D. Curved trajectories represent the tension between the orientation of directional selection and the orientation of additive genetic variation, summarized by the G-matrix (Lande, 1979; Arnold et al. 2008). The effects of mutational variation on adaptation rates and trajectories depend on G (Figure 2.4), and G in our simulations


Figure 2.3: Phenotypic space re-scaled by mutational (co)variance for each motif. Phenotypic values from 100-500 are represented as a grid that is deformed such that distances between phenotypes, $d_{\mu}$, in this new depiction represent equal amounts of mutational variation. For visual reference, the locations of the nine populations from Figure 2.2 are plotted as black dots in this new mutational space. Note that this re-scaling may cause the 2 -dimensional phenotypic space to curve outward into higher dimensions, but it is represented here as the projection of this curved manifold onto a plane.
was strongly affected by $\mathbf{M}$. Adaptation was constrained when the major axis of $\mathbf{M}$, and thus the major axis of $\mathbf{G}$, is perpendicular to the orientation of directional selection, and adaptation was facilitated when $\mathbf{M}$ and $\mathbf{G}$ align with directional selection.

To further explore the interactions among migration, selection, drift, M, and G, we focused on the negative feedback loop represented in motif C , extending the simulations of divergent selection to reach equilibrium and varying strength of selection and migration rate. Motif C showed striking differences in the degree and direction of mutational correlation across phenotypic space (Figure 2.2 C ). This is expected to lead to regions of elevated and depressed evolvability (e.g., compare upper left and lower right regions in Figure 2.3 C , respectively, and the two populations in Figure 2.4 C ). As expected, we found that selection strength generally increased and migration generally decreased both the rate and equilibrium extent of adaptation (Figures 2.5 and 2.6. Table 2.1). As seen in the trajectories of adaptation across all motifs (Figure 2.4), the rate of adaptation toward the selective optimum was lower in regions of phenotypic space where mutational variance in the direction of selection was limited for the negative feedback motif, and this effect was consistent across selection strengths and migration rates (Figures 2.5, 2.6, A.5 A.6, A.7. A.8. and A.9). Thus adaptation was slower in the phenotypic region around the optimum of population 1 as opposed to the region around the optimum of population 2.

Re-scaling phenotypic space by mutational distance makes this difference clear: the two populations are seen to travel roughly the same mutational distance over the course of 1000 generations, but the optimum of population 1 is simply farther away from the starting point in mutational distance (Figure 2.7). Accordingly, the distance traveled in phenotypic space by population 1 was much less than that traveled by population 2 , despite the entirely symmetrical directional selection, migration, and genetic drift acting on each (Table 2.2). However, the distance traveled by the two populations was much more similar in mutation-scaled space. In fact, population 1 traveled farther in this re-scaled space, as a result of a steeper selection gradient acting during the simulation because population 1 remained farther from its respective optimum than population 2.

With weaker selection, genetic drift had a larger effect, causing higher levels of variation across replicate simulations (Figures A.5, A.6, A.7, A.8, and A.9). Over longer time scales, in the case of weak selection, an equilibrium reflecting drift/migration/selection/mutation balance was


Figure 2.4: Evolution during 1,ooo generations in response to divergent selection with migration across network motifs. Blue and red lines track the phenotypic means of the two populations evolving toward selective optima at the blue and red points, respectively, averaged across 10 independent replicates for each motif. G-matrices are drawn as $95 \%$ confidence ellipses at 4 time points ( $50,100,500$, and 1,000 generations; darker ellipses denote more recent G-matrices). Parameter values are $\mathrm{m}=0.001, \omega=10,000, \mu=0.01$, size of each population $=2,000$.
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Figure 2.5: Extent of adaptation through time for the negative feedback network (motif C). Rows denote different selection strengths and columns denote either population 1 (left) or 2 (right). Within each panel are 5 different migration rates between the two populations. Plotted is the mean adaptation ratio across 10 simulated replicates for each parameter combination.


Figure 2.6: Adaptive divergence for the negative feedback network (motif C). Each plot shows the average of 10 replicates of two populations diverging from the initial starting position (black dot) to either the blue or red phenotypic optima for a given combination of strength of stabilizing selection $\omega$ and migration $m$. Blue and red lines track phenotypic means through the course of the 20,000 -generation simulation. G-matrices are drawn as $95 \%$ confidence ellipses at 5 time points (50, 100, 500, 1,000, and 20,000 generations; darker ellipses denote more recent G-matrices).
Table 2.1: Adaptation and G-matrix summary statistics for motif $C$ at migration-selection balance (20,000 generations; see Figure 2.5). For each combination of migration $m$ and selection strength $\omega$, means and standard errors (in parentheses) are provided for population 1 (first row) and population 2 (second row) averaged over 5 simulated replicates. A, the extent of adaptation (see Equation 4.8 ); $G_{i j}$, the $i$ th by $j$ th component of $\mathbf{G} ; n_{D}$, dimensionality of $\mathbf{G} ; \varphi$, the angle of the leading eigenvector of $\mathbf{G}$ relative to trait axis $x_{1} ; \Sigma$, the sum of the two eigenvalues of $\mathbf{G}$; and $\varepsilon$, a measure of the eccentricity of $\mathbf{G}$ (see Methods).

| m | $\omega$ | A | $G_{11}$ | $G_{12}$ | $G_{22}$ | $n_{D}$ | $\varphi$ | $\Sigma$ | $\varepsilon$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| o | $1{ }^{3}$ | 0.997 (4e-04) | 0.9 (0.1) | 2.5 (0.2) | 8.3 (o.4) | 1.01 (0.002) | 72.9 (0.5) | 9.2 (0.5) | 0.01 (0.002) |
|  |  | 0.997 (4e-04) | 11.2 (0.4) | -3.9 (0.2) | 3.4 (0.2) | 1.14 (0.004) | 157.7 (1.2) | 14.6 (0.5) | 0.14 (0.004) |
| 1e-04 | $1{ }^{1} 3$ | 0.997 (5e-04) | 1.0 (0.1) | 2.7 (0.1) | 8.9 (o.3) | 1.01 (0.002) | 73.0 (0.4) | 9.8 (0.4) | 0.01 (0.002) |
|  |  | 0.996 (5e-04) | 11.7 (0.5) | -3.9 (0.2) | 3.6 (0.2) | 1.15 (0.005) | 158.2 (0.8) | 15.3 (0.6) | 0.15 (0.005) |
| 1e-03 | 1 e 3 | 0.997 (5e-04) | 16.3 (6.5) | -13.2 (6.7) | 24.7 (6.7) | 1.03 (0.009) | 92.1 (7.5) | 41.0 (13.2) | 0.03 (0.009) |
|  |  | 0.997 (5e-04) | 45.1 (12.4) | -37.6 (12.3) | 37.4 (12.3) | 1.09 (0.016) | 148.4 (2.9) | 82.5 (24.7) | 0.09 (0.016) |
| 1e-02 | $1{ }^{1} 3$ | 0.990 (8e-04) | 214.4 (22.4) | -214.2 (22.1) | 225.0 (22.7) | 1.01 (0.002) | 134.2 (0.1) | 439.4 (45.1) | 0.01 (0.002) |
|  |  | 0.989 (8e-04) | 256.0 (16.0) | -245.9 (15.7) | 242.2 (15.4) | 1.01 (0.002) | 135.8 (o.1) | 498.2 (31.4) | 0.01 (0.002) |
| 1e-01 | $1{ }^{1} 3$ | 0.901 (0.0022) | 2291.4 (57.7) | -2301.0 (58.3) | 2320.9 (58.7) | 1.00 (0.001) | 134.8 (o.0) | 4612.3 (116.2) | 0.00 (0.001) |
|  |  | 0.901 (0.0021) | 2469.6 (71.3) | -2424.1 (67.9) | 2410.7 (68.0) | 1.00 (0.002) | 135.3 (o.1) | 4880.3 (139.0) | 0.00 (0.002) |
| o | 524 | 0.978 (0.0037) | 13.7 (1.4) | 26.2 (2.8) | 80.2 (7.2) | 1.05 (0.005) | 71.1 (1.0) | 93.9 (8.4) | 0.05 (0.005) |
|  |  | 0.977 (0.0023) | 108.6 (8.3) | -31.9 (4.2) | 36.9 (4.2) | 1.19 (0.005) | 159.9 (1.9) | 145.5 (11.7) | 0.19 (0.005) |
| 1e-04 | 5 e 4 | 0.978 (0.0024) | 11.7 (1.1) | 22.3 (2.4) | 73.5 (5.1) | 1.05 (0.007) | 72.2 (1.3) | 85.2 (5.9) | 0.05 (0.007) |
|  |  | 0.974 (0.0035) | 116.9 (6.5) | -40.8 (2.5) | 45.2 (2.4) | 1.19 (0.009) | 155.6 (1.6) | 162.1 (7.9) | 0.19 (0.009) |
| 1e-03 | 5 e 4 | 0.977 (0.0027) | 29.9 (6.2) | 7.7 (8.1) | 104.6 (8) | 1.17 (0.037) | 85.2 (4.2) | 134.5 (13.5) | 0.17 (0.037) |
|  |  | 0.977 (0.0035) | 155.4 (13.6) | -79.6 (13.8) | 87.5 (13.6) | 1.16 (0.013) | 150.4 (2.7) | 242.9 (26.5) | 0.16 (0.013) |
| 1e-02 | 5 e 4 | 0.976 (0.0035) | 274.9 (22.0) | -194.5 (28.7) | 526.1 (30.6) | 1.27 (0.025) | 116.2 (2.2) | 801.0 (49.4) | 0.27 (0.025) |
|  |  | 0.970 (0.0027) | 474.2 (19.4) | -353.8 (20) | 385.2 (21.6) | 1.09 (0.01) | 138.9 (0.7) | 859.4 (38.2) | 0.09 (0.010) |
| 1e-01 | 5 e 4 | 0.829 (0.0059) | 2567.8 (57.1) | -2264.7 (51.9) | 4815.8 (93.0) | 1.19 (0.006) | 121.8 (0.6) | 7383.6 (130.7) | 0.19 (0.006) |
|  |  | 0.853 (0.0050) | 3563.5 (81.6) | -3183 (76.2) | 3766.6 (109.2) | 1.07 (0.004) | 134.1 (0.3) | 7330.1 (174.9) | 0.07 (0.004) |

Table 2.2: Alternative distance metrics for quantifying the amount of evolutionary change over the two 1000-generation evolutionary trajectories shown in Figure 2.7. Rescaled space uses the Mmatrix as a metric tensor, normalizing phenotypic change by the amount of mutational variance along a trajectory. Populations 1 and 2 are those whose phenotypic optimum is at point $(150,450)$ and ( 450,150 ) in phenotypic space, respectively.

|  | Population 1 | Population 2 |
| :--- | :--- | :--- |
| Euclidean distance traveled in phenotypic space | 132.7 | 204.5 |
| Total length of trajectory in phenotypic space | 150.5 | 221.1 |
| Euclidean distance traveled in rescaled space | 64.8 | 57.9 |
| Total length of trajectory in rescaled space | 78.6 | 71.4 |



Figure 2.7: Single simulation run for motif C, plotted in the re-scaled space shown in Figure 2.3 . Parameter values for this run are as in Figure 2.4
reached farther from the optimum for population 1 compared to population 2, particularly at higher migration rates (Table 2.1).

The G-matrix is affected not only by mutation but also selection and migration. For the negative feedback motif (C), the structure of $\mathbf{G}$ varied widely across phenotypic space and across simulation parameters (Table 2.1; Figure 2.6). In general, stronger selection produced smaller G matrices (lower overall genetic variance; see Table 2.1), and higher migration rates shifted the pattern of genetic correlation within populations so that the major axis aligned with the direction of divergence between populations (Figure 2.6). G also varied strongly between the two populations within simulations, showing the effect of variation in $\mathbf{M}$ across phenotypic space. Thus the tenuous balance between selection, migration, and mutational variance led to shifts in the sign of genetic correlation across multiple factors: phenotypic space, migration rates, and strength of selection.

### 2.5 DISCUSSION

### 2.5.1 Curvature of the landscape of mutational variation

The M-matrix of mutational variance and covariance plays a central role in quantitative genetic models of multivariate evolution. M provides the ultimate source of additive genetic variation, summarized by the G-matrix, which in turn determines the response to selection (Lande, 1979). However, while increasing attention has focused on both empirically estimating $\mathbf{G}$ in natural populations and gaining a theoretical understanding of its stability and response to evolutionary forces (Arnold et al., 2008, Björklund et al., 2013), the M-matrix has received relatively less attention in part because of the difficulty of directly measuring it (Houle et al. 1996, Houle, 1998 Houle et al. 2010). One exception is Houle and Fierst (2013), who recently estimated $\mathbf{M}$ for wing traits in a set of inbred Drosophila lines subject to mutation accumulation. They found significant variation in $\mathbf{M}$ between lines, both in total size of $\mathbf{M}$ and in mutational covariance structure, although some similarity in $\mathbf{M}$ was maintained across lines. While the functional genetic basis of these wing traits is unknown, differences in mutation rates between the lines may account for some of the differences in M, particularly overall size (Houle and Fierst. 2013).

In the absence of shifts in mutational rates or process at the molecular level, one way in which $\mathbf{M}$ can evolve and differ across genotypes or populations is through shifts in the architecture of genetic regulatory networks - for example, appearance or disappearance of regulatory connections between genes (Wagner and Altenbery, 1996; Lynch, 2007). An additional way is through changes in allelic values and/or allele frequencies at loci that influence other loci in a regulatory network. In this case, substantial additive genetic variation can be produced by mutation even when genes have strong interactions at the molecular level of genes and their products, termed functional epistasis (Stadler, 2000; Gibson and Dworkin, 2004, Phillips, 2008). Here we explored shifts in the structure of mutational variation caused by functional epistasis with simple but explicit network motif models, holding the network architecture of regulatory connections constant while allowing population variation in allelic values and frequencies. We found striking variation in M at multiple levels, which influenced adaptation under divergent selection in simulation. Our models lead to several conclusions about the effect of genetic regulatory network motifs on mutational and genetic variation and on trajectories of adaptation.

First, we found that positive gene regulation produces more complex patterns of statistical epistasis (Phillips, 2008) than negative regulation, illustrated by the hyperbolic versus linear contours on the genotype-phenotype map (Figure 2.1). This is consistent with the results of Gjuvsland et al. (2007a), who found that positive regulation produces greater and/or more complex patterns of statistical epistasis than negative regulation in a three-locus, one-trait network model. This is also consistent with previous work showing higher mutational robustness resulting from negative feedback (Acar et al., 2010, Paulsen et al., 2011, Denby et al., 2012).

Second, despite the functional epistasis modeled in the network motifs and the statistical epistasis evident in the genotype-phenotype map, epistatic (co)variance at the population level was negligible. Narrow-sense heritability was greater than 0.99 for both traits in all motifs. This is in contrast to the results of (Gjuvsland et al. 2007a), who found moderate levels of epistatic variance across some parameter combinations in their network model. Why the discrepancy between statistical epistasis in the genotype-phenotype map and the lack of epistatic (co)variance at the population level? It appears that the genotype-phenotype map for these models, while curved, is smooth enough that within the phenotypic range of a population it is close to linear. Thus genetic variation within a population is nearly all additive. At this scale, pleiotropy maintains
the key role in producing sometimes strong genetic covariance. As populations evolve across phenotypic space in response to directional selection, statistical epistasis then results in shifts in the covariance structure of additive variation, but not a substantial contribution of epistatic (co) variance.

Third, we found that simple network motifs produce striking variation in patterns of mutational variation, even when the mutational process is held constant at the allelic level. The Mmatrix exhibits strong correlation as a result of network interactions, as expected. Moreover, the total amount of mutational variation and the sign and degree of mutational correlation depend also on the phenotypic mean, leading to variation in $\mathbf{M}$ across phenotypic space for a given network. To the extent that evolution depends on genetic variation provided by mutation, variation in patterns of mutational (co)variance effectively bends and stretches phenotypic space. The effect is analogous to the bending of space-time by gravitation under general relativity, so that the inverse of $\mathbf{M}$ acts as a Riemannian metric tensor that can be used to integrate mutational distance along evolutionary trajectories (Figure 2.7. Table 2.2), analogous to inertial body trajectories in gravitational fields (Jost and Shaw, 2006). Compared to traditional metrics based on phenotypic units, this type of analysis provides an alternative way of quantifying the pace of adaptation. Re-scaling of phenotypic space by mutational distance is straightforward when the genotypephenotype map is $1: 1$, as it is for the simple network motifs examined here.

All network interactions that we examined stretched phenotypic distance overall relative to the null model of no interaction. Phenotypic space was especially stretched in directions of low mutational variance (i.e. axes of $\mathbf{M}$ with small eigenvalues). These axes of low mutational variance correspond to directions in which phenotypic change is relatively small given some amount of mutational input, i.e. axes of mutational robustness. Thus network motifs differ from each other in mutational robustness, but motifs also induce differences in mutational robustness both across phenotypic space and along different axes of phenotypic change from a single initial phenotype. Thus the concept of mutational robustness, like genetic variation (Walsh and Blows, 2009), requires a multivariate view to provide explanatory power for phenotypic evolution.

Fourth, in our model the availability of mutational variation in the direction of selection constrains the speed of adaptation toward a selective optimum, curves the trajectory of adaptation toward the optimum, and shifts the position of the population mean under migration-selection
balance. The effect of genetic (co)variance, and by extension mutational (co)variance, on these aspects of adaptation has been previously established (Jones et al., 2003, 2007, 2012). What is new in the current results is the variation in this effect of $\mathbf{M}$ on adaptation across phenotypic space. While the process of adapting toward a selective optimum can shift the pattern of G given constant $\mathbf{M}$ (Jones et al., 2004), our network model shows that the process of evolving through phenotypic space can also shift $\mathbf{G}$ because the population experiences different M-matrices. In addition, curvature in trajectories of adaptation caused by mis-alignment of $\mathbf{G}$ and directional selection is the result of the orientation of $\mathbf{M}$ across phenotypic space.

Fifth, some theoretical work has predicted that the major axis of the G-matrix in populations experiencing gene flow should align with direction of divergence between them, but this alignment depends on a balance with selection and migration rate (Guillaume and Whitlock, 2007). Our results are consistent with this prediction, with the addition of network-induced changes in $\mathbf{M}$ across phenotypic space shifting the resulting orientation of $\mathbf{G}$ as well. It is worth noting that under weak selection, population 1 shows slightly higher rates of adaptation at intermediate migration rates, compared to either higher or lower migration rates. This may be an instance of adaptive introgression; i.e. a low level of migration supplying genetic variation along the axis of divergence between populations, which facilitates the response to selection Guillaume and Whitlock, 2007, Arnold and Martin, 2009, Abbott et al. 2013). Accordingly, the dimensionality of $\mathbf{G}$ is highest at intermediate migration rates in this case (Table 2.1). More generally, attention has focused on the question of the stability of $\mathbf{G}$ over time and among related taxa. Empirically, $\mathbf{G}$ is observed to change over short time-scales (Björklund et al. 2013), but also retain some aspects of its structure over longer time-scales and among populations (Arnold et al. 2008). Drift, selection, and migration are factors that can de-stabilize $\mathbf{G}$, and now we can add network-induced shifts in $\mathbf{M}$ across phenotypic space to this list.

### 2.5.2 Extension of simple network motif models

The models above are most simply described in terms of two loci that regulate each others' expression level under Michaelis-Menten-like kinetics. However, these network motifs are general enough to apply to pairs of loci with multiple types of gene regulation (reviewed by Gjuvsland et al. (2007a)), and also to two well-defined, interacting modules in a larger regulatory network.

As larger regulatory networks are being empirically mapped, it is possible to abstract features of these networks corresponding to such higher-level motif architecture, and to map these aspects of network architecture to phenotype (Tøndel et al., 2011). This extraction of larger-scale network motifs may suggest general features of mutational and genetic (co)variance that emerge from genetic regulatory networks and that could impact adaptation. It remains to be seen to what extent more complex networks can be approximated by much simpler network models in terms of their influence on mutation and genetic variation, or what degree of network modularity is required for this approximation. The general modeling approach taken here could also be directly extended to larger motifs, using more numerical methods in order to catalog the effects of network architecture on mutational variation and evolutionary constraint.

Traditional quantitative genetics theory deals with epistasis as a source of genetic variation, which is more limited than additive genetic variance in its ability to contribute to adaptive variation (Lande, 1979; Lynch and Walsh, 1998). However, combining epistatic interactions into a single term obscures the wide range of functionally different forms of epistasis. As we found here, detecting little or no epistatic variance using variance decomposition methods may mask relatively strong functional epistatic interactions at the level of gene regulation (Stadler, 2000 , Phillips, 2008). Despite the lack of epistatic (co)variance within populations, we showed that functional epistasis can still have an impact on adaptation rates and trajectories. Integrating a regulatory network view into the study of epistatic variance would help to link quantitative genetic theory and models of phenotypic evolution to the emerging wealth of data from systems biology (Gjuvsland et al., 2007a).

As described above, the genotype-phenotype map in this simple model is 1:1. The actual genotype-phenotype map for nearly any quantitative trait is certainly more complex, including dynamic developmental pathways and interactions with environmental inputs, to the extent that some suggest it may not be helpful to consider it as a "map" at all (Pigliucci, 2010, Travisano and Shaw, 2013). Even simple network architecture can limit the ability of quantitative trait locus (QTL) mapping, based on standard assumptions about the distribution of genetic variation, to detect loci underlying a trait (Gjuvsland et al., 2007a). One approach around this issue is to include network parameters directly in the mapping analysis (Wang et al., 2012). On the other hand, it may be that in the case of large genetic regulatory networks with allelic variation at
multiple loci, epistatic interactions average out and locus effects are largely additive, so that new approaches to association mapping can indeed account for much of the observed heritability (Allen et al. 2010, Yang et al., 2010).

Given its complexity, one may ask whether the concept of a genotype-phenotype map is obsolete. We argue that it is not. Factors like network motif architecture, developmental processes, and genotype-by-environment interaction certainly add layers of non-linear complexity in the genotype-phenotype relationship. But in both functional studies and predictive models of evolution, approaches can be used to partition these layers. At the phenotypic end, genotype-by-environment interaction can be partitioned out by considering the "phenotype" to be a functional response to environmental inputs - a set of function-valued traits (Kingsolver et al. 2001). Network-based models can also explicitly incorporate phenotypic plasticity into the genotypephenotype map (Draghi and Whitlock, 2012). At the genotypic end, it may be possible to explain a large portion of the effect of network architecture on relevant evolutionary features, such as $\mathbf{M}$ and G, simply by summarizing complex networks as their canonical motif structure (Tøndel et al., 2011). Explicit models of developmental pathways can also help to focus on particular layers of the genotype-phenotype map (Mitteroecker, 2009, Félix, 2012). These relationships are clearly difficult to unravel, but rapid advances in technology allowing high-throughput empirical measurement at multiple levels (e.g. genomic sequence, genetic and metabolic network architecture), as well as the promise of high-throughput methods at the organismal phenotype level (Houle et al. 2010), may facilitate progress in revealing these connections between genotype, phenotype, and evolutionary trajectories.

### 2.6 CONCLUDING REMARKS

Our models indicate that the architecture of simple network motifs can potentially have a strong impact on adaptation. Network interactions lead to mutational covariance among traits, and this covariance varies across phenotypic space. Moreover, despite strong patterns of both functional and statistical epistasis, the mutational covariance takes the form of additive genetic variation, so it has a direct impact on the response to selection. The effects of epistasis are observed in changing the covariance structure of mutational and genetic variation as populations adapt toward novel
phenotypes. As a result, several evolutionary properties - additive genetic (co)variance (the Gmatrix), the rate of adaptation toward a selective optimum, and the trajectory of adaptation - are all essentially stretched and curved across phenotypic space.

## CHAPTER 3

## Directional selection on a simple genetic network leads to STOCHASTIC ADAPTATION, OVERDOMINANCE, AND REPRODUCTIVE ISOLATION ${ }^{2}$

### 3.1 SUMMARY

Evolutionary biology has historically approached the genetics of adaptation from two perspectives: (i) the genetic level, where the focus is on population dynamics and functional roles of single genes, and (ii) the phenotypic level, where quantitative genetics provides a theoretical base and empirical framework. The connection between these perspectives lies in the interaction network among genes that affect a phenotype, but the scale of empirical networks has been a barrier to understanding. Here we start to address two fundamental questions at this interface: 1) How does network architecture affect the ability of complex phenotypes to evolve? and 2) How does network architecture determine the repeatability of evolution? In this study we expand upon previous models of gene regulatory network that connect motif architecture to metrics of phenotypic variation based on classical quantitative genetics theory. Using simulation modeling, we evolved populations to new multivariate phenotypic optima given two classes of mutations: those in the consituitive allelic expressions of coding genes and those in the upstream, cis-regulatory region. Mutations in the latter class effectively redraw the genotype-to-phenotype map and so are expected to generate large jumps in phenotypic space. We confirmed that these large regulatory network changes are beneficial early in an adaptive walk but become deleterious when a population is at its optimum and evolving via stabilizing selection alone. We also found that selection can favor "heterozygotes" in the network architecture under certain conditions. This overdominance can persist for millions of generations during which time the population may become reproductively isolated from populations evolving in parallel while exploring their holey adaptive landscape.

[^1]
### 3.2 INTRODUCTION

The analysis of continuous trait variation has classically fallen into the realm of quantitative genetics. While useful, early assumptions in quantitative genetics has simplified the genetic architecture of complex traits. Namely, there are many alleles affecting trait variation, each with small, additive effects. But identifying the causal loci responsible for phenotypic diversity has been difficult under this paradigm, as evidenced by GWAS studies (for review, see Mckinney et al. 2012). Indeed, genomes are more than just a collection of genetic material. They are highly complex and interactive systems, with expression of genes dependent upon the expression of other genes (Berg and Lässig, 2004).

The interaction between genes, as well as each of the constituent genes' additive effects on phenotype, can be captured under a network theory paradigm (Mckinney et al., 2012). A gene regulatory network (GRN) contains regulatory and signaling genes and the DNA sequences that control their expression (Erwin and Davidson, 2009). These are directed graphs. For example, a transcription factor protein created from one gene transcriptionally regulates a downstream gene (Milo et al. 2002, Babu et al. 2004). The edge connecting two genes (i.e., nodes) therefore gives a graphical representation of the epistatic interactions between them as well as the molecular underpinnings of pleiotropy (Hecker et al. 2009, Phillips, 2008). With GRNs, pleiotropy and epistasis, both of which widely occur in nature, can be explictly modeled to better predict how populations might respond to various selection pressures.

Even simple GRNs, however, can result in complex evolutionary outcomes. For example, Hether and Hohenlohe (2014) recently investigated how different types of two-gene GRNs could create curvature in the genotype-phenotype relationship. Specifically, they modeled 6 different two-gene interaction networks that range from no interaction between genes to negative feedback loops. Nodes in the networks and their interactions affected the continuous expression level of the two genes. They found that network structure predictably influenced the direction of mutational (co)variation and so produced a complex, curved genotype-phenotype relationship. Moreover, when adaptation was mutation-limited, adaptation to a new optimum was fastest when the direction of pleiotropy (i.e., the major axis of mutational covariation) was in line with the direction of directional selection $(\beta)$.

For the above simulations, Hether and Hohenlohe (2014) disallowed any mutations in the actual cis-regulatory modules and hence network architecture was fixed. However, it is reasonable to assume that actual regulatory network structure can evolve over evolutionary time (Erwin and Davidson, 2009). While mutations in the allelic values (i.e., nodes) of a network give incremental and continuous changes in trait values (Hether and Hohenlohe, 2014), mutations in the actual network (i.e., edges) may create evolutionary "leaps" in phenotypic space. This prediction has largely been unexplored empirically but predictions can be gained using Fisher's geometric model (Fisher, 1930, Orr, 2005). Briefly, when populations are adapting to a new, displaced multidimensional phenotypic optimum, selection favors small-effect mutations more often than large effect mutations due to antagonistic pleiotropy. Under an adaptive walk to a fixed optimum the distribution of mutational effect sizes might follow an exponential distribution ( Orr , 1998, 2006). Under this scenario, large-effect mutations can quickly move a population closer to its optimum and are so selectively favored early in the adaptive walk. However, these large-effect mutations increasingly come at a cost as the population hones in on its optimum and this cost can come in two forms. First, as mentioned above, mutations in genes can have pleiotropic effects that are antagonistic. Second, assuming a diploid case with no dominance in the network regulation, homozygotes genotypes of the derived regulatory mutation may overshoot the optimum whereas only a single copy of the mutation (i.e., the heterozgyote) was the most fit. When allowing regulatory mutations to co-occur with allelic mutations we would predict that mutations in the former are selectively favored early in the adaptive walk while the contribution of small-effect allelic mutations to be favored over longer timescales.

While Fisher's model is useful in generating predictions of mutational effects fixed during adaptation, it ignores epistatic interactions. Since evolving GRNs are inherently non-additive, adaptation to a new phenotypic optimum might occur along a "rugged" fitness landscape (Wright, 1932). During adaptation in a rugged landscape, the local fitness peak that a given population would reach would be contingent upon past random mutations that fixed early in the its history. Such historical contingencies have been documented in Escherichia coli laboratory long term evolution experiments (Blount et al., 2008) and in diversification of three-spined stickleback populations (Taylor and McPhail, 2000).

There are several ways in which independent populations can evolve post-zygotic reproductive isolation. For example, in the Dobzhansky-Muller incompatibility (DMI) model, alternative alleles can fix in 2 or more genes between allopatric populations (Bank et al., 2012, Lowry et al., 2008; Fierst and Hansen, 2010. During a bout of secondary contact between these parental populations hybrids may have reduced fitness since hybrid genotypes have not been tested by natural selection (Dobzhansky and Dobzhansky, 1937, Muller, 1942). Empirical examples of DMIs have been found in some model systems including Mimulus (Fishman and Willis, 2001), Saccharomyces (Johnson, 2009), and others (Presgraves, 2010).

The main limitation of the DMI model, however, is its dependence of fixation of alleles in each parental population. Indeed, Unckless and Orr (2009) showed that when 2 populations evolve to a similar phenotypic optimum, selection can favor identical alleles in each population, precluding the formation of DMIs. Nevertheless, alternative models of epistatic interactions show that reproductive isolation can readily form without the need for alternative alleles to fix in different populations (Wagner et al. 1994). In one example, Johnson and Porter (2000) showed how reproductive isolation can form as a by-product of independently evolving populations experiencing directional selection to identical optima. Specifically, they modeled quantitative changes in regulatory pathway binding efficacy - not in regulation architecture itself - and found hybrid incompatibility formed under a range of tested parameters when gene regulation contributed to trait values.

Here we build upon networks models of Gjuvsland et al. (2007b) and Hether and Hohenlohe (2014) to investigate the consequences of phenotypic adaptation when the underlying genetic architecture consists of labile regulatory regions. We first examined the effects of jointly varying allelic and regulatory mutational rates on the adaptive trajectories to a new, multivariate optimum. Second, we asked how the distance to a new phenotypic optimum affects network evolution and reproductive isolation between pairs of population. We found a surprising result over a broad range of parameters where heterozyote network architecture was selectively favored and we further explore the stability of such overdominance in light of holey adaptive landscapes. Third, we identified how the strength of stabilizing selection can maintain reproductive isolation over extended timescales (e.g., on the order of millions of generations).

### 3.3 METHODS

We used a two-part approach to investigate the evolutionary consequences to evolving networks. First, we modeled quantitative traits by adapting previously described analytical models of gene regulation (Gjuvsland et al. 2007b Hether and Hohenlohe. 2014). These models translate a given individual's multi-locus genotype to a pair of phenotypes, modulated by its particular genetic architecture. Second we used stochastic simulations to quantify the different adaptive trajectories taken for replicate populations evolving to a new bivariate fitness optimum. Below we provide details of each of these models.

### 3.3.1 The network model

The traits of interest are equilibrium expression rates of proteins. The proteins themselves may interact with one another as they can act like transcription factors. For example, in Figure 3.1 protein $x_{1}$, which is transcribed from alleles at gene 1 , is a transcription factor that activates the regulation both alleles of gene 2 , which in turn make protein $x_{2}$. Note that the expression rates of proteins $x_{1}$ and $x_{2}$ are also influenced by the nodal alleles for each gene (Figure 3.1). For simplicity we ignore environmental variance and so the bivariate phenotypic value only depends on the regulatory architecture of each gene and the allelic values at the nodes. We consider diploid organisms here and the allelic contributions are additive in the sense that the protein expressed both alleles contribute to the final equilibrium expression rate of a given gene's expression rate. We therefore have 4 alleles (from two genes) that can affect the expression of proteins $x_{1}$ and $x_{2}$ for a given individual. There are $3^{4}=81$ possible regulatory architectures and so there are 81 different systems of nonlinear ordinary differential equations (ODEs) that describe the genotype-phenotype landscape (e.g., Figure 3.1B). Each ODE consists of the 4 allelic values, $\alpha_{i j}$ (the $j$ th allele at the $i$ th gene), the 4 regulatory alleles, and two additional parameters: $\theta$, the concentration of protein at which half of the maximum activation level is reached and $\gamma$, the decay rate of the proteins within the cell. For simplicity we held both $\theta$ and $\gamma$ fixed in the current study (Table 3.1). All ODEs produced unique, stable equilibrium values for the expression rate of proteins $x_{1}$ and $x_{2}$ when allelic values, $\theta$, and $\gamma$ are non-negative - a condition we fixed in the simulations.


Figure 3.1: Example network model used in the current study. In this network, circles represent phenotypes and rectangles represent the underlying genes. The phenotypic values depend (gray arrows) on the input from the cis-acting regulatory elements (i.e., the $R_{i j}$ values) and their constitutive allelic values $\left(\alpha_{i j} s\right)$. Single headed, dotted, and blunt ended edges represent positive $(+)$, neutral (o), and negative (-) regulation, respectively. The specific ODE describing this network is given.

Table 3.1: Description of parameters used in the simulation model. For each parameter the "core" value is given and a as well as any range that was investigated.

| Parameter | Core Value | Other Values | Description |
| :---: | :---: | :---: | :---: |
| n_pops | 1 | 2 | Number of populations |
| $N$ | 1,000 | none | Number of individuals |
| $g$ | 10,000 | up to 1 l 7 | Number of generations |
| $\mu_{C}$ | 0.0001 | 1e-05-o | Allelic mutation rate (per allele per generation) |
| $\mu_{R}$ | 0.0001 | 1e-05-0 | Regulatory network mutation rate (per allele per generation) |
| $\mu_{V}$ | 10 | none | Allelic variance of allelic mutations |
| $x_{1}^{(s t a r t)}$ | 1,000 | none | Mean $x_{1}$ phenotype of the starting populations |
| $x_{2}^{\text {(start })}$ | 1,000 | none | Mean $x_{2}$ phenotype of the starting populations |
| $x_{1}^{(o p t)}$ | 200 | 200-1,000 | Trait $x_{1}$ optimum |
| $x_{2}^{\text {(opt })}$ | 200 | 200-1,000 | Trait $x_{2}$ optimum |
| start_network* | "oooo" | none | Initial regulatory network architecture |
| $s_{V}$ | 1,000 | 10,000 | Variance in stabilizing selection of the bivariate Gaussian fitness function |
| $\theta$ | 100 | none | Concentration of the regulatory at which half of the maximum activation level is reached |
| $\gamma$ | 1 | none | Decay rate of protein products |

${ }^{*}$ Initial regulatory network architecture for each of the four alleles $i j k l$ where $i$ and $j$ are the alleles at the first gene and $k$ and $l$ are the alleles at the second gene; $-, 0, \&+$ code for negative, neutral, and positive regulation, respectively.

### 3.3.2 The evolution model

Parameters in the simulation model and their default "core" values are given in Table 3.1 and are described in detail below. At the start of the simulation, each population was seeded with $N=10^{3}$ individuals, each with no repression nor activation in the regulatory alleles (i.e., $r_{11}=r_{12}=r_{21}=$ $r_{22}=$ ' $o$ ' for all individuals). Allelic values for each individual in a population were identical and perfectly adapted to the original population with no standing genetic variation. We allowed each population to evolve under the following life history cycle: viability selection, recombination and mutation of gamete alleles.

For selection, we calculated fitness for each individual using a bivariate Gaussian fitness function (Jones et al., 2003; Hether and Hohenlohe, 2014):

$$
\begin{equation*}
W=e^{-\frac{1}{2}\left(\mathbf{z}-\mathbf{z}_{\mathbf{o p t}}\right)^{T} \boldsymbol{\Omega}^{-1}\left(\mathbf{z}-\mathbf{z}_{\mathbf{o p t}}\right)} \tag{3.1}
\end{equation*}
$$

where $\mathbf{z}$ and $\mathbf{z}_{\mathbf{o p t}}$ are column vectors for the trait values $x_{1}$ and $x_{2}$ and their optima, respectively. The diagonal components of $\boldsymbol{\Omega}$ specify the variance in stabilizing selection around the phenotypic optimum and the off-diagonal elements specify the covariance in stabilizing selection (see Table 3.1 for defaults). Thus, there is correlational selection when the off-diagonal components are nonzero. An individual survived if their fitness value was greater than a random number drawn from a uniform distribution between o and 1 . However, when individuals are far from the optimum, as can occur in the beginning of the a simulation run in which the new phenotypic optimum is greatly displaced from the original, all individuals may have prohibitively low absolute fitness values and this can cause populations to go extinct. We therefore invoke viability selection by selecting on relative fitness $w,\left(w=\frac{W}{W_{\max }}\right)$.

Mating occurs at random amongst the surviving individuals within each population until the number of offspring reaches the carrying capacity, $10^{3}$. During mating, parental gametes form by taking into account recombination at rate $r$ and allowing mutation of both allelic and regulatory alleles at rates $\mu_{C}$ and $\mu_{R}$, respectively. The regulatory region of an allele is completely linked to its coding region.

### 3.3.3 Calculating hybrid incompatibility

Periodically throughout the simulation we perform a "side experiment" where we assess hybrid fitness between a pairs of replicate populations. The hybrids do not introgress in the main simulation but are used only to assess hybrid incompatibility. Hybrids are formed by first randomly mating parents from different populations of origin with one another and then by recombining and mutating gametes, using the same procedure described above. Absolute fitness of the diploid hybrids is calculated from Equation 3.1. In cases where we looked at $F_{2}$ hybrids, we randomly mated individuals of the $F_{1}$ generation using the same procedure above. Hybrid incompatibility, $I$, is calculated by modification to equation 6 of Palmer and Feldman (2009):

$$
I=\left\{\begin{array}{ll}
1-\frac{\bar{W}_{\text {hybrids }}}{\bar{W}_{\text {prarents }}}, & \text { for } \bar{W}_{\text {hybrids }} \leq \bar{W}_{\text {parents }}  \tag{3.2}\\
\frac{\bar{W}_{\text {parents }}}{\bar{W}_{\text {hybrids }}}-1, & \text { for } \bar{W}_{\text {parents }}<\bar{W}_{\text {hybrids }}
\end{array}\right\}
$$

Thus, our metric of reproductive isolation, $I$, ranges from - 1 (hybrids much fitter than parents) to 1 (parents much fitter than hybrids).

### 3.3.4 Three simulation scenarios

We investigate 3 specific evolutionary scenarios. In the first scenario, we evolved replicate populations from point $x_{1}=1000, x_{2}=1000$ in phenotypic space to point $x_{1}=200, x_{2}=200$ and we varied the rates of both types of mutations: regulatory and allelic. We were specifically interested in how these two rates jointly affect adaptive trajectories, defined here as the population mean Euclidean distance from the optimum in phenotypic space. Second, we investigated a particular pair of mutation rates and asked if the adaptive trajectories were sensitive to the location of the new phenotypic optimum. Here we were also concerned with the extent of reproductive isolation, if any, that occurred and how distance to a new optimum affected the likelihood of hybrid incompatibility. Third, we investigated the long-term evolutionary dynamics of adaptation when the phenotypic optimum was an intermediate distance away (at point $x_{1}=600, x_{2}=600$ ) and we kept the mutation rates the same as in scenario 2 . The software developed for this simulation is freely available at https://github.com/tylerhether/NetworkEvolution.

### 3.4 RESULTS

### 3.4.1 Phenotypic trajectories taken during adaptation to a distant optimum

To evaluate the phenotypic trajectories taken during adaptation to a distant optimum we simulated populations under a variety of mutational parameters. Overall we found that the rate of adaptation to a distant peak depended on the relative contributions of regulatory and allelic mutations (Figure 3.2). As expected, without regulatory mutations the rate of adaptation to a new optimum was gradual and populations approached the optimum more quickly as the allelic mutation rate increased (Figure 3.2). With regulatory mutations allowed, adaptation was characterized by large jumps in phenotypic space and that these jumps occurred early during the adaptive walk. Under this scenario, all replicate populations stochastically settled on network architectures that differed from the unconstrained, starting architecture (i.e., "oooo"). Following these early large jumps allelic mutations continued to increase population mean fitness at longer time scales by incrementally adjusting the equilibrium expression levels (i.e., selecting for favorable mutations in the $\alpha_{i j} \mathrm{~s}$ ).

When regulatory elements evolved the rate of adaptation at longer timescales was contingent upon the dominant regulatory network that evolved earlier in the population's history. For example, replicates that jumped closest to the optimum in the case of $\mu_{C}=10^{-4}$ and $\mu_{R}=10^{-4}$ (middle panel of Figure 3.2) did so evolving a negative, double dependency network (i.e., "- - - -", Figure 3.3 A) which quickly moved the population close to its optimum. However, there was a noticeable slow down in adaptation for these replicates relative to other network architectures (Figure $3.3 \mathrm{~B}-\mathrm{D}$ ).

### 3.4.2 Adaptation to other optima

We investigated how the distance to a new phenotypic optimum altered adaptive trajectories and reproductive isolation. When the optimum was unchanged network architecture did not evolve (upper right panel of Figure 3.4). In all other optima considered, however, changes in the network architecture were favored. In general, selecting on a single trait resulted in replicates evolving one or two different network types but selecting on both traits yielded greater variability across populations. For both short and distant optima, the homozygote derived allele in the network


Figure 3.2: Summary of adaptive trajectories taken towards optimum $x_{1}=200, x_{2}=200$. For each level of allelic mutation rate (columns) and regulatory mutation rate (rows) the populationlevel mean Euclidean distance from the optimum is mapped for 50 replicate runs. Populations were initialized at point $x_{1}=1000, x_{2}=1000$ and evolved towards a new optimum $x_{1}=200, x_{2}=$ 200. Colors denote the "dominant network" type (i.e., the network type that occur most frequent at a given point in time).


Figure 3.3: Specific examples of adaptive trajectories taken to a new, distant optimum. Shown here are four replicate populations adapting from point $x_{1}=x_{2}=1000$ to point $x_{1}=x_{2}=200$ with $\mu_{C}=\mu_{R}=0.0001$ (i.e., middle panel of Figure 3.2). At each generation 30 individuals are plotted, indicated by their network architecture. Above each panel the most frequent ("dominant") network architecture at generation 1000 is given. Concentric ellipses show the strength of stabilizing selection ( $50,75, \& 95 \%$ of the (co)variance) and colors show the generation time (orange $=$ generation 1 ; purple $=$ generation 1000).
was favored and populations steadily adapted to their new optimum with the mean distance from the optimum approaching zero. Interestingly, when the new phenotypic optimum was an intermediate distance away from the original optimum the mean absolute fitness stalls. Such stalling occurs when the highest fit individuals have only a single copy of a derived regulatory allele at one or both loci (i.e., singly or doubly heterozygote advantage; purple shaded lines in Figure 3.4). Moreover, these intermediate distances had a greater propensity to form high reproductive isolation between replicate populations (Figure 3.5).

### 3.4.3 Persistent heterozygote advantage evolves as a byproduct of adaptation

To further investigate the heterozygote advantages seen in Figure 3.4 we evolved replicate populations to an interminable distance $\left(x_{1}^{(o p t)}=x_{2}^{(o p t)}=600\right)$ for 10 million generations and under varying selection strengths. We found that heterozygote network architecture persisted throughout these scenarios and adaptive trajectories remained relatively steady for the first million generations (Figure 3.6). Over longer timescales, mean distance from the optimum becomes more variable and we saw that weaker selection resulting in a higher frequency of scenarios in which the heterozygote advantage was replaced with another architecture.

In some populations the heterozygote advantages eventually collapses resulting in an overall decrease in distance from the the optimum (i.e., an increase in mean population fitness). For example, Figure 3.7 shows the allelic value composition of a specific replicate through time. In this example adaptation leads to double heterozygote advantage network architecture. Allelic values then diverge while keeping the mean absolute fitness steady (near $\bar{W}_{A B S}=0.25$ ). This divergence is non-linear: small changes that result in increasing smaller neutral allelic values correspond to disproportionally larger changes in allelic values for the heterozygote negatively regulated pair. In this example, the dominant network architecture shifts near 1.5 million generations in gene 2 (Figure 3.7 B ) and again shortly before 2 million generations for gene 1 (Figure 3.7 A), ultimately yielding a ' ++++ ' architecture.

An examination of the regulatory allele and genotype frequencies at gene 1 in the above example indicate long periods of stasis supplanted by a large shift in network shortly before 2 million generations (Figure 3.8). A closer examination of these frequency changes at the shift point shows '-/o' heterozygote advantage giving way to a ' ++ ' genotype (Figure 3.9).


Figure 3.4: Adaptative trajectories toward varying optima. For all replicates, populations were initialized at point $x_{1}=1000, x_{2}=1000$ (upper right panel). Each sub-panel shows the adaptive trajectories to a new optimum (columns and rows show the location of the new $x_{1}$ and $x_{2}$ optimum, respectively). Colors denote the "dominant network" type (i.e., the network type that occur most frequent at a given point in time).


Figure 3.5: $F_{1}$ hybrid incompatibility between population pairs. At the beginning of the simulation each population was initialized at point $x_{1}=1000, x_{2}=1000$ (upper right panel). Each sub-panel shows frequency counts of $F_{1}$ incompatibility for the final 100,oooth generation ( 20 replicate population pairs for each optimum). Columns and rows show the location of the new $x_{1}$ and $x_{2}$ optimum, respectively).

In other populations the mean distance from the optimum actually increases (Figure 3.6) over time. Figure 3.10 shows a specific example. Here, the negative and neutral alleles in gene 1 again diverge but in the opposite direction than in the heterozygote collapsing example above (Figure 3.7). In this reinforcement example its worth noting that the second gene also exhibited a heterozygote advantage; however, the allelic values for the second gene remained unchanged over the same time scale.

### 3.5 DISCUSSION

Networks are ubiquitous in nature and arise organically in all levels of biological organization. While there is some overlap in specific network interactions between any given pair of taxa, the amount of phenotypic diversity seen across the tree of life is evidence that network topology itself changes over time. For example, sequence differences in the cis-regulatory module of the yellow gene across Drosophila species is partially responsible for wing color pigmentation differences and posterior abdominal coloring in males (Gompel et al. 2005, Wittkopp et al. 2002, Jeong et al., 2006. Erwin and Davidson, 2009). In the present study we modeled adaptation in multivariate phenotypic space when the underlying phenotypic variation was governed by GRNs and our results highlight some of the evolutionary consequences of evolving network architecture.

Fisher's model was biologically grounded based on the observation that organisms are more or less adapted to the environment in which they occur (Orr, 2005). In that scenario, most mutations are deleterious and so large-effect mutations are not expected to be favored. In our model we have two distinct classes of mutations - regulatory and allelic - and mutational effects sizes in the former are larger than those in the latter. When the optimum is unchanged we see no change in network topology (upper right panel of Figure 3.4), consistent with Fisher's model. This model nevertheless misses some biological reality (indeed, all models, by definition, do). Mainly, it underplays the importance of epistatic interactions and so the fitness landscape can be thought of as a smooth surface (Orr, 1998, 2005). Our results instead show that when a population is displaced from its optimum, as can occur via a sudden change in the environment, short term adaptation is aided by these large effect mutations in network structure (Figure 3.2), consistent with a rugged fitness landscape.


Figure 3.6: Long term adaptive trajectories toward an intermediate optimum $\left(x_{1}=600, x_{2}=\right.$ 600) under varying selection strengths. For all replicates, populations were initialized at point $\left(x_{1}^{(\text {start })}=1000, x_{2}^{\text {start })}=1000\right)$. Colors denote whether the "dominant network" type was heterozygous or homozygous.


Figure 3.7: A specific example of a collapsing heterozygote advantage over time. A) The allelic values for node 1 for 100 random individuals at each time point are plot. Colors denote a given node's type regulation, $R_{1 i}$ (red, blue, and green show negative, neutral, and positive regulation, respectively). B) The second gene's allelic values. In both panel A and B allelic values were started at 500, which corresponds to the initial genetic and phenotypic values (see Table 3.1). C) The mean absolute fitness plotted through time.
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Figure 3.8: Broad scale view of the network shift seen in gene 1 of Figure 3.7 Shown here are the allele (leftmost column) and genotype frequencies (all other columns) for gene 1 for every 10,000 generations. The population was initially fixed for the neutral network.


Figure 3.9: Details of the network shift seen in gene 1 of Figure 3.7. Shown here are the allele (leftmost column) and genotype frequencies (all other columns) for gene 1 for every generation, spanning the shift in dominant network type. A deterministic model showing the heterozygous equilibria for the two time points (dashed and dotted vertical lines) are presented in Figure B. 1


Figure 3.10: A specific example of reinforcing a heterozygote advantage over time. Colors and panel descriptions are identical as Figure 3.7 Note that this example is also a double heterozygote advantage, as indicated by both negative (red) and neutral (blue) alleles co-occurring through time at both nodes.

Here we modeled regulatory mutations on the same orders of magnitude as allelic mutations but this parametrization may seem unreasonably high. Indeed, genes that vary widely in their epistatic effects are shown to evolve more slowly than smaller effect genes in yeast (Fierst and Phillips, 2012). There are several different avenues for which cis-regulatory mutations can occur, including singe nucleotide mutations, indels, regulatory cassette shuffling by transposable elements, and large scale genomic rearrangements (reviewed in Erwin and Davidson, 2009). We argue that it is possible that regulatory mutations are occurring at a higher rate than realized since they are selectively favored mostly under cases of strong directional selection. When populations are well fit to their environment these mutations might be so deleterious that an organism would be nonviable early in development.

### 3.5.1 Historical contingencies

Looking across replicate populations we identified a strong pattern of historical contingencies under directional selection, which is a hallmark of a non-Fisherian, rugged landscape (Gavrilets, 2000). Specifically, during adaptation to a new distant optimum populations quickly "settled" into different network architectures. Further adaptation was facilated by allelic mutations, incrementally changing the mean phenotypic values over time. Interestingly, we observed that the longer term rate of adaptation (e.g., greater than 1000 generations) depended on which network a given population discovered along the adaptive trajectory. Relative to no network evolution (top row of Figure 3.2) some adaptive trajectories were ultimately slower even though initial adaptation was very quick. This tortoise-hare pattern makes sense in light of the direction of mutational (co)variation. Mutations from a neutral network ("oooo") to a purely negative one ("-- - -") resulted in a large jump in phenotypic space, which was selectively favored early. However, this negative network results in a negative mutational covariance (Hether and Hohenlohe, 2014) which is roughly orthogonal to the direction of selection. In other words, most mutations that occur in this network are not favored. Thus, even though the regulatory mutation to a "- - - " architecture was selectively favored it slowed down the long term rate of adaptation (e.g., Figure 3.3A). On the other hand, regulatory mutations that that resulted in a "++++" topology have a positive mutational covariation (Hether and Hohenlohe, 2014) and so more steadily adapted compared to the "- - -" dominated populations (e.g., Figure 3.3D). It should be noted that if the
direction of selection was some other pattern (e.g., $\beta$ in the positive direction for both traits) the "tortoise" and "hare" roles may be reversed.

The degree of historical contingency depends on the the magnitude of directional selection experienced following the environmental change (Figure 3.4). We saw the greatest variation in distance from the optimum across replicates that evolved towards an intermediate optimum. Our GRNs incorporated input from two alleles at each locus. Therefore, a given network mutation, if favored, will produce offspring homozygote for the derived regulatory allele. In the case that the phenotypic optimum is far relative to the regulatory mutational effect size, these derived homozygotes will be favored and the new regulatory allele will sweep to high frequency in the population. However, in cases where a single copy of the large-effect mutation is favored a pattern of overdominance can form. Because there are more heterozygote genotypes than homozyogote genotypes in our GRNs it follows that greater variability across replicates should form in phenotypic regions that promote overdominance.

### 3.5.2 Resolution of heterozygote advantages

There are many examples of overdominance in nature (Allison, 1954, Hollick and Chandler, 1998 Freking et al. 2002, Gemmell and Slate, 2006) and we see this pattern form as a byproduct to adaptation in our simulations. Interestingly this pattern was not stable (Figure 3.6). The collapsing of the heterozygote advantage that we see was always associated with an increase in mean population absolute fitness. Since predicting how a homozygous optimum can be reached when there exist high fitness heterozygous intermediates is not straightforward (Wagner et al., 1994), in this section we discuss how such instability is selectively favored.

Consider a scenario such as the one in Figure 3.11 A. Here a population begins far from its optimum in allelic space for a single trait. Without regulatory mutations the population can adapt through allelic mutations (e.g., top row of Figure 3.2) but this adaptation is relatively slow, at least early on in the adaptive walk. A quicker way in which the population can reach high fitness is by regulatory mutation. Such a mutation can be seen between Figure 3.11 A and Figure 3.11 B . This transition is another way of looking at the benefit of the heterozygote advantage. Note that in this example the allelic values did not change, which is a reasonable assumption given the short
time scale at which they are selectively favored (Figure 3.2). Thus, at the level of the allelic values the fitness landscape itself changed.

The allelic values in Figure $\sqrt{3.11} \mathrm{~B}$ can evolve semi-independently along the nearly neutral ridge of high fitness. While this is theoretically possible in the original genotype (Figure 3.11 A ) selection and Mendelian segregation ensure that alleles are identical ( $\alpha_{11}=\alpha_{12}$ ) when the regulatory architecture is homozygous and the population is at peak fitness. In Figure 3.11 B , instead mutations in $\alpha_{11}$ are nearly neutral so long as there exists compensatory mutations in $\alpha_{12}$. We see evidence of these compensatory mutations occurring in simulation (Figure $3.7 \mathrm{~A}-\mathrm{B}$, Figure 3.10 A ). Therefore, during the long stasis of overdominance, linked allelic values are walking the nearly neutral fitness ridge.

If the population drifts to the left along this ridge the heterozygote advantage is reinforced (e.g., Figure 3.10A). On the other hand, if a population drifts rightwards along the ridge in Figure $\sqrt{3.11} \mathrm{~B}$ enough the heterozygote advantage will collapse (e.g., Figure $\sqrt{3.7} \mathrm{~A}-\mathrm{B}$ ). Within a given network type the ridges are nearly neutral; however, the regulatory mutation effects on fitness need not be the same across the ridge. This is because allelic values linked to their cisregulatory allele can further modify the expression rate. With enough allelic change one allele might overtake the other.

Interestingly, in our example (Figure 3.7 A ) the regulatory allele that eventually dominated ("+") was not one of the alleles involved in the heterozygote advantage ("o" or "-"; Figure 3.8 , Figure 3.9. How is this possible? Panels B and C in Figure 3.11 have similar locations of ridges but differ by a the regulatory allele $R_{12}$. In this example, the " + " regulatory allele arose several times, failing to overtake until the last time (Figure 3.9). Once it did, there was a brief stable period of a second ("-/+") heterozygote advantage followed by fixation of the " + " regulatory allele. Indeed, this brief '-/+' heterozygote advantage in Figure 3.9 occurs near its expected equilibrium frequency assuming a simple, deterministic model of selection with 3 alleles (Figure B. 1 see Appendix Bfor derivation). Thus, whereas the fitness of both homozygotes in the "-/o" scenario were low $\left(W_{A B S}^{(00)} \approx W_{A B S}^{(--)} \approx 0.07\right)$ the fitness of the " ++ " homozygote was higher $\left(W_{A B S}^{(++)} \approx 0.53\right)$. Thus, even though $W_{A B S}^{(-0)} \approx 0.99>W_{A B S}^{(-+)} \approx 0.78$ genetic drift eventually transitioned the population to a different fitness ridge (i.e., one more akin to Figure 3.11C). Finally, allelic values $\alpha_{12}$ in the Figure 3.11 C network intermediate evolved such that a "++" architecture was favored (i.e.,


Figure 3.11: Fitness ridges for four types of networks used during the resolution of a specific heterozygote advantage seen in simulation. For this example, the second gene's regulatory values were fixed for two " + " alleles. In each panel, the fitness is shown for a given pair of allelic values at gene 1 given its cis-regulatory allele. Purple shading shows areas of high fitness. The red dot shows the location of the initial population in allelic space. The black lines show combination of $\alpha_{11}$ and $\alpha_{12}$ values that yield maximum fitness and the black dots shows were $\alpha_{11}=\alpha_{12}$ along the black line. For clarity, we set $x_{2}$ to its optimum $\left(x_{2}^{(o p t)}=600\right)$ for each network type so that we projecting a higher dimensional space into 2 dimensions.
$W_{A B S}^{(++)}$increased to 1). Therefore, breakdown of heterozygote advantage was due to populations exploring the nearly neutral, "holey" fitness landscape (Gavrilets and Vose, 2005). Had selection been weaker (e.g., right hand side of Figure 3.6) the nearly neutral ridges would be wider allowing for a greater degree of both ridge walking and genetic drift.

### 3.5.3 Reproductive isolation

In agreement with what Johnson and Porter (2000) found, we did not observe any appreciable $F_{1}$ or $F_{2}$ hybrid incompatibility under purely stabilizing selection (top right panels of Figure 3.5, Figures B.2, B.3). We instead found that reproductive isolation evolves under directional selection (Figure 3.5). Johnson and Porter (2000) also found that gradually directional selection facilitated reproductive isolation because different populations took different evolutionary routes towards the changing optimum. In the current study we imposed a sudden shift in phenotypic optima. This shift allowed for large effect, regulatory mutations to be favored early in adaptation which contributed to reproductive isolation. Had the optimum moved slowly in our model, these large effect mutations would not be stochastically fixed in different populations and so reproductive isolation would be unlikely.

Reproductive isolation in our model was associated with overdominance. Interestingly, we did not find evidence of reproductive isolation forming between individuals with alternative "pure" network architectures. This seemingly counter intuitive result can be clarified by looking at a specific example. Consider two individuals, $a$ and $b$, with the following genotypes: $a=$ $\alpha_{11}=\alpha_{12}=\alpha_{21}=\alpha_{22}=350 \mathrm{R}='++++$ ', $b=\alpha_{11}=\alpha_{12}=300, \alpha_{21}=\alpha_{22}=350 \mathrm{R}=$ 'oo++'. Both individuals and their offspring would have the same pair of trait values ( $x_{1}=x_{2}=600$ ) and so no reproductive isolation exists. Since the allelic values are identical for each gene at the level of the individual (i.e., $\alpha_{11}^{(a)}=\alpha_{12}^{(a)}$ ) and the second locus is fixed, only one offspring genotype is possible and the allelic values 'balance' out to the same phenotype as the parents. We found that such balancing occurred in the pure networks (e.g., Figure 3.11A,D). On the other hand, with overdominance the allelic values can drift apart lending to more combinations of genotypes that yield identical phenotypic values (e.g., Figure 3.11 B,C). Consider two additional individuals ( $c$ and $d$ ) that have identical network types but different underlying allelic values: $c$ $=\alpha_{11}=120, \alpha_{21}=680, \alpha_{21}=\alpha_{22}=350 \mathrm{R}={ }^{\prime}-+++{ }^{\prime}, d=\alpha_{11}=480, \alpha_{21}=620, \alpha_{21}=\alpha_{22}=350 \mathrm{R}={ }^{\prime}-$
+++'. In this example, the offspring genotypes have reduced fitness (Table 3.2) even though their parents have the same network topology. Importantly, since the overdominance we observed can be unstable, reproductive isolation is also unstable. Over time, hybrid incomptability might be reinforced via drift or selection on additional genes or it may ultimately collapse (sensu the ephemeral speciation model; Rosenblum et al., 2012).

### 3.6 CONCLUDING REMARKS

Our results highlight how relatively simple models of evolving regulatory network architecture can produce stochasticity in terms of how populations respond to selection. Directional selection preferentially favors large effect mutations early during an adaptive walk which translates to variability in the "evolutionary solutions". Finally, one of the important concepts in network theory is robustness. If a given network is well connected, removal or damage of a single node should not affect the system as a whole because other nodes in the network can compensate for the lost or defective node. In our networks, the coding regions are nodes and the regulatory regions are the edges that connect them. Perturbation of a node via random mutation can cause the multivariate phenotype to shift. However, compensatory mutations in the other node can act to balance the network such that the phenotypic values are shifted back. Over time the phenotypic means of a given population can remain unchanged but the underlying allelic values can evolve via genetic drift and reproductive isolation can transiently evolve as a by-product of adaptation.

Table 3.2: Example hybrid incompatibility between individuals with identical network architecture. Shown here are the hybrid genotypes, phenotypes, and absolute fitness between two parents ( $c$ and $d$ ) with identical GRN topology ( ${ }^{-}-+++$’). For all individuals the allelic and regulatory alleles were fixed ( $\alpha_{21}=\alpha_{22}=350, R_{21}=R_{22}={ }^{\prime}+$ '). All other parameters were set to their default values (Table 3.1).

| Individual | $\alpha_{11}$ | $\alpha_{12}$ | $x_{1}$ | $x_{2}$ | $W_{A B S}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| parent $c$ | 120 | 680 | 600 | 600 | 1.00 |
| parent $d$ | 480 | 620 | 600 | 600 | 1.00 |
| offspring 1 | 120 | 620 | 547.7 | 591.9 | 0.25 |
| offspring 2 | 480 | 680 | 651.7 | 606.9 | 0.26 |

## Novel molecular and analytical tools for efficient ESTIMATION OF RATES OF MEIOTIC CROSSOVERS AND NON-CROSSOVER GENE CONVERSIONS ${ }^{3}$

### 4.1 SUMMARY

Meiotic recombination plays a central role in structuring genomic diversity. Further understanding would benefit from efficient methods for directly measuring rates of recombination across the genome, including crossovers and non-crossover gene conversion events. Here we describe a Hidden Markov Model (HMM)-based approach to estimating recombination rates, based on genomic sequence data from haploid products of meiosis and diploid populations, both produced by admixture between two genetically characterized parents. We validated this approach on simulated low-coverage sequence data, and we then applied it to an admixed yeast (Saccharomyces cerevisiae) line produced by crossing two divergent parental strains. We used two different genomic sequencing techniques. First, we conducted low-coverage whole-genome sequencing of all four spores from single meioses, produced by sporulating diploid $F_{1}$ cells. Second, we applied RADseq, a reduced-representation genomic sequencing technique, both to spores from $F_{1}$ individuals and to diploid clones from the $F_{6}$ generation of an intercross population. Genome-wide rates of crossover (with or without associated gene conversions) and non-crossover were roughly equal, and both displayed a strongly linear relationship with chromosome length. RADseq produced just over one third as many markers as whole-genome sequencing, reducing its ability to detect small-scale non-crossovers, although the two methods performed nearly equally in mapping crossover events. However, RADseq is far more cost-efficient than whole-genome sequencing, particularly in library preparation, allowing many more samples to be genotyped for a given budget. The overall rate of recombination in the $F_{6}$ diploids was lower than in the $F_{1}$ spore dataset, likely due to strong selection maintaining parental haplotype blocks in our intercross

[^2]line. Our genome-wide estimates for recombination rates largely agree with previous results in yeast, and our methods provide an efficient way of mapping recombination rate heterogeneity specific to any admixed line. Our simulation and analysis software is available as the R package HMMancestry.

### 4.2 INTRODUCTION

Meiotic recombination provides a crucial source of genetic variation by generating new combinations of alleles across loci. Recombination plays a structural role during meiosis by aiding and ensuring correct segregation of homologous chromosomes (Tsai et al. 2010, Anderson et al., 2011, Lichten and De Massy, 2011, Kauppi et al., 2004). Recombination also drives patterns of linkage disequilibrium and haplotype structure across the genome, determining the influence of selected loci on neighboring genetic variants and affecting the power of mapping studies to identify functional genes (Weir et al. 2005. Ott et al. 2015). As a result, much attention has been given to studying how heterogeneity in recombination rate (e.g., hotspots and coldspots) affects population genetic dynamics, phenotypic diversity, and variation in quantitative and disease traits (Price et al., 2009).

While recombination can generate new haplotypes, it can also be associated with a loss of genetic diversity via gene conversion (GC) (Szostak et al., 1983, Chen et al. 2007). Gene conversion as a result of recombination can occur in two ways. First, during a crossover (CO), where there is a reciprocal exchange of DNA between homologous chromosomes (Cole et al., 2012), GC can create small chromosomal "tracts" that lack the typical 2:2 segregation pattern in meiosis (Figure 4.1). Second, these GC tracts can occur without reciprocal exchange - known as non-crossover (NCO) (Yanowitz, 2010). Since COs and NCOs appear to be the result of different double-strand break repair pathways, there has been recent interest in characterizing their abundance, frequency, and location throughout the genome (Pâques and Haber, 1999, Qi et al. 2009, Yanowitz, 2010, Cirulli et al., 2007; Mancera et al., 2008, Anderson et al. 2011).

One approach to measure GC tracts is to sequence or genotype many loci in each of the four products of meiosis. Such an analysis is possible in yeast by sporulating diploid cells and mechanically isolating and sequencing each spore of a tetrad (Sherman, 2002; Anderson et al.,


Figure 4.1: Identifying a crossover-associated gene conversion tract from low-coverage sequence data using a Hidden Markov Model. Shown here is a hypothetical chromosomal region across the four products of a single meiosis (e.g., four spores in a yeast tetrad) in an $F_{1}$ hybrid produced by crossing two genetically characterized parents. For each spore, vertical black bars (left y-axis) show the number of sequence reads that match either one (positive values) or the other (negative values) parent. Black lines (right $y$-axis) show the posterior probability of ancestry across genetic markers, and colors represent inferred blocks of ancestry from either the red or blue parent. Note the large gene conversion tract ( $3: 1$ red:blue ratio across the middle of the chromosomal region) that is associated with a crossover event between spores 2 and 3 .
2011). Despite the recent reductions in sequencing cost, however, this tetrad dissection approach can be costly because 1) high marker density is necessary to obtain precise size estimates of GC tracts and locations of recombination hotspots and 2) libraries for four individual haploids need to be prepared and sequenced for each meiosis event. For crosses between parental genotypes that have a sufficient degree of genetic variation, a reduced representation sequencing approach (e.g., restriction-site associated DNA sequencing, or RADseq; Baird et al. 2008; Davey et al. 2011) could be much more efficient in multiplexing large numbers of haploids, while keeping sequence coverage at marker loci relatively high. A second approach is to reduce the overall sequencing coverage for each individual. The appeal of the latter approach is that one can sequence several times more individual meiosis events to better estimate genome-level recombination rates and for haploid recombinants - more fully characterize gene conversions.

However, low-coverage sequencing introduces analytical challenges for mapping crossover, non-crossover, and gene conversion events. At any given locus, missing data among the four haploid products of meiosis make it difficult to infer the segregation pattern. In diploids, low coverage can lead to under-estimation of heterozygous genotypes. In addition, other factors can lead to incorrect ancestry assignment at marker loci: ancestral polymorphism, mutation, and sequencing error.

Recently, Hidden Markov Models (HMMs) have been used to probabilistically infer local ancestry (hidden state) along a chromosome from the observed sequencing data in the face of these challenges (for review see Liu et al., 2013). HMMs are computationally efficient and highly accurate in inferring local ancestry from sparse or error-prone data (Figure 4.1). For instance, HMM methods have successfully identified local ancestry tracts in admixed human populations (Price et al., 2009; Hu et al., 2013). One such program, SEQMIX (Hu et al. 2013), takes advantage of low-coverage off-target exome data to refine local ancestry from unlinked SNPs. This program and others focus on diploids, in which NCO and fine-scale GC events are very hard to detect. In order to obtain estimates of fine-scale GC tracts it is necessary to infer local ancestry for haploid gametes.

Here we develop and test an HMM-based inference method for identifying recombination tracts (CO with GC, CO without GC, NCO, and telomeric GC) from low-coverage sequencing of the four haploid products of meiosis in admixed individuals. We validate the method using
simulated data. We apply it to two sequence datasets from haploid spores in yeast (Saccharomyces cerevisiae): the first produced with low-coverage, whole-genome shotgun sequencing, and the second with a novel modification of the lower-cost, reduced-representation RADseq method (Baird et al., 2008; Davey et al., 2011). We then test whether our estimates of all four types of recombination differ between these two sequencing methods and compare our maps of recombination rates with previously published estimates in yeast. Lastly, we extend our HMM method to map COs from low-coverage sequencing of diploids in an admixed population and apply it to a sample of diploid $F_{6}$ advanced intercross line (AIL) isolates. Our results give insight into the frequency and genomic distribution of recombination rates without the need for high coverage, whole genome sequencing. The HMMs , recombination simulator, and the $\mathrm{CO} / \mathrm{NCO}$ inference algorithm that we describe have been implemented in the R package HMMancestry, which is freely available online (https://github.com/tylerhether/HMMancestry).

### 4.3 RESULTS

### 4.3.1 Validation of Ancestry Inference Method Using Simulated Data

We developed a Hidden Markov Model (HMM) method for inferring chromosomal ancestry and recombination events, called HMMancestry, and validated it against simulated low-coverage sequence data. We used the Forward-Backward algorithm (Durand et al., 2008) to assign posterior probabilities of ancestry for each single-nucleotide polymorphism (SNP) locus along a chromosome of an admixed individual. This method infers ancestry at SNP positions that were unobserved due to low sequencing coverage and is robust to missing or misleading genotypic data. We also created a maximum likelihood (ML) method for estimating two global parameters: the genome-wide recombination rate $(\hat{c})$ and the assignment probability $(\hat{p})$. Recombination rate $\hat{c}(\mathrm{cM} / \mathrm{kb})$ is multiplied by the physical distance between the flanking and focal SNPs to estimate transition probability from one hidden state (ancestral haplotype) to another. The assignment probability $p$ reflects uncertainty in the assignment of each sequence read to a parental genotype, which can result from ancestral polymorphism, mutations after the admixture event, and sequencing and mapping error.

To examine the performance of our method in accurately genotyping loci, we simulated meiosis events using a range of biologically and methodologically relevant parameters. We were specifically interested in how accuracy, defined as the squared correlation coefficient between the inferred and the true states (Hu et al. 2013), changed with genome-wide recombination rate (c), the assignment probability ( $p$ ), ploidy, and mean sequencing coverage. Using HMMancestry, we simulated several meiosis events from known recombination and assignment estimates ( $c$ and $p$ ), inferred these parameters ( $\hat{c}$ and $\hat{p}$ ) by ML directly from the simulated data, and inferred local ancestry at all SNP locations.

Overall, the Forward-Backward and ML estimator algorithms performed well in inferring ancestral states across the genome from simulated low-coverage data. Across a broad range of parameters, a sequencing coverage of about 1 X per sample optimizes the accuracy of ancestry estimation versus the total sequencing effort (Figure 4.2). This optimum level of coverage matches that for estimating population-level allele frequencies (Buerkle and Gompert, 2013). The median squared correlation coefficient between known and inferred ancestral states for all simulated data combined was o.997. Model performance for haploids was better than diploids, but this effect was most pronounced under extremely low coverage (e.g., o.2X) and high recombination rate ( 1 $\mathrm{cM} / \mathrm{kb}$; Figure 4.2. As expected, increasing the assignment probability (i.e. reducing ancestral polymorphism and sequencing and mapping error) also increased model performance.

We also tested the performance of our method to estimate genome-wide rates of recombination and genotyping uncertainty. Our ML estimate of recombination rate, $\hat{c}$, tended to very slightly underestimate the true value under some parameters, including larger values of true $c$, although this deviation remained 10 orders of magnitude smaller than the true value (Figure C.1). Deviations of the ML-estimated assignment probability, $\hat{p}$, from the true value were lower at higher sequencing coverage and at higher true values of $p$, and our ML estimate was unbiased (Figure C.2).

### 4.3.2 Algorithm to identify recombination events from haploid spore data

The four products of meiosis in an $F_{1}$ individual are expected to have a 2:2 segregation pattern of parental chromosomes. Recombination events (CO with and without GC, and NCO GC) lead to changes in the 2:2 segregation pattern along chromosomes and tracts of non-2:2 segregation


Figure 4.2: Performance of HMMancestry on simulated data. Shown are squared correlation coefficients between simulated (true) ancestry and inferred ancestry for different levels of ploidy (rows), assignment probability $p$ (columns), recombination rate $c$, and sequence coverage ( $x$ axis). Box and whisker plots show median (plus first and second quartiles) of 50 simulated replicates for each parameter combination.
(e.g., 3:1 ratio of parental haplotypes). To map these recombination events using the inferred blocks of parental ancestry in the four products of a meiosis event, we created an inference algorithm in HMMancestry that uses a three-step classification scheme (Figure 4.3). The first phase moves along a chromosome, identifies the regions with unique segregation patterns, and classifies the 'simple' recombination events. If the focal region is non-2:2 and is located on the end of a chromosome it is classified as a telomeric GC. If the focal region is non-2:2 and is flanked by 2:2 regions with identical or different segregation patterns, it is classified as a NCO or a CO with GC, respectively. Second, the algorithm conducts another sweep along the chromosome to resolve complex GC regions. We define complex regions as regions of non-2:2 segregation (or 2:2 regions of less than 2.5 kb ) that are themselves flanked by one or more GC tracts. For each of these complex tracts the algorithm identifies whether the flanking 2:2 regions have identical or different segregation patterns and reclassifies the complex tracts as either NCO or CO with GC, respectively. Third, the algorithm screens each chromosome for crossover events that lack a (detected) GC event and classifies them as CO without GC. For each inferred GC tract (CO or NCO) we estimate the size of the tract as the distance between the outermost SNP locations within the tract. For CO events without a detected GC tract, we calculate the size as the distance between the two SNP positions flanking the change from one 2:2 segregation pattern to another; in effect, this distance reflects the maximum size of a GC event that could be associated with the CO but be undetected given the scale of resolution in the marker set.

### 4.3.3 Estimation of recombination rates from haploid yeast spores

First we identified parental SNPs between haploid oak isolate (YPS128) and haploid wine isolate (DBVPG1106) strains of S. cerevisiae using whole-genome sequencing. We analyzed 5,674,883 PE250 reads across the two haploid parents before quality filtering, retaining 5,550,596 (97.8\%) after quality filtering. We merged overlapping paired ends when applicable. We found that $93 \%$ and $87 \%$ of YPS128 and DBVPG1106 paired-end reads could be merged, as expected given our targeted insert size (400 bps). We retained 70.9X and 80.9X coverage for YPS128 and DBVPG1106 haploid strains, respectively, and identified 73,581 SNPs between the two parental strains. After removing the 2-micron and mtDNA specific loci, we retained a final count of 73,294 total SNPs that were diagnostic between the two parents.


Figure 4.3: Inference algorithm used to infer crossovers, non-crossover, and telomeric gene conversion events. Blue, grey, and purple boxes show classifications made in the first, second, and third phases of the algorithm, respectively.

We mated the above parental strains and whole genome shotgun sequenced all 48 meiotic products from 12 independent sporulation events (we refer to this as the WGS dataset). For WGS, we sequenced a total of 4,714,686 PE250 reads. An average $90.6 \%$ ( $\mathrm{SD}=2.7 \%$ ) of reads could be merged into a single read with a minimum overlap of 10 bps. After mapping these reads to our SNP list (see above) we found an average of 62,470.3 informative SNPs (i.e., SNPs that had at least one read mapped to it) per individual (range: 35,069-72,329). The mean read coverage for these informative SNPs for WGS samples was 2.8X ( $\mathrm{SD}=0.9 \mathrm{X}$; Table 4.1).

To test a more efficient way of mapping recombination events across a large number of samples, we developed a modification of the Restriction-site-Associated DNA sequencing (RADseq) protocol (Baird et al. 2008, Ali et al. 2015). Our method increases the density of markers across the genome compared to the existing RADseq protocol by digesting DNA with two enzymes in parallel. From the reference genome sequence of yeast strain s288c (Cherry et al. 2012) we estimated that 6,066 RAD loci would be produced by digesting genomic DNA with two enzymes: $n s i I$ and $p s t I$. We also estimated that 33,983 (46\%) of the total SNPs would occur within $60 o b p$ of each cut site. Note that our protocol is expected to produce a sequenced locus at nearly every site adjacent to a single recognition site for either of these two enzymes, in contrast to other 2-enzyme RADseq protocols (Peterson et al. 2012, Andrews et al. 2016). Briefly, we split each sample in two and digested the aliquots with either $n s i I$ or $p s t I$. Performing these digestions separately reduces the bias in shearing efficiency, a source of variance in coverage across loci, by producing larger DNA fragments than would occur in a single 2-enzyme digestion (Davey et al. 2013).

We applied this modified RADseq protocol to all 188 haploid spores from 47 meiosis events (RAD), produced by sporulation of diploid yeast cells from a cross between strains YPS128 and DBVPG1106 as above. We sequenced a total of 9,965,065 PE300 reads. We found an average of $60.8 \% ~(S D=2.0 \%)$ of read pairs across all 188 samples could be merged. This was unsurprising since RADseq prepared samples had a larger targeted inserted size of 400-600 bps than WGS samples. Mean coverage for RAD was 3.9X (Table 4.1) and we identified 22,304.8 informative SNPs per individual on average (range: 7,918-32,193).

We applied HMMancestry to the WGS and RAD haploid spore datasets to estimate ancestry at all 73,294 SNPs, identify chromosomal blocks of ancestry, and map recombination tracts. Our ML estimates for assignment probability, $\hat{p}$, were similar and high for both WGS and RAD
Table 4.1: Sequence and SNP information for each dataset used in this study. N=number of individuals; WGS = whole-genome
sequencing; RAD = RADseq of haploid spores; DIP $=$ RADseq of diploid $F_{6}$ samples. Mean numbers of SNPs, reads, and coverage

| Data | N | Raw read pairs | mean SNPs | range SNPs | mean reads | mean coverage | SD coverage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| WGS | 48 | $4,714,686$ | $62,470.3$ | $35,069-72,329$ | $178,583.9$ | 2.8 | 0.9 |
| RAD | 188 | $9,965,065$ | $22,304.8$ | $7,918-32,193$ | $91,955.6$ | 3.9 | 1.2 |
| DIP | 96 | $4,855,193$ | $27,076.1$ | $8,478-33,354$ | $93,942.1$ | 3.4 | 0.7 |

datasets (Table 4.2). However, WGS contained a $55 \%$ higher estimated genome-wide recombination rate $\hat{c}$ than RAD. We used the inference algorithm in HMMancestry to map different types of recombination events and found an average of 160.1 recombination events per meiosis event across the two datasets. WGS detected significantly more recombination tracts on average (199.7) than RADseq ( $151.3 ; F_{1,57}=71.8 ; p<1 e-11$ ). This increase in tract count for the WGS dataset is a result of its higher marker density (Table 4.1) compared to RAD, which results in finer-scale detection of recombination events, and accounts for the higher estimate of overall recombination rate $\hat{c}$. Accordingly, the WGS dataset contained significantly smaller tracts for all types of GC (K-S one-tailed test; Table 4.2; Figure 4.4). WGS detected more telomeric GC and NCO tracts than RAD, and it also detected smaller-scale GC events associated with CO than RAD (Table 4.2). Because WGS detected more small-scale NCO events, the WGS data also contained a larger number of separate 2:2 tracts that would have been grouped together with the lower marker density of RAD.

The two sequencing methods detected similar numbers of CO events with and without GC (Table 4.2. Figure C.3). Combining CO events with and without GC, RAD and WGS predicted about 6.2 and 6.4 COs per Mbp, respectively (Table 4.3), which was statistically indistinguishable between the datasets (Pvalue for interaction between the number of COs and data type $=0.55$ ). We found a tight linear relationship between chromosome length and the average number of both CO and NCO events in S. cerevisiae haploid spores (Figure 4.5. Table 4.3). On the other hand, we found a striking difference in the number of NCOs per chromosome size between the two datasets (Pvalue $<2 e-03$ ), consistent with the failure of the lower marker density in RAD to detect small-scale NCO tracts. For WGS, the rate of NCOs was similar to that of COs (7.1 per Mbp ) but much greater than the rate of NCOs found with RAD (4.0 per Mbp).

### 4.3.4 Estimation of $C O$ rates in a diploid $F_{6}$ population

We further extended the HMMancestry algorithms to infer parental ancestry in diploid individuals, in which chromosomal blocks can be one of three possible states (i.e. homozygous for one or the other parent, or heterozygous). We applied this method to map CO events in the $F_{6}$ generation of an AIL between the S. cerevisiae strains YPS128 and DBVPG1106. We applied the modified RADseq approach described above to 96 diploid individuals and achieved a similar

| Table 4.2: Summary of tract count and size (in kilobases) for RAD and WGS datasets. |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dataset | $\hat{c}$ | $\hat{p}$ | Tract | mean count | mean size | SD size | median size | K-S (size) P-value |
| RAD | 2.0 | 0.996 | $2: 2$ | 151.89 | 72.70 | 66.73 | 54.02 | $1 \mathrm{e}-14$ |
| - | - | - | CO without GC | 14.47 | 1.07 | 2.22 | 0.50 | 0.463 |
| - | - | - | CO with GC | 68.19 | 3.71 | 12.94 | 2.10 | $3 \mathrm{e}-15$ |
| - | - | - | Telomeric GC | 15.40 | 5.65 | 12.92 | 1.74 | $1 \mathrm{e}-\mathrm{O} 3$ |
| - | - | - | NCO | 53.23 | 2.49 | 8.40 | 1.41 | $2 \mathrm{e}-16$ |
| WGS | 3.1 | 0.993 | $2: 2$ | 193.25 | 57.69 | 50.45 | 43.27 | - |
| - | - | - | CO without GC | 13.67 | 0.81 | 0.90 | 0.65 | - |
| - | - | - | CO with GC | 76.58 | 1.92 | 2.21 | 1.41 | - |
| - | - | - | Telomeric GC | 22.42 | 3.70 | 4.62 | 1.52 | - |
| - | - | - | NCO | 87.00 | 1.03 | 1.86 | 0.22 | - |



Figure 4.4: CO and NCO sizes for WGS and RAD datasets. Bars show the proportion of tracts in each bin, normalized by the total number of each type of tract for each technique; see Table 4.2 for total counts.


Figure 4.5: Mean number of CO and NCO events per tetrad as a function of chromosome length and data type.

Table 4.3: Regression of the number of COs (with and without GC) and NCOs on chromosome length in the WGS and RAD datasets.

| Type | Slope (events per Mbp) | Intercept | $R^{2}$ |
| :---: | :---: | :---: | :---: |
| CO \| WGS | 6.433 | 0.798 | 0.955 |
| CO \| RAD | 6.183 | 0.5471 | 0.9822 |
| NCO \| WGS | 7.118 | 0.1002 | 0.8504 |
| NCO \| RAD | 3.998 | 0.4895 | 0.8066 |

number of SNP markers and coverage level to the haploid RAD dataset (Table 4.1). While NCO and CO-associated GC events cannot be distinguished from these data, we were able to map CO events and estimate genome-wide recombination rates. The maximum likelihood estimates $\hat{p}$ and $\hat{c}$ were 0.999 and 5.6 , respectively. Taking into account that the $F_{6}$ diploids contained an extra 5 rounds of recombination relative to either WGS or RAD, we observed a noticeable decrease in the genome-wide recombination rate ( $1.1 \mathrm{cM} / \mathrm{kb}$ ) relative to the haploid datasets. However, this drop in apparent recombination rate may be the result of selection or assortative mating in the admixed population. At the chromosomal level, large regions (i.e., up to 300 Kb ) were dominated by one or the other parental haplotypes with lower than expected heterozygosity (Figure 4.6 ), in striking contrast to the mean 1:2:1 ratio that is expected to occur throughout the genome with complete admixture and neutrality. In many of these blocks we found that estimates of recombination rates were much lower than in the haploid spores datasets. In some cases, block boundaries coincide with hotspots of recombination identified in both the haploid and diploid datasets, but in other cases regions of elevated recombination rate do not correspond to haplotype boundaries in the $F_{6}$ population. Thus, it appears that selection or assortative mating is maintaining large blocks of homozyogous ancestry from one or the other parental strain, and the boundaries of these blocks depend only in part on recombination hotspots.

### 4.4 DISCUSSION

### 4.4.1 Methods for inferring local ancestry with HMMs

Hidden Markov Models (HMMs) are commonly used to infer local ancestry across the genome in admixed populations, and several related methods have been developed (reviewed in Liu et al. (2013); Liang and Nielsen (2014)). Some of the earlier methods (e.g., ANCESTRYMAP; Patterson et al., 2004), have been combined with unlinked panels of 'ancestry informative markers' to identify genomic regions associated with human diseases (e.g., asthma; Mersha, 2015). HAPMIX (Price et al. 2009) takes advantage of haplotype information to infer local ancestry. With lowcoverage whole genome or reduced representation data, however, knowledge of specific haplotypes can be difficult to discern since many loci may be unsequenced across individuals. Andolfatto et al. (2011) developed a diploid HMM-based method for identifying COs from reduced


Figure 4.6: Local ancestry and recombination rates in 96 diploid $F_{6}$ individuals. Illustrated for each chromosome is the recombination rate ( y axis) as a sliding window average of cM per 5 kb window (step size $=1 \mathrm{~kb}$ ) in diploids (black). For reference, haploid inferred recombination rate is plotted in purple. Values greater than 15 cM are truncated for clarity. Within each plot the frequency of local ancestry is plotted with non-overlapping windows ( 5 kbp window size). Blue, red, and green show the relative frequencies of YPS128 homozygotes, DBVPG1106 homozygotes, and heterozygotes. The red triangle on chromosome XV shows the location of a homozygotelethal locus (His3), engineered to ensure that the advanced intercross population remains diploid.
representation sequencing data in Drosophila simulans that does not rely on phased data. As with our approach, their method probabilistically assigns local ancestry and is capable of imputing ancestry at loci that lack sequence coverage. Their model had two tuning parameters: $\gamma$ was used for uncertainty in parental reference sequences and $\varepsilon$ was used to incorporate sequencing error based on Phred quality values. Our method incorporates both sequencing error and uncertainty in reference strains into a single parameter, $p$, which is estimated from the data by maximum likelihood.

Extending HMMancestry to other systems carries a few caveats. First, we assume equal admixture between two parental lines, meaning that in the HMM the initial state probabilities are 1:1 for haploids and 1:2:1 for diploids. Unequal admixture would deviate from this expectation, but our method should be robust to this violation. Under the HMM, the posterior probabilities of genotypes at the initial marker depend also on observed read counts at this marker as well as across the chromosome, so that higher sequence coverage and a larger number of markers on each chromosome easily overwhelms the effect of initial state probabilities.

Our method does not strictly account for sex chromosomes which can behave either like a haploid or a diploid chromosome. However, there are two ways to infer ancestry at sex chromosome with our current method. In cases where phenotypic markers to distinguish sexes exists one could use the appropriate HMM (e.g., if the organism is male, use the haploid algorithm). Additionally, one could run both the haploid and diploid algorithms and compare the resulting likelihood values in a odds ratio model comparison framework (Durbin et al. 1998). The latter approach can even be used to determine sex in the absence of other phenotypic markers.

Larger genomes require more computational effort for ancestry estimation, although the HMM approach remains highly efficient. For a single simulated diploid chromosome with 500,000 SNPs, HMMancestry estimated posterior probabilities and inferred ancestry in just under a second using a 2.5 GHz Intel Core i7 Macintosh (running OS X 10.10.5). Computationally, we found that both the haploid and diploid Forward-Backward algorithms were 75-100 faster when written in C++ using the R package Rcpp (Eddelbuettel and François, 2011) than when written in R alone (tested using microbenchmark with default settings; Mersmann, 2011) and thus we have implemented this more efficient version in HMMancestry. When scaling up to larger genomes we found a near linear increase in computation time of the forward-backward algorithm with
the number of loci. We also make use of R's built in parallel package for increased computational efficiency during the ML estimating algorithm.

More complex models of recombination could be incorporated in the simulation functions as well as the ancestry inference in HMMancestry. For instance, it would be possible to allow for chiasma interference (Mancera et al., 2008; Zhao and Speed, 1996), or to allow two rates of recombination rather than the single rate that we consider here (c) to account for genomic regions with substantially elevated recombination (hotspots). Nonetheless, we were still able to identify recombination hotspots across the yeast genome (Figure 4.6) even with a single transition rate parameter in our HMM.

### 4.4.2 Genomic sequencing approaches

Our method of estimating recombination rates relies on genomic sequence data across a relative large number of samples, and here we evaluated two sequencing techniques. Low-coverage whole-genome sequencing (WGS) maximizes marker density with the potential to gather data at every polymorphic site across the genome. Accordingly, with WGS we were able to detect not only crossover events, but also small-scale non-crossover gene conversion events. Our modified RADseq technique is a reduced representation technique, leading to a lower marker density, although our two-enzyme approach was successful in increasing the marker density above most other RADseq protocols (Andrews et al. 2016). Nonetheless, RADseq was less able to detect small-scale non-crossover events. The primary trade-off between methods is that roughly three times the number of samples can be multiplexed in a sequencing experiment with RADseq compared with WGS in order to achieve the same mean coverage across marker loci. Depending on the goals of a study, statistical power may be improved by including more samples (i.e. more meiosis events) rather than a denser marker set. A second major difference between the techniques is in cost of library preparation. Whole-genome Illumina shotgun sequencing is typically conducted using proprietary kits in which individual samples are not barcoded (i.e. ligated to adaptors with specific nucleotide sequences that are used to identify individual samples in the sequence data) until near the end of library preparation. The cost of this protocol typically exceeds US $\$ 100$ per sample. In contrast, RADseq ligates a set of custom barcoded adaptors to each sample early in the protocol, and samples can then be multiplexed during the rest of library preparation
(Andrews et al., 2016; Ali et al. 2015). Adaptor ligation to the single-stranded DNA overhangs left by restriction enzyme digestion in RADseq also tends to be more straightforward than the bluntend ligation in WGS protocols. As a result, library preparation for RADseq is typically US\$5-10 per sample, not including the initial one-time purchase of barcoded adaptors that can be used across a large number of sequencing libraries. Thus for an experiment sequencing hundreds of samples, the costs of library preparation for WGS can dwarf the sequencing costs, while a reduced representation method like RADseq is far more cost-effective, and library preparation costs remain a fraction of sequencing costs.

### 4.4.3 Recombination rates in S. cerevisiae

There are two general approaches taken in estimating the recombination landscape by mapping recombination events in a laboratory cross. The first approach, tetrad analysis, has been used extensively for genetic mapping of thousands of genes (Cherry et al. 1997) and genotyping (Mancera et al. 2008) all four individual products of meiosis in S. cerevisiae. The main drawback of the tetrad approach is that it only captures a single meiosis event per tetrad and all four spores are required to infer CO rates. We found that this limitation can be overcome either by using a sparser marker density or by lowering the overall coverage (or both) and using a HMM to probabilistically assign ancestry to loci. The second general approach to estimating recombination rates is serially mating advanced filial generations and sequencing a subset of the progeny (Illingworth et al. 2013). This approach can be applied to a wide range of systems in which it is difficult to obtain the complete genotypes for all four meiotic products. Additionally, increasing the number of meiotic generations increases the number of recombination events represented in each sample, thus increasing the probability of detecting recombination hot spots and cold spots. As with tetrad analysis, the use of a HMM can be useful by allowing lower sequencing coverage and inferring blocks of ancestry. The major drawback of this advanced intercross approach is the inability to detect NCO events and other gene conversion information. In addition, multiple generations of an intercross line may be subject to laboratory selection that can decrease the apparent recombination rate, as we observed here in our $F_{6}$ population.

Focusing only on CO events, we can compare across studies using different methods to estimate recombination rates in S. cerevisiae. Table 4.4 summarizes average rates of COs from
a subset of published studies, highlighting the dependence of recombination rate estimates on marker density. The data from Mancera et al. (2008) have been reanalayzed 3 additional times, allowing comparison of statistical methods as well. Our CO/NCO inference algorithm (Figure 4.3) produced similar results as Mancera et al. (2008)'s and Anderson et al. (2011)'s methods, but these rates differed from Illingworth et al. (2013)'s estimate.

The detection of NCO events depends more strongly on marker density, because NCOs are relatively small (about 1kb on average; Table 4.2). Mancera et al. (2008) used microarrays to genotype 51 tetrads, formed from crossing s288c with YJM789, with ca. 52,000 markers, intermediate between our WGS and RAD marker sets. Overall WGS marker density was $41 \%$ larger than that of Mancera et al. (2008) and we observed 87 NCOs per meiosis in WGS -1.9 times the amount detecting in Mancera et al. (2008). In our approach, recombination rate can also be estimated from the transition rate parameter in the HMM. At the level of individual chromosomes our ML estimates for transitions were high $\left(\hat{c}_{R A D}=2.0 \mathrm{cM} / \mathrm{kb}, \hat{c}_{W G S}=3.1 \mathrm{cM} / \mathrm{kb}, \hat{c}_{D I P}=1.1 \mathrm{cM} / \mathrm{kb}\right)$. These rates, however, correspond to transition rates between states along individual chromosomes and not the CO rate per se. Because a CO is often associated with a detectable GC event (Table 4.2) there can be two or more "recombinations" for every CO; similarly, every NCO event has at least two transitions. Thus, it is not surprising that our ML estimates of genome-wide recombination are higher than previously reported rates or when considering the tetrad as a whole.

At the chromosome level we found a tight linear relationship between the number of CO and NCO events and chromosome size (Table 4.3), which is consistent with previous work. Our estimate of CO rate ( 6.2 per Mb for RAD; 6.4 per Mb for WGS ) aligns with that of Mancera et al. (2008) ( 6.1 per Mb ), while our estimates of NCO density (4.0 per Mb for RAD; 7.1 per Mb for WGS) were slightly higher than that of Mancera et al. (2008)'s ( 3.4 per Mb). We also found that gene conversion tracts were generally longer when associated with a CO event than when associated with a NCO event (Table 4.2).

Analysis of our diploid $F_{6}$ AIL dataset (DIP) revealed a surprising result: many large blocks of ancestry that were strongly biased towards one or the other parents (Figure 4.6). Several factors could cause this striking pattern. Segregation distortion, deviation from the expected Mendelian segregation ratio (Zhan and Xu, 2011), is unlikely to be the explanation. High rates of segregation distortion would create frequent non 2:2 segregation at the His3 locus in our tetrad dissections for

Table 4.4: Recombination rate considering only crossovers (cM/kb) per meiosis event in $S$. cerevisiae

| Method | Rate | Marker density | Notes | Reference(s) |
| :---: | :---: | :---: | :---: | :---: |
| Tetrad analysis | 0.37 | >2,600 genes | genetic mapping | Cherry et al. (1997, 2012) |
| Tetrad analysis | 0.45 | ca. 52,000 markers | Microarray ${ }^{* * *}$ | Illingworth et al. (2013) |
| Tetrad analysis | 0.75 | ca. 52,000 markers | Microarray ${ }^{* * *}$ | Mancera et al. (2008) |
| Tetrad analysis | 0.78 | ca. 52,000 markers | Microarray ${ }^{* * *}$ | Anderson et al. (2011) |
| Tetrad analysis | 0.74 | ca. 52,000 markers | Microarray ${ }^{* * *}$ | this study |
| Tetrad analysis | 0.68 | 7,918-32,193 SNPs** | RAD | this study |
| Tetrad analysis | 0.75 | 35,069-72,329 SNPs** | WGS | this study |
| $F_{12}$ AIL $^{*}$ | 0.17 | 52,466 SNPs | 2-way cross | Illingworth et al. (2013) |
| $F_{12}$ AIL* | 0.32 | 82,910 SNPs | 4-way cross | Illingworth et al. (2013) |
| $F_{6}$ AIL $^{*}$ | 0.88 | 8,478-33,354 SNPs** | DIP | this study |

* Advanced Intercross Lines
** All 73,294 SNPs were used to infer COs, though the number of informative SNPs varied across individuals.
*** Reanalysis of data originally published by Mancera et al. Mancera et al. (2008).
the WGS and RAD datasets. Instead, we observed a high frequency of successful dissections in which all four spores formed colonies and proper 2:2 segregation was observed (data not shown).

Could there be a high rate of misclassification that leads to an excess of homozygotes? Simulations show that at low sequencing coverage there is a greater propensity for our HMM to misclassify loci (Figure 4.2). We also found these few, misclassified loci tended to be false homozygotes; however, this effect is not associated with reduced coverage (Figure C.4), and is expected to be dispersed across the genome instead of in large blocks. To confirm this, we performed an ad hoc simulation using HMMancestry of 96 diploid individuals using the empirically derived estimates of the WGS recombination profile (number of loci $=73,294$, displacement between each SNP $=$ $175 \mathrm{bp}, c=3.1, p=0.993$, coverage $=2.8 \mathrm{X}$, frequency of $\mathrm{COs}=0.51$, frequency of conversion $=$ 0.85 , length of conversion $=1,920 \mathrm{bp}$ ). These simulated data showed that $70.7 \%$ of genotyping errors were false homozygotes, but that the overall error rate was small (squared correlation $=$ 0.998 ) and misclassified loci rarely occurred adjacent to each other (Figure C.5). Therefore, the large blocking pattern of pure ancestry that we see in the $F_{6}$ AIL dataset is unlikely due to low sequencing coverage or heterogeneous bias detected in the HMM.

It is possible that genetic drift and (or) selection has occurred during the repeated rounds of sporulation. Our sporulation protocol was designed to systematically cull haploid and diploid cells lacking the $\mathrm{HIS}_{3} / \mathrm{URA}_{3}$ heterozygosity at the His3 locus (see Materials and Methods). Following each bottleneck, the remaining diploid cells were sporulated to induce sexual reproduction. This process of selecting heterozygote diploids is expected to leave a selective pattern of overdominance at the His3 locus, which is indeed what we observed (Figure 4.6). Despite growing this AIL in rich media, there may be strong selection for particular genotypes as a result of our sporulation protocol that leads to large blocks of homozygosity across the $F_{6}$ genomes.

### 4.5 CONCLUDING REMARKS

We developed and validated a set of methods for efficiently estimating rates of recombination events (CO and NCO GC). Our results demonstrate some heterogeneity in recombination rate across the yeast genome, but overall a consistent pattern of the number of recombination events across chromosomes. Further, we demonstrated that NCO GC events occur at roughly equal
frequency to CO events. NCO events have important effects on how meiotic recombination structures genetic variation in diploid populations and on linkage-based mapping approaches (Slatkin, 2008, Lynch et al., 2014). However, they may often be overlooked because they are more difficult to observe empirically. We have shown that NCO tracts tend to be small, requiring a dense marker set, and they typically cannot be detected in advanced intercross lines or diploid samples. However, there are methods for estimating rates of gene conversion from population genetic data in model organisms such as humans, although rate estimates may come with high uncertainty (Gay et al. 2007, Padhukasahasram and Rannala, 2011, 2013). Our results re-emphasize the importance of considering both crossover and non-crossover recombination processes in understanding linkage disequilibrium and the haplotype structure of genetic variation.

## 4. 6 MATERIALS AND METHODS

### 4.6.1 The Forward-Backward Algorithm

We used the Forward-Backward algorithm (Durbin et al. 1998) to probabilistically assign parental ancestry to each locus. This approach has four parts: 1) calculate the emission probabilities 2) calculate the forward probabilities 3) calculate the backward probabilities and 4) combine forward and backward probabilities to infer the most likely ancestral state at each SNP.

For both the haploid and diploid variants of the Forward-Backward algorithm the input consists of a vector of SNP locations along a chromosome and two vectors, $k_{0}$ and $k_{1}$, containing the read counts of alternative parental alleles at each locus. We calculate the emission probabilities for each locus $i \in(0,1, \ldots, I)$. These probabilities correspond to the probability of observing the read counts given an underlying ancestral state, or the likelihood of each ancestral state at the locus given the data.

For the haploid case there are two hidden states corresponding to ancestry from each parent. For the diploid case there are three hidden states: two homozygous states for either parent and one heterozygous state. The emission probability for state $j$ and locus $i$ is calculated by:

$$
\begin{equation*}
e_{i}^{(j)}=\binom{n}{k_{j}} p^{k_{j}}(1-p)^{n-k_{j}} \tag{4.1}
\end{equation*}
$$

where $n$ is the sum of the number of sequence reads from both parents at SNP $i$. For the haploid case and for homozygous states in the diploid case, $p$ is the assignment probability (see Introduction) and $k_{j}$ is the count of reads corresponding to parent $j$. For the heterozygote state, $p$ is set to 0.5. Equation 4.1 assumes that polymorphisms are biallelic (sequence reads that do not correspond to either parental state are discarded) and there is no sequencing bias such that one allele is more likely to be observed, and assignment errors at a heterozygous locus are equal between parental alleles.

The forward probabilities are calculated by starting at the first position of each chromosome with equal probabilities for each state in the haploid case, and a 1:2:1 ratio of probabilities for diploid states. For loci $i=2$ through $i=I$ of each chromosome we then recursively use the following formula to calculate the forward probabilities. Using matrix notation, the vector of forward probabilities across states at locus $i$ is:

$$
\begin{equation*}
\mathbf{f}_{i}=\mathbf{E}_{i} \mathbf{T}_{i} \mathbf{f}_{i-1} \tag{4.2}
\end{equation*}
$$

where $\mathbf{E}_{i}$ is a matrix with the emission probabilities (equation 4.1) for each state on the diagonal and zeros on the off-diagonal, $\mathbf{T}_{i}$ is a 2-by-2 (haploid) or 3-by-3 (diploid) matrix describing the transition (recombination) probabilities between states, and $\mathbf{f}_{i-1}$ is the forward probability at the previous position along the chromosome ( 5 ' of position $i$ ). To avoid underflow (computational issues with small probabilities) and to calculate the total log likelihood of the data, we rescale the forward probabilities at each SNP by dividing each element of $\mathbf{f}_{i}$ by the sum of whole vector (Rabiner 1989).

The transition probabilities in matrix $\mathbf{T}_{i}$ are calculated for each SNP position and specify the rate of transition from one hidden state to another. For haploids, the transition matrix is:

$$
\mathbf{T}_{i}=\left(\begin{array}{cc}
1-r & r  \tag{4.3}\\
r & 1-r
\end{array}\right)
$$

and the transition matrix for diploids recombinants is:

$$
\mathbf{T}_{i}=\left(\begin{array}{ccc}
(1-r)^{2} & 2 r(1-r) & r^{2}  \tag{4.4}\\
r(1-r) & (1-r)^{2}+r^{2} & r(1-r) \\
r^{2} & 2 r(1-r) & (1-r)^{2}
\end{array}\right)
$$

where $r$ in equations 4.3 and 4.4 is the probability of getting an odd number of crossovers between loci and is based on Haldane's mapping function (Haldane, 1919, Kosambi, 1943, Gjuvsland et al., 2007a):

$$
\begin{equation*}
r=\frac{1-e^{-2 d c}}{2} \tag{4.5}
\end{equation*}
$$

where $d$ is the physical distance $(\mathrm{bp})$ between loci and $c$ is the genome-wide recombination rate (expressed here in terms of Morgans/bp).

The backward probabilities are calculated in a similar manner, but in the reverse (i.e., $3^{\prime}$ to $5^{\prime}$ ) direction. We assume that the backward probability at locus $I$ is 1 for each state (i.e., we assume the chromosome can end at any state). At each SNP position $i \in(I-1, l-2, \ldots, 0)$ the vector of backwards probabilities are given by:

$$
\begin{equation*}
\mathbf{b}_{i}=\mathbf{T}_{i} \mathbf{E}_{i+1} \mathbf{b}_{i+1} \tag{4.6}
\end{equation*}
$$

Lastly, the posterior probability that the hidden state at SNP $i$ is $j$ given the observed sequence of read counts, $\mathbf{X}$, is calculated as:

$$
\begin{equation*}
P\left(s_{i}=j \mid \mathbf{X}\right)=\frac{\mathbf{f}_{i}^{(j)} \mathbf{b}_{i}^{(j)}}{\mathbf{f}_{i} \mathbf{b}_{i}} \tag{4.7}
\end{equation*}
$$

HmmAncestry returns these posterior probabilities. This has the benefit of retaining uncertainty in the genotypic calls. For example, one could throw out genotypes where the posterior probability was less than a specified cutoff value. For our analyses, however, we simply called the ancestral state by picking the highest posterior probability. In some cases the denominator in equation 4.7 can be zero. This rarely occurs unless under extremely low signal (i.e., sequence coverage $<0.1 X$ ). Under those cases we omitted ambiguously assigned ancestry for that SNP.

### 4.6.2 Numerically estimating the maximum likelihood parameter values

There are two parameters in the Forward-Backward algorithm that are specified by the user: the assignment probability, $p$, and the genome-wide recombination rate, $c$. These two parameters can also be estimated in HMMancestry from the data using an ML approach. The function has a coarse and fine scale method to estimate these parameters. The coarse scale estimates the log likelihood (LnL) of the data across a coarse grid of varying proposed $\hat{p}$ or $\hat{c}$ and the fine scale using a hill-climbing algorithm.

For the coarse scale, we picked the default number of grid points 5-by-5 $=25$. The distance between $p$ gridpoints was set to $d x=10^{-4}$; distance between $c$ gridpoints was $d y=10^{-5}$. For each parameter combination we ran the above Forward-Backward algorithm and obtained estimates of the LnL calculated by summing up all the scaling factors at each SNP (Rabiner, 1989). We picked the grid point that had the highest LnL.

For the fine-scale step we performed a custom hill-climbing procedure as follows. We used a two-variable Newton-Raphson method to iteratively find better approximations to the maximum LnL parameter estimates $\hat{p}$ and $\hat{c}$. Specifically, we calculated LnL at four points $d x$ and $d y$ distance away in the four cardinal directions, a point $\left(x_{1}-d x, y_{1}-d y\right)$, and a new, proposed point for iteration $n+1$, calculated from the other points by:

$$
\begin{equation*}
(x, y)_{n+1}=(x, y)_{n}-\mathbf{H}^{-1} \nabla \tag{4.8}
\end{equation*}
$$

where $(x, y)_{n}$ is the vector of parameter values at iteration $n, \mathbf{H}$ is the Hessian matrix for the likelihood surface $L$ :

$$
\mathbf{H}=\left(\begin{array}{cc}
\frac{\partial^{2} L}{\partial^{2} x} & \frac{\partial^{2} L}{\partial x \partial y}  \tag{4.9}\\
\frac{\partial^{2} L}{\partial x \partial y} & \frac{\partial^{2} L}{\partial^{2} y}
\end{array}\right)
$$

and $\nabla$ is the gradient in the $x$ and $y$ directions.
Initially, the distance between points ( $d x$ and $d y$ ) is identical to that of the coarse scale search. If the proposed point has a higher LnL than all of the six points we accept it; otherwise, we pick the point among the six that had the highest LnL. We repeat the above procedure for a maximum of 25 iterations. For each iteration $n$ we decrease the distance between the six points by dividing the
initial distance by the integer $n$. If the Euclidean distance between points identified at iteration $n-1$ and $n$ is less than a specified tolerance level (here $10^{-4}$ ) we terminated the search. We bounded the parameter space such that $\hat{p} \in(0.5,1)$ and $\hat{c}>0$.

### 4.6.3 Simulations

For each simulation we considered a 250 kb chromosome with 1,000 loci spaced evenly. We were specifically interested in how accuracy changed with ploidy, mean recombination rate, mean sequencing coverage, and the assignment probability. For simulating meiosis events we used HmmAncestry to simulate individual tetrads for a given ploidy, $c$, coverage, and $p$. We considered haploids or diploids, three levels of recombination rate ( $0.1,0.5, \& 1 \mathrm{cM} / \mathrm{kb}$, corresponding to a map distance between adjacent SNPs of $0.025,0.125$, and 0.25 cM , respectively), ten levels of coverage spanning 0.2 X to 2 X , and 3 levels of assignment probability ( $0.90,0.95, \& 0.99$ ). For each unique combination of parameters we carried out 50 simulation replicates of 50 independent meiosis events.

To simulate meiosis, we crossed two simulated parents. Each parent consisted of a vector of zeros or ones at each locus such that the diploid $F_{1}$ was heterozygous at each SNP position. Recombination events between each pair of neighboring loci were randomly sampled using Haldane's mapping function (Haldane, 1919; Kosambi, 1943, Gjuvsland et al, 2007a) to produce a vector of recombination events ( $\mathrm{o}=$ no recombination, $1=$ recombination), where the length of the vector was one minus the number of loci. During a simulated meiosis, parental chromatids double creating two pairs of sister chromatids. We allowed recombination to occur between nonsister chromatids. This was done by starting at the beginning of the chromosome and crossing over non-sister chromatids if the corresponding element of the recombination index was 1 . For all simulations described herein we ignored any possibility for a non-crossover events or gene conversion events to occur.

The results of the above algorithm give the true parental states at each locus and for each chromatid. To simulate sequence coverage we sampled the total number of reads that map to a given locus following a Poisson random variable with mean equal to the experimentally varied coverage level. Next we simulated sequencing error; this was done by sampling from a binominal distribution: $X \sim \operatorname{Binom}(n, p)$ where $n$ equaled the total number of reads and $p$ is
the assignment probability. Thus, when $p$ is very high (i.e., close to 1 ) most of the reads at a given locus map to the correct parental state.

We then applied HMMancestry to each simulation replicate. We estimated the genome-wide recombination rate and assignment probability parameters and the parental ancestry at each locus, taken to be the state with the highest posterior probability.

### 4.6.4 Yeast strains, crosses, and media

We crossed two heterothallic and haploid S. cerevisiae strains of opposite mating types to create a diploid $F_{1}$ progeny. Specifically we crossed YPS128 (mat $\alpha$, ho $\triangle:: H y g$, ura3 $\triangle::$ KanMX; NCYC\# 3632) with DBVPG1106 (mat a, ho $\triangle:: H y g$, ura3 $\triangle:: K a n M X ; ~ N C Y C \# ~ 3596) . ~ T h e s e ~ s t r a i n s ~ w e r e ~$ chosen because they crossed easily in the lab but are genetically distinct (Liti et al. 2009). Disruption of the homothallic switching gene, HO , was necessary for isolating and sequencing of haploid recombinants. Details of these strains' initial construction can be found in Cubillos et al. (2009).

To create the haploid recombinants we sporulated $F_{1}$ cells using the following protocol. We harvested 1 mL of $F_{1}$ cells grown in standard rich medium (Yeast Peptone Dextrose, YPD; Sherman 2002) and washed cells in 1 mL of presporulation medium (Yeast Peptone Acetate; Codón et al. 1995). We incubated cells in 1 mL YPA for $12-15$ hours at 30 C . Following the presporulation incubation, we washed cells in $\mathrm{SPO}_{2}$ sporulation medium ( $2 \% \mathrm{KAc}, \mathrm{pH} 7$; Codón et al., 1995). We incubated cells in 1 mL of $\mathrm{SPO}_{2}$ in a roller drum placed in a chilled growth chamber at 22 C for 1 to 3 d . This method generally produced high sporulation efficiency (> $95 \%$ of cells formed tetrads after 2 days).

Next we killed off unsporulated cells and disrupted the asci of sporulated cells with a combination of heat and enzymatic perturbation. Following the 1 to 3 d incubation in $\mathrm{SPO}_{2}$ we chilled the cells for 15 m at 4 C . To kill any unsporulated cells we adapted a protocol from Khare et al. (2011) used to kill unsporulated Schizosaccharomyces pombe cells. We placed 1 mL of chilled cells in $\mathrm{SPO}_{2}$ into a 55 C water bath for 30 m . To digest the asci we removed the supernatant and resuspended cells in $40 \mu \mathrm{~L}$ of Zymolyase Solution ( $1 \mathrm{U} / \mu \mathrm{L}$ Zymolyase [MP Biomedicals] in 1 M sorbitol) and incubated them in a 37 C water bath for $15-20 \mathrm{~m}$. We added $460 \mu \mathrm{~L}$ of $d \mathrm{H}_{2} \mathrm{O}$ to stop the reaction dissected tetrads immediately using standard dissection techniques (Sherman,
2002). Dissected cells were grown on YPD plates for 2 d at 30 C and colonies were placed in $15 \%$ glycerol and stored at -8oC until DNA extraction.

For the haploid whole genome dataset (WGS) we used the above technique to isolate 56 spores (from 14 individual meiosis events). However, two spores from two separate tetrads (Tetrads 3 and 11) appeared to have diploid genotypes (data not shown) and so we report on only 48 haploids. The most likely cause of this error was cross contamination during tetrad dissection. To mitigate this issue we engineered strains using the protocol from Gietz and Schiestl (2008) for the second sequencing run (RAD) so we can check for the presence of a 2:2 segregation pattern at a single locus before sequencing samples. We disrupted His3 in DBVPG11o6 (mat a, ho $\triangle::$ Hyg, ura3 $\triangle:: \mathrm{KanMX}$ ) and replaced it with a functional copy of URA3 from an amplicon from plasmid YEp24 (Struhl et al., 1979). Primers used to amplify URA3 and its promoter region from YEp24 were designed so that the flanking ends had homology to genomic His3. Oligos were long enough so that they only occurred once in the genome. Specifically, the forward 90-mer contained a 34 bp region of 5 ' homology to genomic His3 and included the start codon (AAATGAGCAGGCAAGATAAACGAAGGCAAAGATG) followed by 18 bp tag (GATGTCCACGAGGTCTCT), a 20 bp barcode (AATTCCGGGCATGCGGCCTT), and ended with a 18 bp region of $5^{\prime}$ homology upstream of Ura3 in YEp24 (AGTAACAAAAGAGTGGTA). The downstream primer was constructed similarly with a 34 bp region with 3 ' homology of genomic His3 including the stop codon (CGTATGCTGCAGCTTTAAATAATCGGTGTCACTA), and 18 bp tag (CGGTGTCGGTCTCGTAGA), a 20 bp barcode (AACCTTGGCCGCTCGGTTCC), and finally a 18 bp region that has 3' homology to YEp24's Ura3 gene (CGATGCGTCCGGCGTAGA). We used the resulting 1798 bp amplicon as the template for recombineering. Successful transformation was confirmed 2 ways. First, we selectively grew transformants on Uracil dropout medium (Sherman, 2002) since the parental strain was prototrophic for Uracil. The transformants grown on Uracil dropout were unable to grow on Histidine dropout indicating that the cells that regain Uracil auxotropy simultaneously became prototrophic for Histidine. Second, we PCR amplified the His3 region of a single transformant colony using forward primer TTCCACCTAGCGGATGACTC and reverse primer TGATGCATTACCTTGTCATCTTC. The native size of the resulting fragment is about 900 bp while the size of a properly placed integrated fragment was about 2 kb . We choose one transformant (DBVPG1106 mat a, ho $\triangle:: H y g$, ura3 $\triangle::$ KanMx his3 $\triangle::$ URA3) that met
the above criteria to mate with YPS128 (mat $\alpha$, ho $\triangle:: H y g$, ura3 $\triangle::$ KanMX, HIS3+). The resulting $F_{1}$ progeny are genetically identical to the $F_{1}$ progeny of the WGS except for their heterozygosity at His3.

For RAD we dissected 188 spores from 47 meiosis events using the modified diploids described above. For each tetrad we confirmed a 2:2 segregation pattern at His3 gene by selectively growing each spore on Uracil dropout and Histidine dropout. The 2:2 segregation was mutatively exclusive (i.e., the 2 spores that grew on Uracil dropout could not grow on Histidine dropout and visa versa).

### 4.6.5 Library preparation and sequencing

Yeast samples were grown up overnight in YPD. After at least 24 h growth, approximately 1.5 mL of overnight culture was harvested and DNA was extracted using the Gentra Puregene kit for yeast (Qiagen \#158567). DNA samples were quantified using Quant-It High Sensitivity kit (Q33120) and a subset of samples were haphazardly ran on a $1.5 \%$ agarose gel to ensure high quality. For PAR and WGS, samples were submitted to the Institute for Bioinformatics and Evolutionary Studies' Genomics Resources Core Facility at the University of Idaho for wholegenome shotgun library preparation and sequencing (PE250 MiSeq).

For RAD and DIP, we followed the protocol of Ali et al. (2015). A total of 150 ng from each sample were standardized to a concentration of $5 \mathrm{ng} / \mu \mathrm{L}$, then divided in half, with each half being digested by either 0.7 U of $n s i I$ (NEB \#Ro127S) or 1.5 U of $p s t I$ (NEB \#R3140S) for 1 h at 37 C and 20 m at 65 C . Each restriction digest included 1 X concentration of Cutsmart buffer. After digestion, samples were barcoded, in parallel, with adapters including both a sticky end compatible with pre-existing restriction enzymes and an sbfI cutsite to facilitate DNA liberation from streptavidin SPRI beads (see Ali et al. 2015, for BestRAD adapter sequences). Two $\mu \mathrm{mol}$ adapter was ligated onto each sample using 320 U of $\mathrm{T}_{4}$ DNA ligase (NEB \#Mo202M), 1X NEBuffer 4 (NEB \#B7004S), and $0.016 \mu$ mol rATP (Thermo Fisher \#Ro441) and incubated for 1 h at 20 C and 20 m at 65 C . Approximately 7 ng DNA from both restriction-enzyme treatments from each sample were pooled en masse, purified using 1.2X Ampure (Beckman Coulter \#A63881) beads, and sonicated for approximately 700 bp fragments using a Covaris M220 ultrasonicator at the Institute for Bioinformatics and Evolutionary Studies. Sheared DNA was incubated with

1X Dynabead M-280 Streptavidin magnetic beads (Invitrogen \#11205D) for 20 m at room temperature and washed five times using 1X Binding and Wash buffer ( 5 mM Tris- $\mathrm{HCl} ; 0.5 \mathrm{mM}$ EDTA; 1 M NaCl$)$. DNA + streptavidin beads were washed once with and resuspended in 1 X NEBuffer 4 prior to restriction digestion with sbfI-HF (NEB \#R3642L) to liberate DNA from the streptavidin beads. After DNA liberation, we used NEBNext Ultra DNA Library Preparation with the following modifications: we used $3.75 \mu \mathrm{~mol}$ of Truseq Adapters for Illumina in lieu of the NEBNext Adapters and omitted the USER enzyme step during the adapter ligation. To size select our library we used AMPure beads to select for 500-700 bps. To ensure that the library was in our desired size range and that the TruSeq adapters were ligated on correctly, we did a "test" PCR under the following conditions: 98C for 30 s ; ( 98 C for $10 \mathrm{~s} ; 60 \mathrm{C}$ for $30 \mathrm{~s} ; 72 \mathrm{C}$ for 30 s ) $\times 19$ cycles; 72C 5 m . Nineteen cycles ensured enough product to visualize library on a gel to verify it was in the desired size range. Final sequencing libraries had the same PCR profile but with fewer cycles (12). Post PCR, libraries were equimolarly pooled to a final concentration of 10.5 nM and sequenced at the Genomics Core Facility in the Institute for Molecular Biology at the University of Oregon.

### 4.6.6 Bioinformatic pipeline

A major advantage of HMMancestry is that the input format, a data frame specifying the allele counts for each parent/population at each SNP, is relatively simple and independent of the choice of bioinformatic pipeline. Here we detail the pipeline used in our analysis. This pipeline is freely available online (https://github.com/tylerhether/Scripts). We used the subprogram preproc_experiment in seqyclean (Zhbannikov, 2015) to preprocess the 48 recombinant haploids that were whole-genome sequenced (WGS). We deduplicated the raw reads and used the program flash (Magoč and Salzberg, 2011) to merge reads that overlapped by at least 10 bps . Merging was necessary since allele counts fed into HmmAncestry would be artificially inflated if read pairs overlapped at SNP loci.

We whole-genome sequenced each of the parental haploid strains (PAR) to identify SNPs between them. As with the WGS recombinant data, we used preproc_experiment to preprocess the raw reads and separate them into merged (single-end) and unmerged (paired-end) files. To obtain a high quality SNP list we filtered parental reads in preproc_experiment with a quality
cutoff of 10 . Next we aligned each parental set of merged single-end and unmerged paired-end reads to the s288c reference genome (Cherry et al., 2012) and merged the corresponding singleand paired-end BAM alignment files. From these alignment files we created consensus sequences for each parent using samtool's subprograms mpileup and $v c f u t i l s$ (Li et al. 2009). Fastq files were converted to fasta files using a custom perl script and fed into nucmer (Kurtz et al., 2004) where we performed a global alignment without rearrangements, set the minimum alignment length to 10 kb , and only retained unambiguous SNPs. We removed multi-base pair indels with a python script from Anderson et al. (2011) to create a list of SNPs between the two parental genomes.

We carried out the following steps to process the RADseq data from 188 individually barcoded haploid recombinants (RAD) and 96 barcoded $F_{6}$ diploids (DIP). Because the barcodes from our RAD procedure can be located on either the single end or paired end read, we first ran the raw reads through a custom perl script that flipped any reads in which the barcode was located on the paired-end read. This script was also used to demultiplex the raw reads based on the restriction enzyme and to remove any reads that lacked a restriction site at one end. Second, we used process_radtags in the Stacks program (Catchen et al. 2013) separately on the pstI-only and nsiI-only data to demultiplex samples based on barcode. Third, for each barcode we concatenated the cleaned reads obtained from the pstI-only and nsiI-only filtering. As with the WGS dataset, we merged any pairs that overlapped with flash and retained the variable length single-end data and the unmerged paired-end data for each sample.

To obtain read counts for each SNP, we first aligned both the merged and unmerged files for WGS, RAD, and DIP datasets using bowtie2 (Langmead and Salzberg, 2012). For the paired end files we allowed for variable insert size of $400-800 \mathrm{bps}$, based on the size selection during the library preparation. We then merged the single end and paired end alignment files for each sample using samtools. Lastly, we used vcftools to include only the SNPs identified between YPS 128 and DBVPG1106 and used a custom perl script to parse the VCF files into the number of reads that mapped to each parent at each SNP. These read count data are the input for HmmAncestry. Custom scripts for this pipeline are available on github (https://github.com/tylerhether/Scripts).

Using HmmAncestry, we estimated the global assignment probability $\hat{p}$ and mean recombination rate $\hat{c}$. We did this procedure separately for each dataset (WGS, RAD, DIP). For each dataset, we used a 10-by-10 grid for the coarse maximum LnL search and ran the fine-scale, hill-
climbing search for a maximum of 30 iterations or until the distance between parameters between iterations was less than the tolerance of $10^{-4}$. We then estimated the posterior probability of belonging to each hidden state, and took the maximum probability state to be the ancestral state at each SNP locus for each individual.

## CHAPTER 5

## Uplift and erosion of genomic islands with standing genetic

 VARIATION 4
### 5.1 SUMMARY

Details of the processes that generate biological diversity have long been of interest to evolutionary biologists. A common theme in nature is diversification via divergent selection with gene flow. Empirical studies on this topic find variable genetic differentiation throughout the genome, that genetic differentiation is non-randomly distributed, and that loci of adaptive significance are often found clustered together within "genomic islands of divergence". Theoretical models based on new mutations show how these genomic islands can arise and grow as a result of a complex interaction of various evolutionary and genic processes. In the current study, we ask if such genomic islands can alternatively arise from divergent selection from standing genetic variation and we test this using a simple two locus model of selection. There are numerous ways in which standing genetic variation can be partitioned (e.g., between alleles, between loci, and between populations) and we tested which of these scenarios can give rise to an island pattern compared to no genomic differentiation or complete genomic differentiation. We found that divergent selection, even without reciprocal gene exchange between populations, following a bout of admixture can relatively quickly produce an island pattern. Moreover, we found two pathways in which islands can form from divergence from standing variation: 1) through the build up of islands and 2) through the breakdown of larger, genome-wide differentiation. Lastly, similar to new mutation theory, we found that the frequency of recombination is an important determinant of island formation from standing genetic variation such that mating behavior of a species (e.g., facultative or obligate sexual) can impact the likelihood of island formation.

[^3]
### 5.2 INTRODUCTION

It is increasingly evident that phenotypic and taxonomic diversity arises despite ongoing gene flow between populations or incipient species (Sullivan et al. 2014). Predicting the genomic response to divergence with gene flow (DGF) in nature is difficult, however, because several interacting evolutionary and genetic factors can occur simultaneously. Moreover, some of these factors can themselves have multiple levels of interaction. For example, divergent selection contributes to genetic divergence both directly by its effect on actual selected loci and indirectly by 'divergent hitchhiking' (DH) of nearby neutral loci (Via, 2012).

The metaphor of "genomic islands of divergence" has been used recently to integrate the dynamics of migration and divergent selection affecting selected loci and recombination and selection affecting the degree of genetic hitchhiking (Smith and Haigh, 2009, Nosil et al., 2009a). Here, inter-population gene flow homogenizes the neutrally evolving "sea floor" whereas DH creates genomic isolation, reducing the effective migration rate at selected loci as well as loci in tight physical linkage with these selected loci (Via, 2012). Such reduction in effective migration owing to DH can further diverge weakly selected, de novo mutations at nearby loci (Yeaman and Whitlock, 2011) that would otherwise be trumped by migration experienced at the sea floor. Thus, over time these divergent islands are hypothesized to grow (widen) with the inverse of the product of migration and recombination whereas height (extent of differentiation) is expected to be proportional to strength of divergent selection.

Mathematical models of GI formation has almost exclusively focused on divergent selection based on new mutations even though many research programs find adaptation from standing genetic variation (SGV; Schluter, 2000, Colosimo, 2005; Carlborg et al., 2006, Michel et al. 2010 , Hohenlohe et al., 2012; Nadeau et al. 2012). Adaptation from SGV can lead to faster evolution, fixation of more small-effect alleles, and an increase frequency of beneficial recessive alleles ( Orr and Betancourt, 2001) relative to adaptation from new mutations (Hermisson, 2005; Barrett and Schluter, 2008). With regards to GI architecture, however, less is known about the role of SGV in part because such variation can be partitioned several different ways both within and between populations. For example, two populations might be fixed for alternate alleles at all polymorphic loci such that each population is in linkage equilibrium but there is a high degree of crosspopulation linkage disequilibrium (X-LD) between loci. In such a case all the SGV is partitioned
between populations. In other cases, a varying level of polymorphism can occur within one or more populations at one or more loci. It is reasonable to suspect that varying how SGV is partition would likely affect the overall magnitude and localization of genetic differentiation nearby loci under divergent selection.

The arrangement of genetic differentiation that occurs across the genome varies widely in the literature (Nosil et al. 2009a) which makes drawing conclusions on the nature of genomic differentiation difficult. It has been postulated that islands form by DH, with growth of such chromosomal regions possible by further divergent selection occurring at loci that are themselves linked to an already established divergently selected locus (Nosil et al., 2009a, Yeaman and Whitlock, 2011). We hypothesize that another, perhaps more frequently used mechanism for island formation is from the segregation of existing genetic variation between populations experiencing different selection regimes. Herein we modeled genetic divergence from SGV to explore the parameter combinations likely to give rise to islands versus those that generate either genome-wide divergence or no divergence between populations. We considered seven different demographic scenarios that differ in terms of how SGV is partitioned within and between a pair of populations, the mating type, and the migration frequency between diverging populations. Our results highlight how the balance of migration and selection together with meta-population demography can strongly affect short term genome-wide patterns of differentiation.

### 5.3 METHODS

### 5.3.1 Modeling divergence from standing genetic variation

We were interested in identifying the parameter range likely to give rise to islands (i.e., local differentiation only) from those that give rise to other genomic patterns (i.e., no or genome-wide differentiation). We considered scenarios in which 1) a pair of populations were completely isolated for a period of time that affected the partitioning of genetic variation between populations followed by 2) secondary contact and 3) divergence with gene flow. We were concerned here with SGV only and so we assumed that the genomic response to a given demographic scenario occurs without new mutations or that is on a shorter timescale than is relevant for new mutations. We examined the genome-wide and temporal dynamics of differentiation for 7 specific evolutionary
scenarios that vary in how SGV is partitioned within and between populations, the degree of admixture between populations that occurred during secondary contact, the periodicity of migration, and whether individuals are obligate or facultative sexual (Table 5.1). In all scenarios, the initial type of SGV was a parameter of the model and we explore different levels of migration, divergent selection, and recombination.

The general life-history cycle during the divergence with gene flow following secondary contact is as follows. Migration between populations occurs at rate $m$ between populations every $m_{f}$ generations. For obligate sexual cases, random mating occurs every generation, following migration if applicable. For facultative sexual cases, random mating occurs following migration only, as in the case of the yeast experiment (see Chapter 6). In other words, for the facultative sexual scenarios, cell division occurs asexually and there are $m_{f}$ rounds of viability selection occurring between migration and random mating. Viability selection within populations occurs at the last step of the life cycle.

In each evolutionary scenario we tracked genetic differentiation between populations at neutral loci linked to a single locus under divergent selection. Locus $A$ is under divergent selection between these two populations and it is linked to a neutral locus $B$. The dynamics of neutral divergence between populations can be tracked by following haplotype frequencies through time. Because there is only a single locus under selection, we can obtain genomic patterns of differentiation by varying the recombination rate, $r$, between loci $A$ and $B$, migration between populations, and the strength of selection at locus $A$.

Let $g_{i j}^{(k)}$ be the frequency of haplotypes in population $k$ with allele $i$ at selected locus $A$ and allele $j$ at neutral locus $B$. For convenience we can summarize the gamete frequencies for each population $k$ as a vector, $\mathbf{p}_{k}$ :

$$
\mathbf{p}_{k}=\left(\begin{array}{c}
g_{11}^{(k)}  \tag{5.1}\\
g_{12}^{(k)} \\
g_{21}^{(k)} \\
g_{22}^{(k)}
\end{array}\right)
$$

| Scenario | mating | $m_{f}$ | Admixture | LD | X-LD | $g_{11}^{(1)}$ | $g_{12}^{(1)}$ | $g_{21}^{(1)}$ | $g_{22}^{(1)}$ | $g_{11}^{(2)}$ | $g_{12}^{(2)}$ | $g_{21}^{(2)}$ | $g_{22}^{(2)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | obligate | 1 | none | 0 | 0.25 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 2 | obligate | 1 | none | 0 | 0.125 | 0.5 | 0.5 | 0 | 0 | 0 | 0 | 0 | 1 |
| 3 | obligate | 1 | none | 0 | 0 | 0.5 | 0.5 | 0 | 0 | 0 | 0 | 0.5 | 0.5 |
| 4 | obligate | 1 | $F_{1} \mathrm{~S}$ | 0.25 | 0.25 | 0.5 | 0 | 0 | 0.5 | 0.5 | 0 | 0 | 0.5 |
| 5 | obligate | 1 | $F_{2} \mathrm{~S}$ | $0.25-\frac{r}{4}$ | $0.25-\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $\frac{r}{4}$ | $\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $\frac{r}{4}$ | $\frac{r}{4}$ | $0.5-\frac{r}{4}$ |
| 6 | obligate | 50 | $F_{2} \mathrm{~S}$ | $0.25-\frac{r}{4}$ | $0.25-\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $\frac{r}{4}$ | $\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $\frac{r}{4}$ | $\frac{r}{4}$ | $0.5-\frac{r}{4}$ |
| 7 | facultative | 50 | $F_{2} \mathrm{~S}$ | $0.25-\frac{r}{4}$ | $0.25-\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $\frac{r}{4}$ | $\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $0.5-\frac{r}{4}$ | $\frac{r}{4}$ | $\frac{r}{4}$ | $0.5-\frac{r}{4}$ |

Migration and random mating - Migration between the two populations experiencing divergent selection follows a simple two-island model with a migration rate $m$. For example, the vector of new haplotype frequencies following migration for population 1 is:

$$
\begin{equation*}
\mathbf{p}_{1}^{(\text {new })}=(1-m) \mathbf{p}_{1}+m \mathbf{p}_{2} \tag{5.2}
\end{equation*}
$$

Mating is assumed to occur at random amongst the individuals within a given population. The change in haplotype frequency after random mating is:

$$
\begin{equation*}
\Delta g_{i j}= \pm r D_{k} \tag{5.3}
\end{equation*}
$$

where $r$ is the recombination rate between loci $A$ and $B$ and $D_{k}$ is the disequilibrium coefficient $\left(D_{k}=g_{11}^{(k)} g_{22}^{(k)}-g_{12}^{(k)} g_{21}^{(k)}\right)$. For the coupling gametes (i.e., $i=j$ ) the quantity $r D_{k}$ in Equation 5.3 is subtracted and it is added otherwise.

Viability selection - A matrix describing the fitness values for all zygotes in population 1 is given by the matrix $\mathbf{S}_{1}$ :

$$
\mathbf{S}_{1}=\left(\begin{array}{cccc}
1 & 1 & 1-s h & 1-s h  \tag{5.4}\\
1 & 1 & 1-s h & 1-s h \\
1-s h & 1-s h & 1-s & 1-s \\
1-s h & 1-s h & 1-s & 1-s
\end{array}\right)
$$

where $s$ and $h$ are the selection and dominance coefficients, respectively. For simplicity in the current model we assume heterozygotes have intermediate fitness between the homozygote genotypes (i.e., $h=0.5$ ). In equation 5.4 rows and columns correspond to the elements in $\mathbf{p}_{k}$. In population 2 the fitness matrix is constructed similarity but the quantity $1-s$ is replaced with 1 and vise versa. The change in haplotype frequencies for each population can be calculated by considering the marginal fitness values for each haplotype. Following Rice (2004), the vector of marginal fitness values is:

$$
\begin{equation*}
\mathbf{w}_{\mathbf{k}}^{\star}=\mathbf{p}_{k}^{T} \mathbf{S}_{k} \tag{5.5}
\end{equation*}
$$

The change of haplotype frequencies due to viability selection depends on the mean relative fitness of a given population, the current haplotype frequency, and its marginal fitness. The mean relative fitness is the dot product of the haplotype frequencies and their corresponding marginal fitness values:

$$
\begin{equation*}
\bar{w}_{k}=\mathbf{p}_{k} \cdot \mathbf{w}_{\mathbf{k}}^{\star T} \tag{5.6}
\end{equation*}
$$

Thus, the vector of change of haplotype frequencies after a bout of selection is then:

$$
\begin{equation*}
\Delta \mathbf{p}_{k}=\bar{w}_{k}^{-1}\left(\mathbf{p}_{k} \cdot\left(\mathbf{w}_{\mathbf{k}}^{\star}-\bar{w}_{k}\right)^{T}\right) \tag{5.7}
\end{equation*}
$$

Numerical methods - Since we were interested in the short-term dynamics of genomic differentiation following secondary contact, we ran each scenario for 500 generations for varying migration rates and strengths of selection and recorded the extent genetic differentiation ( $F_{S T}$, Hartl and Clark, 2007, Hedrick, 2011) at each locus along a simulated chromosome.

### 5.4 RESULTS

### 5.4.1 Genomic differentiation under DGF from secondary contact

No admixture during secondary contact - Under the evolutionary scenarios in which no admixture during secondary contact occurred (i.e., scenarios 1-3, Table 5.1) we found that the extent of genetic differentiation depended on the relative magnitudes of migration and selection (Figure 5.1). When initial divergence was strong (i.e., scenario \#1) the small increases in the migration rate greatly reduced overall differentiation in about 100 generations. Here, under weak to intermediate migration (i.e., $0.001 \geq m \geq 0.01$ ) and under intermediate to strong selection (i.e., $s \geq 0.05$ ) genomic differentiation occurred only under tight linkage, consistent with genomic islands. This same general pattern was observed when the initial divergence was weaker ( $\mathrm{LD}=\mathrm{o}$, X-LD $=0.125$, scenario \#2, Figure D.1) but with less overall differentiation. As expected, when SGV was partitioned completely within populations no differentiation occurred in any migration and selection range (scenario \#3, Figure D.2.


Figure 5.1: Dynamics of divergence with gene flow under scenario \#1 - obligate sexual, $m_{f}=1$, $\mathrm{LD}=0, \mathrm{X}-\mathrm{LD}=0.25$. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$.

Brief admixture during secondary contact - We found that brief admixture between diverged, locally adapted populations immediately before DGF strongly promoted island formation. Indeed, when DGF was initiated with $F_{1}$ individuals - the parents of which were locally adapted to their respective environment - we found that the only divergence that was detected occurred locally within the genome (scenario \#4, Figure 5.2). This island pattern was also observed when two rounds of random mating occurred prior to DGF (scenario \#5, Figure D.3).

We found a strong effect of mating type on the pattern of genetic differentiation from SGV. As predicted, for obligate sexual mating and when migration occurs periodically (e.g., every 50 generations, scenario \#6) selection is relatively strong compared to migration resulting in island formation and persistence even under maximum migration ( $m=0.5$; migration per generation $=$ 0.01). When mating type is facultative, however, the joint contribution of selection and migration can create genome-wide differentiation in addition to islands (Figure 5.4). Here, genome-wide differentiation occurs under strong selection and weak migration.

We identified two pathways in which islands form, depending on the relative strength of selection and migration. First, under strong selection ( $s \geq 0.05$ ) and strong migration ( $m \geq$ 0.2 ) islands form from the breakdown of genomic differentiation with time (e.g., upper right panels of Figures 5.3 and 5.4). Second, under weak selection ( $\mathrm{s}=0.01$ ) and weak to moderate migration ( $0.01<m<0.05$ ), neutral genetic differentiation began low and increased ("grew") over time (e.g., Figures 5.3 and 5.4). The size (width) of islands differed between the two mating types - with larger islands found in facultative compared to obligate mating types. Interestingly, migration was not need for island growth to occur when admixture occurred during a single bout of secondary contact ( $m=0, s=0.01$, Figures 5.2, D.3, 5.3, and 5.3). This is in stark contrast to scenarios in which no admixture occurred in secondary contact (scenarios 1-3, Figures 5.1, D.1, and 5.1).

### 5.5 DISCUSSION

### 5.5.1 Islands from standing genetic variation

We found that localized genetic differentiation can readily occur under a wide range of demographic scenarios, depending on the relative strength of migration and divergent selection. Link-


Figure 5.2: Dynamics of divergence with gene flow under scenario \#4- obligate sexual, $m_{f}=1$, $\mathrm{LD}=0.25, \mathrm{X}-\mathrm{LD}=0.25$. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$.


Figure 5.3: Dynamics of divergence with gene flow under scenario \#6 - obligate sexual, $m_{f}=1$, $\mathrm{LD}=0.25-0.25 r$, $\mathrm{X}-\mathrm{LD}=0.25-0.25$ r. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$.
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Figure 5.4: Dynamics of divergence with gene flow under scenario \#7-facultative sexual, $m_{f}=$ $50, \mathrm{LD}=0.25-0.25$ r, $\mathrm{X}-\mathrm{LD}=0.25-0.25$ r. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$.
age disequilibrium within and between isolated populations can be generated a number of ways prior to the onset of a divergent selection regime. For example, genetic drift can fix alternative alleles between two isolated populations such that there is no LD within but maximum LD between populations. Of course, the fixation of alternative alleles in each isolated population can occur due to preexisting divergent selection on new mutations. In general, the breakdown of linkage disequilibrium under divergence is required for islands to form.

### 5.5.2 Islands uplift and islands erode

Under new mutation theory of island formation, divergent hitchhiking allows for increase establishment probability of new mutations (Yeaman and Otto, 2011) and so islands can "uplift" from the metaphorical sea when seeded with divergently selected loci. We found that such uplifting can also occur from standing genetic variation. An admixture event between genotypically distinct populations creates a high degree of within population LD (Hedrick, 2011). Such a case may occur between hybridizing sister species or through the ephemeral breakdown of a migration barrier. When divergent selection occurs following such an event there are two mechanisms in which islands can form, depending the strength of selection relative to gene flow. During the time in which LD is broken down within a population by random mating, differentiation at both selected and neutral loci increases (though this increase is faster at the selected locus; Figure $5.5 \mathrm{E}-\mathrm{F}$ ). In the case of no migration between populations (e.g., left column of Figure 5.5), neutral differentiation will remain steady since no migration (or mutation) is occurring. Islands can also buildup quickly and erode. For example, under strong divergence with moderate gene flow there is a rapid breakdown of LD early with a slower breakdown of LD later (Figure 5.5D). During the rapid breakdown phase, where the change in haplotype frequencies is dominated by selection and $F_{S T}$ increases with time for both selected and linked neutral sites. During the slow breakdown of LD phase, the change in haplotype frequencies are dominated by migration. Here, differentiation at the selected locus is stable whereas differentiation decreases at the neutral locus (Figure 5.5 F ) owing to recombination. With tighter (weaker) linkage the decrease of $F_{S T}$ will be slower (higher). Thus, under divergence with gene flow we would expect islands to erode with time.


Figure 5.5: Temporal dynamics of genotype frequencies, LD, and differentiation at the selected and linked neutral loci (scenario \#4). Two specific examples (left and right columns) of island formation are given. For each example we plotted the results for population \#1 only so that genotypes $g_{11}$ and $g_{12}$ are favored and $g_{22}$ and $g_{21}$ are disfavored. Left column, migration is absent. Right column, migration is weak ( $m=0.01$ ). For each condition the selection coefficient was strong $(s=0.1)$ and the recombination rate between the selected and neutral loci was 0.01 .

## CHAPTER 6

## The genomic response to adaptation from standing genetic VARIATION IN EXPERIMENTAL YEAST POPULATIONS5

### 6.1 SUMMARY

The recent flood of population genomic data has provided exciting new insights and challenged our understanding of how evolution structures genomes. Rather than simply "population genetics with more markers", population genomics promises a transformative shift in our understanding of real-time evolution. For example, markers exhibiting elevated genetic differentiation between populations have traditionally been used to detect loci under divergent selection and genomic data reveal that regions of elevated differentiation often extend across large, physically linked regions of chromosomes. These "genomic islands of divergence" are not simply the predictable result of divergent selection - rather they reflect complex interactions among selection, epistasis, demography, migration, and recombination. Comparative population genomic data exhibit wide diversity in the number, size, nature, and dynamic behavior of islands, presumably reflecting differences in underlying evolutionary processes. Beyond simply detecting such regions, the volume of data produced by next-generation sequencing has the potential to provide the statistical power necessary to test specific hypotheses about how interacting evolutionary forces structure genomic variation. Herein we use experimental evolution to test the overall hypothesis that such genomic islands of divergence can manifest from divergent selection on standing genetic variation. We test this hypothesis by crossing two haploid strains of budding yeast to generate an admixed polymorphic population from their $F_{2}$ offspring. We then evolved replicate populations in two different stress environments - sodium dodecyl sulfate and sodium chloride - for 12 days and looked for genomic regions that differentially responded to these environments. We found that genomic islands can readily evolve after an episode of introgression, without further gene flow or de novo mutations, which may broadly explain the prevalence of

[^4]genomic islands seen in nature. Next we tested the efficacy of gene flow in reducing the size and extent of genomic islands. We found that gene flow between locally adapted populations did not correlate with island size. Instead, we found that the genomic response to additional divergence (with gene flow) created a genome-wide and stochastic pattern of divergence.

### 6.2 INTRODUCTION

Evolutionary biologists have long been interested in identifying genes of adaptive significance, especially in populations experiencing divergent selection pressures. In this spirit several early empirical studies - reviewed in Nosil et al. (2009a) - report loci with 'outlier' status in genome scans (Beaumont and Nichols, 1996). These studies report on the order of $5-10 \%$ of the markers surveyed exceed neutral expectations (Via, 2012). More recently, genomic studies have put genetic differentiation in a genomically explicit context and show that such outlier loci can cluster together along chromosomes - creating regions of localized genetic differentiation or "genomic islands of divergence".

Nosil et al. (2009a) summarized the metaphor of genomic islands of divergence. Briefly, when a pair of populations are experiencing divergent selection pressures, gene flow is effectively weaker nearby divergently selected loci. Under these regions of "divergent hitchhiking" de novo mutations can further expand the region under divergent selection. Over time these genomic islands can grow and merge with other islands, eventually creating a genome-wide pattern of divergence between pairs of populations or sister species (Wu, 2001).

One question that remains, however, is whether such islands can form from standing genetic variation. All studies that we are aware of look at dynamics and patterns of genomic islands using a retrospective approach (i.e., natural experiments). While this approach has been useful in identifying and cataloging the size, number, and dispersion of genomic islands that occur in nature, it has its drawbacks. Namely, the compounding of evolutionary history over time in these natural experiments can erode the signal of early divergence, making it difficult to genomically reassemble the genetic roots of adaptation to divergent environments (Nadeau et al., 2012). Therefore, while the ultimate source of new genetic variation is new mutations, is it necessary that the heterogeneous nature of genetic differentiation is mainly a result of de novo
mutations occurring at loci experiencing divergent hitchhiking or can these patterns be explained from standing genetic variation? In Chapter 5 we used a simple diploid, two-locus model and found that genomic islands indeed can assemble quickly from standing variation when recently admixed populations diverge.

Selection can be multifarious, acting across genetically independent traits and among loci across the genome (Nosil et al., 2009b). Empirical studies have cataloged extensive genomic island patterning (Turner et al., 2005, Via and West, 2008, Nadeau et al., 2012; Hohenlohe et al., 2012) as a result of selection acting in concert with migration, drift, and other evolutionary processes. The biggest limitation to these empirical studies, however, is that they necessarily only take snapshots of genomic islands at a point in time after divergent selection has taken place, and so it is difficult to assess whether standing genetic variation or new mutations were involved in island formation. At the same time, our previous mathematical models showed that island formation is possible from standing genetic variation but ignores complex selection and drift.

One approach to test if genomic islands can form from standing genetic variation is to experimentally evolve recently admixed populations in divergent environments. The yeast Saccharomyces cerevisiae can be grown in a range of environmental conditions, have a short generation time, and populations can be frozen and later revived for direct comparison to their ancestors or sequenced to create a catalog of genomic differentiation through time. Yeast can reproduce asexually as diploids or haploids, haploids can be crossed to form diploids, and diploids can be induced to sporulate, which means a single diploid cell undergoes meiosis to produce four haploid spores. Genetic manipulation in yeast is common (Scannell et al., 2011). Thus, crossing two genetically diverse strains to create standing genetic variation and maintaining these population as diploids via genetic engineering can be accomplished relatively easily. Moreover, artificial selection combined with high-throughput sequencing has been applied successfully for association and QTL mapping, so the identification of loci responsible for phenotypic divergence has become routine as well (Ehrenreich et al. 2010, Parts et al., 2011). One approach that is particularly useful in identifying loci of adaptive significance in yeast is extreme QTL (X-QTL, Ehrenreich et al., 2010). In X-QTL, parental strains are crossed and aliquots of progeny are selected for a period of time in either a stress medium or in a control medium. Comparing
the allele frequency differences between treatment and control allows for the identification of both large and small effect QTL associated with tolerance to the stress. A direct but unexplored extension of this approach is to evolve aliquots in two different stress environments to tease apart genomic regions under directional selection and those under divergent selection.

While the above attributes make yeast an ideal system in which to study the genomic response to divergent adaptation, it is necessary to take their life history into account. Saccharomyces cerevisiae is facultatively sexual. Indeed, clonal reproduction occurs about 25,000-35,000 times more frequently than sexual reproduction (Magwene et al. 2011), though sexual reproduction can certainly occur more frequently in the laboratory (e.g., Nishant et al., 2010). Thus, while most models of divergence with gene flow consider obligate sexual organisms, the quick generation time of yeast (ca. 100 minutes; Herskowitz 1988) prohibits them from evolving solely in this manner. In our previous models (Chapter 5) we found that the strength of selection is enhanced relative to migration for facultative sexual organisms such as yeast that mate and migrate periodically (Figure 5.4).

The genomic island metaphor holds promise to integrate many evolutionary processes that act in natural populations. However, it is unclear whether new mutations or standing genetic variation drive genomic island growth more commonly in natural populations. Herein we experimentally evolved polymorphic yeast populations to test the hypothesis that genomic islands can quickly form from standing genetic variation. We performed two complementary experiments to test this hypothesis. First, we created standing genetic variation by crossing two diverged strains and evolved replicate $F_{2}$ populations in isolation in alternative stress environments: SDS or NaCl supplemented media. We measured the evolutionary response to growth in these alternative environments by quantifying the degree of adaptation and the genomic pattern of differentiation between replicates and 1) their ancestors and 2) replicates grown in alternative stress environments. Second, we tested the efficacy of migration and recombination to reduce the extent and size of genomic islands from locally adapted pairs of populations. Here we tested 4 levels of gene flow. We evolved populations without migration and either with or without mating. Sex in yeast in harsh environments has been shown to increase the rate of adaptation (Goddard et al. 2005) and so we predicted that mating would have a measurable effect on island size. Also, we evolved populations with mating and either intermediate (o.2) or high (0.5) migration
between populations grown in alternative environments and tested the prediction that island size decreases with increasing migration rate.

### 6.3 METHODS

### 6.3.1 Yeast strain crosses, media \& methods

Crossing strains - Details of the yeast strain construction and media used have been described in detail in Chapter 4 Briefly, to create an admixed ancestral population we crossed two heterothallic and haploid S. cerevisiae strains: YPS128 (mat $\alpha$, ho $\triangle:$ :Hyg, ura3 $\triangle:$ KanMX; NCYC\# 3632) and DBVPG1106 (mat a, ho $\triangle:: H y g$, ura3 $\triangle:: K a n M X ; ~ N C Y C \# ~ 3596) . ~ S e e ~ C u b i l l o s ~$ et al. (2009) for initial strain construction. Previous work shows that these two strains have 73,294 high quality SNPs between them (see Chapter (4).

The presence of haploids during divergent selection represents a confounding factor since these haploids may outcompete the diploids under certain conditions (Zeyl, 2006, Otto and Gerstein, 2008) yet not survive the sporulation procedure (see below). Thus, to promote diploid growth (i.e., select for diploids) we disrupted His3 in strain DBVPG1106 and replaced it with a functional copy of URA3 from an amplicon from plasmid YEp24 (Struhl et al. 1979) using the protocol from Gietz and Schiestl (2008). We then mated a single transformant with YPS128 described above. The resulting $F_{1}$ progeny are heterozygous at the His3 locus for both $\mathrm{HIS}_{3}$ and URA3 alleles and so can successfully grow on Histidine-Uracil double dropout medium. Proper placement of homologous recombination was confirmed via PCR (see Table 6.1 for recombineering and confirmation oligos). We sporulated a single $F_{1}$ individual using the sporulation protocol below and randomly mated recombinant spores together to create an admixed $F_{2}$ population. Specifically, we spread $100 \mu \mathrm{~L}$ of washed (YPD) spore solution and mated the spores onto YPD plates for 36-48 h(30C). Using a toothpick, we swabbed cells from each YPD plate and inoculated them in 2 mL of Ura-His dropout medium incubated on a roller drum at 30C. Only the diploid $F_{2}$ recombinants are expected to be heterozygous at the His3 locus (URA3/HIS3). This admixed $F_{2}$ population was used to seed the initial divergence (see below).

Table 6.1: Oligos used for the construction of the deletion cassette and the confirmation of correct integration into the genomic His3 locus of the target DBVPG1106 strain.

| Step | Primer | Template | Sequence (5' $\rightarrow 3^{\prime}$ ) |
| :--- | :--- | :--- | :--- |
| Deletion cassette | Forward | YEp24 | AAATGAGCAGGCAAGATAAACGAA |
|  |  |  | GGCAAAGATGGATGTCCACGAGG |
|  |  |  | TCTCTAATTCCGGGCATGCGGCC |
|  |  |  | TTAGTAACAAAAGAGTGGTA |
| Deletion cassette | Reverse | YEp24 | CGTATGCTGCAGCTTTAAATAATC |
|  |  |  | GGTGTCACTACGGTGTCGGTCTC |
|  |  |  | GTAGAAACCTTGGCCGCTCGGTT |
|  |  |  | CCCGATGCGTCCGGCGTAGA |
| Confirmation PCR | Forward | gDNA | TTCCACCTAGCGGATGACTC |
| Confirmation PCR | Reverse | gDNA | TGATGCATTACCTTGTCATCTTC |

Sporulation - During the initial crossing of $F_{2}$ ancestors and during the course of the evolution experiment we induced meiosis to produce haploid spores. We used the following protocol to sporulate diploid cells. For each population we harvested 1 mL of cells grown in standard rich medium (Yeast Peptone Dextrose, YPD; Sherman, 2002), washed them with 1 mL of presporulation medium (Yeast Peptone Acetate; Codón et al. 1995), and we incubated them in 1 mL YPA for $12-15$ hours. Next we washed cells in $\mathrm{SPO}_{2}$ sporulation medium ( $2 \% \mathrm{KAc}, \mathrm{pH} 7$; Codón et al., 1995) and incubated cells in 1 mL of $\mathrm{SPO}_{2}$ in a roller drum. Unsporulated cells were killed off using heat and enzymatic perturbation. Asci were removed using $40 \mu \mathrm{~L}$ of Zymolyase Solution ( $1 \mathrm{U} / \mu \mathrm{L}$ Zymolyase [MP Biomedicals] in 1 M sorbitol). To recover spores from sporulation we allowed them to grow on YPD plates for 2 days. Next we transferred 1 swab of cells to 2 mL of Histidine-Uracil double dropout medium to enrich for diploids.

### 6.3.2 Experimental evolution

We conducted two evolution experiments. In "Experiment I" we allowed admixed ( $F_{2}$ ) populations to diverge from one another in isolation. This initial divergence was done to select for alternative alleles between the SDS and NaCl environments. In "Experiment II" we split populations at the end time point of Experiment I into 4 different migration treatments and evolved them under a divergence with gene flow scenario. A schematic of the experimental design is presented in Figure 6.1 and detailed below.

Experiment i, admixture followed by isolation - We aliquoted the $F_{2}$ ancestral pool into 6 populations. We subjected three of these populations to YPD containing $0.04 \%$ SDS in daily (batch) transfers. The remaining three populations were grown in batch with YPD with $3 \% \mathrm{NaCl}$. Each population was grown for 23 hours in $100 \mu \mathrm{~L}$ reactions in a 96 -well microtiter plate with continuous shaking. Following incubation, cells were washed twice with water and resuspended with YPD. A total of $5 \mu \mathrm{~L}$ of resuspended cells were added to $95 \mu \mathrm{~L}$ of their respective (matched) stress medium as well as $95 \mu \mathrm{~L}$ of the opposite (unmatched) stress medium. Population growth in the unmatched medium was only used to assess local adaptation (see below) and so these cells were not propagated further. Approximately every 6 minutes during the shaking incubation the optical density ( 600 nm ) was automatically measured for all samples,


Figure 6.1: Schematic of the experimental design used in the current study. A) The starting $F_{2}$ recombinant pool was constructed by mating haploid YPS128 and DBVPG1106 strains and sporulating a single $F_{1}$ zygote. B) This $F_{2}$ ancestral pool was used to seed Experiment I in which 3 replicate populations (only one of which is diagrammed) were grown in SDS stress (blue circles) and 3 replicates were grown in NaCl stress (red circles) and propagated in batch (curved arrows). This propagation occurred 11 times during Experiment I. C) The last time point of Experiment I - indicated by black rectangle - was used to seed Experiment II. Here we only show one "cycle" of divergence with gene flow from one replicate population pair. Within this cycle populations are sporulated and the resulting spores are migrated at one of three levels ( $m=0,0.2, \& 0.5$ ) and allowed to mate (except for the no migration, no sporulation treatment). Resulting diploids are propagated in batch for 7 days. This cycle of divergence, sporulation, and gene flow occurred a total of 4 times.
giving daily growth curves for each population in its local and in its foreign stress environment. We performed 11 transfers ( 12 days total) of growth in isolation so that local adaptation could evolve.

Experiment ii, divergence with gene flow - We also evolved populations under a divergence with gene flow (i.e., multiple bouts of admixture) scenario. For this experiment we continued to evolve populations at the end time points of Experiment I. Specifically, the 6 populations from the end time point of Experiment I were split into 4 different treatments: 1) no migration \& no mating 2) no migration with mating (within populations) 3) migration at rate $m=0.2$ with mating and 4) migration at rate $m=0.5$ with mating. In each treatment and each replicate ( $\mathrm{n}=3$ ) we grouped one SDS evolved population with one NaCl evolved population, resulting in 3 population pairs in each migration treatment. Based on simulated results (CHAPTER 5 ) we tested for genomic island formation under 3 migration levels ( $\mathrm{m}=0,0.2, \& 0.5$ ). The divergence with gene flow scheme used here consisted of daily batch transfers in selective media with periodic migration. We grew populations asexually in $100 \mu \mathrm{~L}$ of their matched and unmatched media under daily transfers for 7 days (i.e., about 50 generations of asexual growth). As with Experiment I above, the unmatched populations were only used to assess local adaptation. To better estimate growth curves we performed two "technical" replicates of each population and report on the average growth curve for each condition. For the matched populations we sporulated diploid individuals. We standardized all sporulated populations to the same concentration (ca. $7.5 \times 10^{6} / \mathrm{mL}$ ) and mixed spores between population pairs at the experimental varied migration level. We selected for diploids as described above. After growing in Ura-His dropout medium for 24 h we transferred $5 \mu \mathrm{~L}$ of washed (YPD) cells to $95 \mu \mathrm{~L}$ matched and unmatched stress medium. We performed 4 of these selection/gene flow cycles for a total of 28 asexual days (ca. 200 asexual generations). Interestingly, newly formed diploid zygotes grew poorly - or not at all - in 0.04\% SDS which cause poor estimates of growth curves from well to well and between technical replicates (results not shown). Thus, for Experiment II we reduced the selective concentration of SDS by $25 \%$ ( $0.03 \%$ SDS).

### 6.3.3 Data analysis

Measuring initial change in fitness - We tested whether and how populations of $F_{2}$ individuals responded to a given stress environment over time during the initial 12 days of batch transfer in isolation (Experiment I). For each day we fit growth curves (optical density, OD, at 600 nm ) for each of the six populations ( 3 evolving in SDS and 3 evolving in NaCl ) using a generalized logistic (Richards) curve in the R package grofit (Kahm et al. 2010). Like the logistic growth equation, the Richards curve increases monotonically with time but the latter is more flexible since the maximum growth rate can occur anywhere between the lower and upper asymptotes (Birch, 1999). This flexibility is accomplished via a shape parameter, $v$. When $v$ is 1 , the curve resembles the logistic and as $v$ increases the maximum growth rate is found closer to the upper asymptote. This latter case more closely resembled our data - especially when populations were tested in the SDS environment.

To measure population growth we fit Richards curves to the data using grofit and extracted the four model parameters: lag, rate, shape and carrying capacity (see Figure 6.2 A). Prior to fitting the data we zeroed optical densities such that the first measurement was set to zero. Additionally, to measure overall population growth in a given environment we took the integral of the model fit. This area under curve (AUC) metric was used as a single estimate that encompasses all four parameters of the model. For each metric, we averaged the values between the two technical replicates to mitigate well-to-well variation.

To test if these growth curve metrics changed with time or between stress environments during initial divergence we used a repeated measures ANOVA on each of the 4 growth metrics and their composite statistic, AUC.

Measuring local adaptation - At a given time in Experiment I and Experiment II there are two values for each metric and for each environmental patch - one for the local population and one for the foreign population. Our measure of local adaptation follows the "local-foreign" criterion (Kawecki and Ebert, 2004). For example, to estimate local adaptation in AUC we subtracted the AUC value of the foreigners from that of the locals. In this way, values greater than zero indicate local adaptation.

Testing for differences in local adaptation - We tested for differences in local adaptation between stress environments (Experiment I and Experiment II) and between migration treatments (Experiment II only). To test if local adaptation increased over time in Experiment I we used a repeated measures ANOVA for each growth metric as above. Additionally, to test for differences at the final time point of each experiment we fit two separate MANOVAs: one for the last time point of each experiment. The dependent variables were local adaptation metrics for each of the four Richards curve parameter estimates. For Experiment I we fit a one-way MANOVA with the independent variable being environment tested in (2 levels). For Experiment II, we added an additional independent variable: migration with three levels. We also tested for an interaction of environment-by-migration on the multivariate response to local adaptation.

Sequence preparation - To identify the genomic response to adaptation, we sequenced Restriction-site Associated DNA (RAD) markers in 25 populations: the T-11 $F_{2}$ ancestor, the 6 populations at the end of time point To (i.e., end of Experiment I) and the 18 populations at the end of time point T28 (i.e., end of Experiment II). We used the general RADseq methodology of Chapter 4 to estimate genome-wide differentiation during the final time point of each population.

Bioinformatic pipeline - To process RADseq data we used the general method described in Chapter 4 Broadly, this pipeline preprocesses raw paired-end fasta files, demultiplexes samples (i.e., individual populations), maps each to the reference S. cerevisiae genome, and estimates allele frequencies of the previously identified SNP sequences.

We used the following methods to process the raw data. We ran the raw paired-end data through a custom perl script to remove any reads that lacked any sample barcodes. This script also flipped the forward and reverse read if the barcode was detected on the paired-end read, as is expected given our RADseq library preparation (see above). This flipping was necessary to ensure reads were processed correctly in downstream programs that expect the barcode to occur on the forward read. Lastly, this script parsed out $n s i I$ and $p s t I$ RAD sites into separate pairedend fasta files. Since these two restriction enzymes differ by only a single basepair, inclusion of
both of them into a single process_radtags run resulted in poor quality scores of reads (data not shown).

To call alleles at predetermined SNPs we first used process_radtags in the Stacks program (Catchen et al. 2013) on each enzyme separately. This procedure was done to demultiplex samples based on barcode. We then concatenated the process_radtags results for each sample into a single pair of forward and reverse fasta files and used flash (Magoč and Salzberg, 2011) to merge any pairs that overlapped by 10 bp or more. To obtain reliable estimates of change in allele frequencies we targeted high sequencing coverage. The RAD protocol we used randomly shears the end opposite of the restriction site which results in SNPs in these regions having lower sequence coverage compared to regions nearby the restriction site. Thus to obtain higher overall coverage of SNPs we mapped only the forward or flashed reads to the s288c reference genome (Cherry et al. 2012) using bowtie2 (Langmead and Salzberg, 2012). We then merged and sorted the forward and flashed mapping results with samtools. In a previous study we identified a list of $>73,000$ high quality diagnostic SNPs between haploid strains YPS128 and DBVPG1106 and we filtered the mapping data with this SNP list. Such filter effectively ignores any variation introduced by new mutations and previously fixed positions.

We had three classes of pairwise comparisons for which we estimated per-SNP genetic differentiation. First, we compared allelic change at replicates at the end of Experiment I with their $F_{2}$ ancestor ( 6 comparisons). Second, we compared the three population pairs at the end of Experiment I (3 comparisons). Third, we compared 3 replicate population pairs in each of the migration treatments at the end of Experiment II ( 12 comparisons). For each of these 21 pairwise comparisons, we used mpileup (Li et al., 2009) and PoPoolation2 (Kofler et al. 2011) to obtain counts of alleles at each of the predetermined SNPs. For each dataset, we further filtered to remove any SNPs with less than 30 alleles in either population using a custom python script. To estimate $F_{S T}$ at each SNP position we used PoPoolution2 with the following parameters: minimum minor allele frequency, $1 \%$; pool size, 1000; maximum coverage, 5000; window size, 1 ; step size, 1. We estimated $F_{S T}$ following Hartl and Clark (2007).

The results of the above pipeline yield values of $F_{S T}$ across each of the 21 pairwise comparisons. We used the following methods to characterize the genomic landscape of differentiation in our yeast data and to test the effect of migration on the change of size of islands. First, because $F_{S T}$
is a relative measure of divergence, two populations can appear differentiated in the presence of directional selection that is in the same direction but with different magnitudes. Such cases might occur when populations are adapting to laboratory conditions that are not associated with SDS or NaCl tolerance (e.g., adaptation to specific YPD, aeration, or temperature). Since we were only interested in divergent loci, we subset the total number of SNPs to include only those that showed evidence of a divergent selective response between the two stress environments. Here we implemented a novel extension of the X-QTL method (Ehrenreich et al., 2010). Specifically, we identified divergent loci from Experiment I by the following criterion. First, all three replicate populations evolving in SDS needed to exhibit identical response to selection (e.g., all show an increase in the YPS128 allele frequency relative to the $F_{2}$ source population). Second, and similarly, all three replicates of the NaCl evolved treatment needed to have identical selective response. Loci under parallel directional selection occur when all replicates (in both environments) show identical responses. This might occur for loci responding to general laboratory conditions. Loci under divergent selection can be inferred by opposite and repeatable responses to each treatment. The chances of each condition (directional or divergent) happening by chance is low (ca. 3\% for each unlinked locus). We made an additional filter such that we discard SNPs in which the average magnitude of differences between treatments was less than $15 \%$ unless they occurred within 43.27 kbp of a SNP with a larger difference. This size was chosen based on the median tract length of a non-recombining chromosome (see Table 4.2 in Chapter 4).

Within a given pairwise population comparison we estimated island "clumpiness" by the average (within chromosomes) Moran's $I$ at a 1 Kbp distance lag. When nearby locations of the genome are more similar in $F_{S T}$ than by chance, they are autocorrelated (Moran's $I>0$ ) and the size of their correlation is captured by the magnitude of I. Additionally, within each chromosome we estimated the distance at which autocorrelation is expected to be o; this "neighborhood size" can be an indication of the width of islands when they are present. We used these two statistics to test the hypothesis that increased migration breaks down genomic islands. Finally, to test the similarity of genomic response between replicates with a given treatment or across treatments we estimate Pearson's correlation coefficient for each pairwise population combination.

### 6.4 RESULTS

### 6.4.1 Divergence following admixture in yeast populations

Comparing individual growth curve parameters across time revealed a difference in how populations initially adapted to the stress environments. In general, SDS evolved populations showed the greatest change over the initial 12 days (Figure 6.2) and these changes were most pronounced in lag, carrying capacity, shape, and AUC. We detected a change in population growth over time in all growth metrics that we analyzed using a two-way repeated measures ANOVA (alpha value $=$ 0.05). Moreover, we detected significant interaction between NaCl and SDS stress environments and time for lag ( $\mathrm{P}<0.0034$ ), carrying capacity ( $\mathrm{P}<0.00026$ ), shape ( $\mathrm{P}<0.0017$ ), and AUC ( $\mathrm{P}<7.6 \mathrm{e}-$ 05). No environment-by-time interaction was observed for growth rate ( $\mathrm{P}<0.5436$; Figure 6.2 C ) though populations in both stress environments showed an increase in growth rate with time.

We estimated the genomic response to growth in each environment following 11 days of batch transfer by comparing evolved replicates to their $F_{2}$ ancestors. We found that our RADseq method yielded a high overall alignment rate (mean $=92.9 \%, \mathrm{SD}=4.1$ ) with high average coverage per SNP (Table 6.2). Within a given treatment, selection responses were highly similar across replicates (Figure 6.3) yet there was little correlation between replicates in alternative environments (Figure 6.4). Using short read ( 75 bp ) sequencing of RAD loci we obtained highly confident allele frequencies estimates for 2,933 SNPs across the genome (about $4 \%$ of the total SNPs identified using whole genome sequencing). Of those SNPs, 420 met our criteria for divergent selection (purple regions in Figure 6.3 B ) and a cutoff of $15 \%$ or more extreme difference ( $15 \%$ cutoff value for allelic difference $=0.145$ ). Taking into account SNPs nearby given the previous estimate of recombination blocks for $F_{2}$ s we recovered an additional 738 SNPs to have a total of 1,158 SNPs for which island size could be estimated.

The magnitude and location of individual $F_{S T}$ peaks exhibited both high within-environment and low cross-environment repeatability (Figures 6.4 \& 6.5). In agreement with the phenotypic data above, SDS evolved replicates showed the greatest degree of genetic differentiation throughout the genome with multiple moderately sized (e.g., $F_{S T}>0.2$ ) peaks identified and a larger average extent of autocorrelation in the first distance class compared to NaCl evolved replicates (Figure 6.4). We identified several peaks (e.g., in chromosome IV, X, \& XV) that exhibited high


Figure 6.2: Raw growth curve parameter estimates through time during the initial build up of adaptation in isolation. Panel A shows a representative growth curve over time (purple dots). Here, the carrying capacity (red line, units $=O D_{600}$ ), rate (black line, units $=\triangle O D_{600} / \Delta$ time, and lag (blue line, units = hours) are indicated. The combined statistic, AUC, is indicated by the grey shading. Panels B-F show the four parameters used in the Richards curve and their composite statistic (AUC). Within each panel populations (dashed lines) are plotted through time with the group mean (solid lines) given. Purple and gold lines denote populations evolving in NaCl and SDS, respectively.
Table 6.2: Average coverage per SNP for all 21 experimental pairwise populations. For each pairwise comparison the experimental conditions are given along with the number of SNPs (after filtering) and the allelic density (i.e., average number of alleles per SNP) for each population.

| Comparison | Experiment | Migration | Replicate | SNPs used | Pop 1 | Pop 1 coverage | Pop 2 | Pop 2 coverage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | I | - | 1 | 4313 | $F_{2}$ | 710.6 | To ( NaCl ) | 411.8 |
| 2 | I | - | 2 | 4167 | $F_{2}$ | 726.9 | To ( NaCl ) | 147.9 |
| 3 | I | - | 3 | 4381 | $F_{2}$ | 702.7 | To ( NaCl ) | 501.1 |
| 4 | I | - | 1 | 4540 | $F_{2}$ | 683.7 | To (SDS) | 782.3 |
| 5 | I | - | 2 | 4362 | $F_{2}$ | 704.1 | To (SDS) | 436.1 |
| 6 | I | - | 3 | 3455 | $F_{2}$ | 801.8 | To (SDS) | 361.3 |
| 7 | I | - | 1 | 4330 | To (SDS) | 811.2 | To ( NaCl ) | 410.8 |
| 8 | I | - | 2 | 4132 | To (SDS) | 450.8 | To ( NaCl ) | 148.3 |
| 9 | I | - | 3 | 3410 | To (SDS) | 364.5 | To ( NaCl ) | 521.2 |
| 10 | II | o (no mating) | 1 | 4133 | T28 (SDS) | 602.2 | T28 ( NaCl ) | 531.3 |
| 11 | II | o (no mating) | 2 | 3592 | T28 (SDS) | 324.7 | T28 ( NaCl ) | 517.8 |
| 12 | II | o (no mating) | 3 | 4054 | T28 (SDS) | 447.3 | T28 ( NaCl ) | 581.5 |
| 13 | II | $o$ (mating) | 1 | 4141 | T28 (SDS) | 528.9 | T28 ( NaCl ) | 440.5 |
| 14 | II | o (mating) | 2 | 3362 | T28 (SDS) | 683.3 | T28 ( NaCl ) | 134 |
| 15 | II | o (mating) | 3 | 3582 | T28 (SDS) | 439.5 | T28 ( NaCl ) | 729.1 |
| 16 | II | 0.2 | 1 | 838 | T28 (SDS) | 176.3 | T28 ( NaCl ) | 35.1 |
| 17 | II | 0.2 | 2 | 1531 | T28 (SDS) | 234.6 | T28 ( NaCl ) | 196.9 |
| 18 | II | 0.2 | 3 | 3951 | T28 (SDS) | 162.7 | T28 ( NaCl ) | 520.4 |
| 19 | II | 0.5 | 1 | 4175 | T28 (SDS) | 622.4 | T28 ( NaCl ) | 740.5 |
| 20 | II | 0.5 | 2 | 4296 | T28 (SDS) | 434.6 | T28 ( NaCl ) | 486.6 |
| 21 | II | 0.5 | 3 | 4279 | T28 (SDS) | 774.1 | T28 ( NaCl ) | 421.2 |


Figure 6.3: The genomic response to selection for each environment after 12 days of asexual growth of individuals admixed from YPS128 and DBVPG1106 ancestry. A) For each replicate population the change in allele frequency of the YPS128 allele relative to the $F_{2}$ frequency estimate is plotted. Values greater (less) than o indicate an increase (decrease) of the YPS128 specific allele for a given SNP-replicate combination. The three blue and three red lines are for replicates evolving in either SDS or NaCl , respectively. B) The average relative difference in allele frequencies. Regions in which there was a repeatable and opposite response between populations grown in different environments are indicated as purple dots (panel A) or purple shading (panel B).


Figure 6.4: Pairwise correlation in $F_{S T}$ between replicates and treatments in this study. Within a given grouping diagonal components indicate Moran's $I$ for the first distance class ( 10 Kbp ) within a replicate and the pairwise Pearson's correlation coefficient between pairwise observations.
$F_{S T}$ but as a result of the differences in the degree of change in the YPS 128 allele frequency (i.e., not differences in the sign of change in YPS128 allele frequency; grey shading in Figure 6.5).

### 6.4.2 Local adaptation following admixture in yeast populations

In terms of local adaptation between populations at time To, we found that local individuals increasingly outperformed foreign individuals in lag ( $\mathrm{P}<0.027$; Figure 6.6 B ), carrying capacity ( $\mathrm{P}<0.0017$; Figure 6.6D), and AUC ( $\mathrm{P}<0.0009$; Figure 6.6F). Growth rate only showed a marginal significant increase across time ( $\mathrm{P}<0.066$; Figure 6.6C). While populations overall adapted to their respective environments, we did not detect a significant difference between the extent of local adaptation between environments at the end of Experiment I when taking into consideration all four local adaptation metrics together (MANOVA; Wilks' lambda=0.052, $F_{(4,1)}=4.52$, $\mathrm{P}<0.337$ ).

We found that genetic differentiation after 12 days of isolation between population pairs was dominated by the genetic differences accrued in SDS evolved populations (compare Figure 6.5 AC with Figure 6.7A-C). Indeed, we found that peaks in the To (SDS) vs To ( NaCl ) comparisons were highly correlated with peaks in the To (SDS) vs $F_{2}$ ancestral pool comparisons but not in the To $(\mathrm{NaCl})$ vs $F_{2}$ comparisons (Figure 6.4). For much of the genome, the genomic response from evolving alternative habitats showed a similar pattern in the direction and magnitude of allele frequency change; however, we uncovered several regions that showed a differential selective response between SDS and NaCl (Figure 6.3). Notably, regions of variable size along chromosomes IV, V, VI, VII, IX, XIII, XIV, \& XVI displayed an abundance of SNPs in which all three replicates of SDS evolved populations exhibited a similar response and opposite from all three replicates that evolved in NaCl .

### 6.4.3 DFG from isolated, locally adapted yeast populations

Across all migration treatments, local adaptation in both environments was generally maintained (Figure 6.8, see also Figures E.1, E.2, E.3. \& E.4). At the end time point of Experiment II (T28) we found that the SDS environment contained more locally adapted individuals than the NaCl environment (MANOVA; Wilks' lambda=o.19, $F_{(4,13)}=14.13, \mathrm{P}<0.0001$ ). Interestingly, we did
Figure 6.5: Genomic differentiation from initial adaptation. Shown here is $F_{S T}$ across replicate populations evolving in SDS (A-C) or NaCl (D-F) for 12 days. Colored regions indicate putative loci of divergent selection and the different colors delineate individual chromosomes. The genome-wide average $F_{S T}$ is given as a dashed line.


Figure 6.6: Local adaptation (LA) of local populations relative to foreign populations during divergence after secondary contact. Panel A shows an example of local adaptation using the local-foreign criterion. Here, AUC for populations are plotted as means ( $\pm$ SD). The color of the population averages and associated errorbars correspond to the environment in which they were grown. The mean AUC value for each of the foreign populations is subtracted from the local population's AUC value (vertical solid lines). This method produces two LA values - one for each stress environment. Panels B-F show the LA values four parameters used in the Richards curve and their composite statistic (AUC). Gold and purple lines denote NaCl and SDS habitats, respectively, and group means are denoted by solid color lines. For clarity, the LA value for lag was multiplied by -1 such that positive values indicate the temporal advantage (in hours) that the locals have compared to their foreign counterpart.

not detect any differences in local adaptation among the migration treatments ( $\mathrm{P}<0.29$ ) or in environment-by-migration interactions ( $\mathrm{P}<0.47$ ) at time point T 28 . However, we found that local adaptation tended to increase within a "cycle". For example, at time point T22 the only significant difference in local adaptation occurred among the migration treatments (MANOVA; Wilks' lambda=0.25, $\left.F_{(12,34.7)}=14.13, \mathrm{P}<0.04\right)$ - not between environments $(\mathrm{P}<0.17)$. Thus, it appears that the effect of migration (and recombination) diminishes with asexual growth in these stress environments.

Whereas there was a high degree of repeatability found at the end of Experiment I , we found a greater degree of stochasiticity and variance in genetic differentiation at the end of Experiment II (Figures $6.9 \& 6.10$. Within a replicate population pair, average Moran's $I$ at the first distance class remained similar as Experiment I but within-treatment and across-treatment Pearson correlation coefficients were weak (Figure 6.4). We detected a significant difference between average neighborhood size and migration treatment (ANOVA; $F_{(3,105)}=4.66, \mathrm{p}<0.004$ ) but this pattern was primarily driven by the intermediate migration level, which exhibited smaller size islands than either no migration (without mating) or high migration treatments (Figure E.5). Considering only those migration treatments in which mating occurred, we found that increasing migration decreased overall mean $F_{S T}\left(\mathrm{y}=-0.21 \mathrm{x}+0.19, R^{2}=0.15, \mathrm{p}<1 \mathrm{e}-\mathrm{O} 4\right)$.

### 6.5 DISCUSSION

It is increasingly evident that the genomic response to adaptation in nature is the result of multiple interacting evolutionary, demographic, and genic processes. Here we explore such a response in pairs of replicate populations evolving from standing genetic variation in SDS and NaCl . Our results show that many regions of the genome are responding to different types of selection and at various strengths, that genomic islands can form over short time scales, and that stochastic patterns of differentiation are likely due to genetic drift and/or latent selection pressures. We discuss each of these main findings in turn.


Figure 6.8: The extent of local adaptation (LA) during divergence with a given amount of migration. For each migration rate the extent of LA is given for each stress environment. Gold and purple denote NaCl and SDS habitats, respectively, and group means are denoted by solid color lines. Black vertical lines show where sporulation and migration (if applicable) occur between periods of asexual growth in batch.

Figure 6.9: Genomic differentiation between replicate population pairs at the end time point of Experiment II. Shown here is $F_{S T}$ across replicate population pairs with migration rate $m=0$. Panels A-C show no mating replicates. Panels D-F show replicates in which mating occurred after seven days of batch transfer.
 Figure 6.10: Genomic differentiation between replicate population pairs at the end time point of Experiment II. Shown here is $F_{S T}$ across replicate population pairs with migration rate $m=0.2$ (A-C) and $m=0.5$ (D-F).

### 6.5.1 Divergent QTL

Natural selection can act multifariously on different genetically independent traits (Nosil et al., 2009b). When a population enters a novel environment, different types of selection pressures can act on several traits (e.g., morphological, behavioral, physiological) simultaneously. The result is a mosaic of genetic differentiation between populations evolving in alternative environments (e.g., Figure 6.5). Molecular biology approaches (e.g., bulk segregant analysis, X-QTL) have been applied to identify genomic regions associated with trait variation (Wenger et al. 2010; Bloom et al. 2013) but to our knowledge these approaches have not yet been applied in the context of divergently evolving populations. Here we used these approaches to identify and differentiate the effects of various selection pressures occurring within the genome of populations evolving in alternative environments. As a result we found hundreds of loci under selection (Figure 6.3). This approach can be further modified to more precisely delineate different types of selection. Indeed, experimentally evolving more advanced filial generations (e.g., Parts et al., 2011) would result in fine mapping of loci under directional selection in one or both environments from those evolving from divergent selection.

### 6.5.2 Genomic islands from standing genetic variation

One possible explanation for the growth of genomic islands of divergence is from divergent hitchhiking, where there is a reduced effective gene flow in genomic regions linked to divergently selected loci (Via and West, 2008). Divergence hitchhiking theory, however, may not fully explain patterns seen in nature (Yeaman, 2013). We previously modeled (Chapter 5) how genomic islands can arise from standing genetic variation via the breakdown of linkage disequilbrium within populations undergoing divergence in isolation following secondary contact (i.e., without gene flow between populations). Moreover, in a recent reanlaysis of published datasets on genomic islands, Cruickshank and Hahn (2014) found little support for the divergent hitchhiking hypothesis. Finally, in the current study we provide experimental evidence that clusters of localized genetic differentiation can occur in isolation following secondary contact. We are not arguing that the growth of genomic islands from de novo mutations cannot occur but rather highlight that alternative approaches can readily evolve and might better reflect natural systems.

It is worth noting that these two hypotheses need not be mutually exclusive as new mutations are continually supplying new genetic variation and that divergent hitchhiking can be acting from islands previously established by divergence originated by standing genetic variation.

We confirmed that genetic differentiation accompanying local adaptation can manifest as "islands" in less than 100 generations of populations evolving in isolation after a bout of secondary contact. We also found that the pattern of genomic islands was characterized by a mixture of divergently and non-divergently selected loci. Interestingly, some of these regions are adjacent to or overlap one another (Figures 6.5 . $6.7,6.9, \& 6.10$. By crossing two diverged strains of yeast we seeded populations with several thousand single nucleotide variants and even more combinations of genes for selection to act upon. In our experiment, divergence from secondary contact likely involved multifarious selection acting as well as responses to common stress-related gene networks. Further research is needed to better distinguish between genomic islands of divergence and the broader classification of genomic islands of differentiation.

To confidently estimate allele frequency differences between populations we used high coverage PoolSeq of reduced representation (RADseq) libraries and estimated $F_{S T}$ at each SNP. The main drawback of this approach is that $F_{S T}$, a relative measure of divergence, depends on the average within population heterozygosity and that regions of limited diversity (e.g., recombination cold spots, centromeres) are expected to show inflated differentiation (Cruickshank and Hahn, 2014). An alternative method is based on absolute differences between populations without consideration of within population diversity. Our short read PoolSeq method, however, prohibited us from reliability estimating absolute measures of divergence (e.g., $d_{X Y}$ ) because we could not reliably reconstruct large haplotype information and the variance in SNP estimates would be high (Cruickshank and Hahn, 2014). However, we circumvented this problem in our experiment by i) starting off with admixed individuals with roughly equal allele frequencies at each of the predetermined SNPs (Figure 6.1 A ) and ii) only including loci that showed evidence of opposing allelic responses between alternative environments when compared to the admixed ancestral pool (Figure 6.3).

### 6.5.3 Stochastic islands

We observed a highly stochastic pattern of differentiation under divergence with gene flow (Experiment II), finding little evidence that migration erodes islands of divergence on a genomewide scale. One hypothesis for the high variance in $F_{S T}$ seen within and between replicates here is that adaptation to one or both of the stress environments has resulted in large-scale genomic rearrangements. Indeed, Yeaman (2013) showed how genomic shuffling via transposition is one way that adaptive mutations can build up in genomic clusters with tight linkage over relatively short timescales and stress has been shown to create genomic instability - but not large scale rearrangements - in fermenting lager yeast (James et al. 2008). Since our allele calling was based on mapping reads to a reference genome, large-scale genomic rearrangements may not adequately capture the realized relationship of clusters of genes under divergent selection. However, this hypothesis is unlikely to be accepted in our case for the following reason. In our RADseq approach we sequenced paired-end reads with an insert size of approximately 400 bp . When counting alleles at each locus we discarded the paired-end reads due to variability in sequence coverage introduced from the random shearing process (see Methods). These paired-end data, however, can still be used to test if a high proportion of pairs of reads map discordantly to the reference. Mapping these paired-end data to the reference genome identified an average of $6.7 \% ~(S D=1.8)$ of the reads for all samples aligned discordantly when specifying a conservative 100-1000 bp insert size range. Thus, genomic rearrangements are not likely to contribute meaningfully to the high variance in $F_{S T}$ clustering that we found within and between replicates of Experiment II.

It may be possible that additional and unforeseen selection occurred during the experimental procedure. For each of the four treatments in Experiment II we froze samples. For the three mating treatments we revived and sporulated them. After sporulation, we grew all treatments (included the no mating control) in YPD before continuing with the divergent selection batch transfer. During this procedure there are many potential selection events that could occur which would obstruct or disrupt our expected results. For example, in a previous study we created advanced intercross lines by serially mating progeny generated from crossing haploid YPS128 and DBVPG1106 strains (Chapter 4). This mating procedure was similar as performed in the current study (see Methods) but without a period of growth in a stress environment. Genotyping
$96 F_{6}$ diploid individuals revealed a strong departure from HWE expectations. The repeatability of this result is unknown since only one replicate population was serially mated. If, however, different replicates of intercrossing resulted in vastly different ancestry painting (e.g., Figure 4.6) then genetic drift in our experiment would also be likely.

### 6.6 CONCLUDING REMARKS

Our results underscore how multiple concurrent evolutionary and genic processes can affect the genomic response to adaptation from standing genetic variation. Here we show that such adaptation can produce a pattern of heterogeneous genetic differentiation relatively rapidly as a result of multifarious selection to novel environments. We also found that the genomic response to selection can be strongly influenced by genetic drift - either directly via population bottlenecks or indirectly as a result of strong multifarious selection.
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APPENDIX A
SUPPLEMENTARY INFORMATION TO CHAPTER 2

## A. 1 GENOTYPE-TO-PHENOTYPE EQUATIONS

The equations in this section describe the "Genotype-to-Phenotype" map for the system of ODEs. They are in terms of genotypic values $\alpha_{1}$ and $\alpha_{2}$, which represent the summed additive contribution of both parental alleles for gene 1 and 2 , respectively. Parameters are the amount of regulator needed to yield a $50 \%$ response $(\theta)$ and decay rate of expressed product $(\gamma)$.
A.1.1 Motif " $A$ " - single dependency, positive

$$
\begin{gather*}
x_{1}=\frac{\alpha_{1}}{\gamma}  \tag{A.1}\\
x_{2}=\frac{\alpha_{1} \alpha_{2}}{\gamma\left(\theta+\alpha_{1}\right)} \tag{A.2}
\end{gather*}
$$

A.1.2 Motif " $B$ " - single dependency, negative

$$
\begin{gather*}
x_{1}=\frac{\alpha_{1}}{\gamma}  \tag{A.3}\\
x_{2}=\frac{\theta \alpha_{2}}{\theta \gamma+\alpha_{1}} \tag{A.4}
\end{gather*}
$$

A.1.3 Motif "C" - double dependency, negative feedback loop

$$
\begin{align*}
& x_{1}=\frac{2 \theta \alpha_{1}}{\left(\theta \gamma-\alpha_{1}\right)+\sqrt{4 \alpha_{1} \alpha_{2}+\left(\theta \gamma+\alpha_{1}\right)^{2}}}  \tag{A.5}\\
& x_{2}=\frac{\left(\theta \gamma-\alpha_{1}\right)+\sqrt{4 \alpha_{1} \alpha_{2}+\left(\theta \gamma+\alpha_{1}\right)^{2}}}{2 \gamma} \tag{A.6}
\end{align*}
$$

A.1.4 Motif " $D$ " - double dependency, both positive

$$
\begin{align*}
& x_{1}=\frac{-\theta \gamma+\alpha_{1}-\alpha_{2}+\sqrt{4 \theta \gamma \alpha_{1}+\left(-\theta \gamma+\alpha_{1}-\alpha_{2}\right)^{2}}}{2 \gamma}  \tag{A.7}\\
& x_{2}=\frac{-\theta \gamma-\alpha_{1}+\alpha_{2}+\sqrt{4 \theta \gamma \alpha_{1}+\left(-\theta \gamma+\alpha_{1}-\alpha_{2}\right)^{2}}}{2 \gamma} \tag{A.8}
\end{align*}
$$

A.1.5 Motif "E" - double dependency, both negative

$$
\begin{align*}
& x_{1}=\frac{\alpha_{1} \alpha_{2}-\theta^{2}}{\gamma\left(\theta+\alpha_{2}\right)}  \tag{А.9}\\
& x_{2}=\frac{\alpha_{1} \alpha_{2}-\theta^{2}}{\gamma\left(\theta+\alpha_{1}\right)} \tag{A.10}
\end{align*}
$$

A.1.6 Motif "F"- no dependency

$$
\begin{equation*}
x_{1}=\frac{\alpha_{1}}{\gamma} \tag{A.11}
\end{equation*}
$$

$$
\begin{equation*}
x_{2}=\frac{\alpha_{2}}{\gamma} \tag{A.12}
\end{equation*}
$$

## A. 2 STABILITY OF EQUILIBRIA

Stability of equilibrium values was determined by analyzing the eigenvalues of the Jacobian matrix for each system of ODEs. Below we provide the Jacobian and the eigenvalues.
A.2.1 Motif " $A$ " - single dependency, positive

$$
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-\gamma & 0  \tag{A.13}\\
\frac{\alpha_{2}}{\left(\theta+x_{2}\right)^{2}} & -\gamma
\end{array}\right)
$$

$$
\begin{equation*}
\lambda_{1}, \lambda_{2}=-\gamma \tag{A.14}
\end{equation*}
$$

A.2.2 Motif " $B$ " - single dependency, negative

$$
\begin{gather*}
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-\gamma & 0 \\
\frac{-\alpha_{2} \theta}{\left(\theta+x_{1}\right)^{2}} & -\gamma
\end{array}\right)  \tag{A.15}\\
\lambda_{1}, \lambda_{2}=-\gamma \tag{A.16}
\end{gather*}
$$

A.2.3 Motif "C"- double dependency, negative feedback loop

$$
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-\gamma & \frac{-\alpha_{1} \theta}{\left(\theta+x_{2}\right)^{2}}  \tag{A.17}\\
\frac{\alpha_{2} \theta}{\left(\theta+x_{1}\right)^{2}} & -\gamma
\end{array}\right)
$$

$$
\begin{gather*}
\lambda_{1}, \lambda_{2}=\left\{ \pm \sqrt{-\alpha_{1} \alpha_{2} \theta^{2}\left(\theta+x_{1}\right)^{2}\left(\theta+x_{2}\right)^{2}}\right. \\
-\gamma \theta^{4}-2 \gamma \theta^{3} x_{1}-2 \gamma \theta^{3} x_{2}-\gamma \theta^{2} x_{1}^{2}  \tag{A.18}\\
-4 \gamma \theta^{2} x_{1} x_{2}-\gamma \theta^{2} x_{2}^{2}-2 \gamma \theta x_{1}^{2} x_{2} \\
\left.-2 \gamma \theta x_{1} x_{2}^{2}-\gamma x_{1}^{2} x_{2}^{2}\right\} \cdot\left(\left(\theta+x_{1}\right)\left(\theta+x_{2}\right)\right)^{-1}
\end{gather*}
$$

A.2.4 Motif " $D$ " - double dependency, both positive

$$
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-\gamma & \frac{-\alpha_{1} \theta}{\left(\theta+x_{2}\right)^{2}}  \tag{A.19}\\
\frac{-\alpha_{2} \theta}{\left(\theta+x_{1}\right)^{2}} & -\gamma
\end{array}\right)
$$

$$
\begin{align*}
& \lambda_{1}, \lambda_{2} \quad\left\{ \pm \sqrt{-\alpha_{1} \alpha_{2} \theta^{2}\left(\theta+x_{1}\right)^{2}\left(\theta+x_{2}\right)^{2}}\right. \\
&- \gamma \theta^{4}-2 \gamma \theta^{3} x_{1}-2 \gamma \theta^{3} x_{2}-\gamma \theta^{2} x_{1}^{2}  \tag{A.20}\\
&-4 \gamma \theta^{2} x_{1} x_{2}-\gamma \theta^{2} x_{2}^{2}-2 \gamma \theta x_{1}^{2} x_{2} \\
&\left.-2 \gamma \theta x_{1} x_{2}^{2}-\gamma x_{1}^{2} x_{2}^{2}\right\} \cdot\left(\left(\theta+x_{1}\right)\left(\theta+x_{2}\right)\right)^{-1}
\end{align*}
$$

A.2.5 Motif " $E$ " - double dependency, both negative

$$
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-\gamma & \frac{\alpha_{1} \theta}{\left(\theta+x_{2}\right)^{2}}  \tag{A.21}\\
\frac{\alpha_{2} \theta}{\left(\theta+x_{1}\right)^{2}} & -\gamma
\end{array}\right)
$$

$$
\begin{gathered}
\lambda_{1}, \lambda_{2}=\left\{ \pm \sqrt{-\alpha_{1} \alpha_{2} \theta^{2}\left(\theta+x_{1}\right)^{2}\left(\theta+x_{2}\right)^{2}}\right. \\
-\gamma \theta^{4}-2 \gamma \theta^{3} x_{1}-2 \gamma \theta^{3} x_{2}-\gamma \theta^{2} x_{1}^{2} \\
-4 \gamma \theta^{2} x_{1} x_{2}-\gamma \theta^{2} x_{2}^{2}-2 \gamma \theta x_{1}^{2} x_{2} \\
\left.-2 \gamma \theta x_{1} x_{2}^{2}-\gamma x_{1}^{2} x_{2}^{2}\right\} \cdot\left(\left(\theta+x_{1}\right)\left(\theta+x_{2}\right)\right)^{-1}
\end{gathered}
$$

A.2.6 Motif "F" - no dependency

$$
\begin{gather*}
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
-\gamma & 0 \\
0 & -\gamma
\end{array}\right)  \tag{A.23}\\
\lambda_{1}, \lambda_{2}=-\gamma \tag{A.24}
\end{gather*}
$$

## A. 3 PHENOTYPE-TO-GENOTYPE EQUATIONS

Below are equations that describe the "Phenotype-to-Genotype" map - equations that provide the genotypic values, calculated as the sum of parental allelic values, required to give a particular two-trait phenotype, given the parameters $\theta$ and $\gamma$.
A.3.1 Motif " $A$ " - single dependency, positive

$$
\begin{equation*}
\alpha_{1}=\gamma x_{1} \tag{A.25}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{2}=\frac{\gamma x_{2}\left(\theta+x_{1}\right)}{x_{1}} \tag{A.26}
\end{equation*}
$$

A.3.2 Motif " $B$ " - single dependency, negative

$$
\begin{equation*}
\alpha_{1}=\gamma x_{1} \tag{A.27}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{2}=\frac{\gamma x_{2}\left(\theta+x_{1}\right)}{\theta} \tag{A.28}
\end{equation*}
$$

A.3.3 Motif "C" - double dependency, negative feedback loop

$$
\begin{align*}
& \alpha_{1}=\frac{\gamma x_{1}\left(\theta+x_{2}\right)}{\theta}  \tag{A.29}\\
& \alpha_{2}=\frac{\gamma x_{2}\left(\theta+x_{1}\right)}{x_{1}} \tag{A.30}
\end{align*}
$$

A.3.4 Motif "D" - double dependency, both positive

$$
\begin{align*}
& \alpha_{1}=\frac{\gamma x_{1}\left(\theta+x_{2}\right)}{\theta}  \tag{A.31}\\
& \alpha_{2}=\frac{\gamma x_{2}\left(\theta+x_{1}\right)}{\theta} \tag{A.32}
\end{align*}
$$

A.3.5 Motif "E" - double dependency, both negative

$$
\begin{align*}
& \alpha_{1}=\frac{\gamma x_{1}\left(\theta+x_{2}\right)}{x_{2}}  \tag{A.33}\\
& \alpha_{2}=\frac{\gamma x_{2}\left(\theta+x_{1}\right)}{x_{1}} \tag{A.34}
\end{align*}
$$

A.3.6 Motif "F" - no dependency

$$
\begin{equation*}
\alpha_{1}=\gamma x_{1} \tag{A.35}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{2}=\gamma x_{2} \tag{A.36}
\end{equation*}
$$

## A. 4 LICENSE AGREEMENT

The body of Chapter 2 was previously published in Evolution (see Hether and Hohenlohe, 2014). Figures A. 10 through A.14 are the license terms and conditions for reprinting in this dissertation.


Figure a.1: Dimensionality of $\mathbf{M}$ across trait space. For each network motif (A-F), dimensionality was calculated as the sum of eigenvalues divided by the leading eigenvalue for each $\mathbf{M}$-matrix along a 20-by-20 grid.


Figure a.2: The additive genetic (co)variance matrix $\mathbf{G}$ across phenotypic space. For each network motif (A-F), G matrices for nine populations are plotted as $95 \%$ confidence ellipses of breeding values (i.e., posterior mode of individual's random effects for each trait).


Figure a.3: The epistatic (co)variance matrix E across phenotypic space. For each network motif (A-F), $\mathbf{E}$ matrices for nine populations are plotted as $95 \%$ confidence ellipses of the posterior mode of individual's residual effects for each trait.


Figure a.4: Evolvability across trait space when mutation is limiting. For each network motif (A-F), evolvability was calculated as the average of the eigenvalues of $\mathbf{M}$. Note that the scales are different across panels.


Figure a.5: The extent of local adaptation through time across 15 simulated replicates for Population " 1 " (left column) and " 2 " (right column). Rows denote seperate variance of stabilizing selection, $\omega$. Shown here are data from migration $=0$.


Figure a.6: The extent of local adaptation through time across 15 simulated replicates for Population " 1 " (left column) and " 2 " (right column). Rows denote seperate variance of stabilizing selection, $\omega$. Shown here are data from migration $=0.0001$.


Figure a.7: The extent of local adaptation through time across 15 simulated replicates for Population " 1 " (left column) and " 2 " (right column). Rows denote seperate variance of stabilizing selection, $\omega$. Shown here are data from migration $=0.001$.
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Figure a.8: The extent of local adaptation through time across 15 simulated replicates for Population " 1 " (left column) and " 2 " (right column). Rows denote seperate variance of stabilizing selection, $\omega$. Shown here are data from migration $=0.01$.
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Pop. 1: $\omega=10000 m=0.1$


Pop. 1: $\omega=50000 m=0.1$


Pop. 2: $\omega=1000 m=0.1$
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Figure a.9: The extent of local adaptation through time across 15 simulated replicates for Population " 1 " (left column) and " 2 " (right column). Rows denote seperate variance of stabilizing selection, $\omega$. Shown here are data from migration $=0.1$.
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APPENDIX B
Supplementary Information to Chapter 3

## B. 1 JOINT ALLELE FREQUENCY CHANGE IN A SINGLE LOCUS, THREE ALLELE MODEL

In this section we describe the deterministic change in allele frequencies for a single locus under selection that contains three alleles. We denote the 3 alleles - labeled $1,2, \& 3$ - in vector form:

$$
\mathbf{p}=\left(\begin{array}{l}
p_{1}  \tag{в.1}\\
p_{2} \\
p_{3}
\end{array}\right)
$$

To calculate the joint change in allele frequencies after selection we modified formula given in Rice (2004). Consider a matrix of genotype fitness values $\mathbf{F}$ for genotype $w_{i j}$ derived from the simulated example in Chapter 3 .

$$
\mathbf{F}=\left(\begin{array}{lll}
w_{11}=0.07 & w_{12}=0.99 & w_{13}=0.78  \tag{в.2}\\
w_{21}=0.99 & w_{22}=0.07 & w_{23}=0.23 \\
w_{31}=0.78 & w_{32}=0.23 & w_{33}=0.53
\end{array}\right)
$$

The change of allele frequencies after selection can be calculated as:

$$
\begin{equation*}
\Delta \mathbf{p}=\frac{1}{2 \bar{w}} \mathbf{G}\left(2 \mathbf{w}^{\star}\right)^{T} \tag{в.3}
\end{equation*}
$$

where $\mathbf{G}$ is the allelic (co)variance matrix:

$$
\mathbf{G}=\left(\begin{array}{ccc}
p_{1}\left(1-p_{1}\right) & -p_{1} p_{2} & -p_{1} p_{3}  \tag{в.4}\\
-p_{2} p_{1} & p_{2}\left(1-p_{2}\right) & -p_{2} p_{3} \\
-p_{3} p_{1} & -p_{3} p_{2} & p_{3}\left(1-p_{3}\right)
\end{array}\right)
$$

In Equation B.3. $\mathbf{w}^{\star}$ is equal to $\mathbf{p F}$ and $\bar{w}$ is calculated similarly to Equation 5.5 but here we only consider a single locus. That is, $\bar{w}$ is the sum of the dot product of $\mathbf{p}$ and $\mathbf{w}^{\star}$.

A ternary plot showing the change in allele frequencies for different starting values of $\mathbf{p}$ is given in Figure B. 1 There are two stable heterozygous equilibrium points that correspond to ridges B and C in Figure 3.11. The first occurs when the '-' allele and the 'o' allele are equal at o.5. The second occurs when the '-' allele and '+' allele is approximately 0.26 and 0.74 , respectively.


Figure b.1: Vector field of change in allele frequencies after a bout of selection given the two sets of genotype fitness values dervived from the simulated example in CHAPTER 3 (see also Equation B.2). Each vertix indicates the fixation of a given allele and allelic polymorphism occurs within the simplex. Vectors show the direction of allele frequency change after selection given regularly spaced starting allele frequencies. Values inside the plot show the relative allele frequencies. The two stable, heterzygote allele frequencies are denoted by dots (blue = "-/o" heterozgyote; red = "-/+" heterozgyote). A) Fitnesses during which the '+' allele failed to fix (i.e., dashed vertical lines in Figure 3.9; generation 1,942,134). B) Fitnesses while the ' + ' allele rose to fixation (i.e., dotted vertical lines in Figure 3.9, generation 1,951,254).


Figure b.2: Distribution of $F_{1}$ hybrid incompatibility between 20 population pairs through time. At the beginning of the simulation each population was initialized at point $x_{1}=1000, x_{2}=1000$ (upper right panel). Each sub-panel shows frequency counts of $F_{1}$ incompatibility through time (orange to purple shows early to later generations, respectively). Columns and rows show the location of the new $x_{1}$ and $x_{2}$ optimum, respectively.


Figure b.3: Distribution of $F_{2}$ hybrid incompatibility between 20 population pairs through time. At the beginning of the simulation each population was initialized at point $x_{1}=1000, x_{2}=1000$ (upper right panel). Each sub-panel shows frequency counts of $F_{2}$ incompatibility through time (orange to purple shows early to later generations, respectively). Columns and rows show the location of the new $x_{1}$ and $x_{2}$ optimum, respectively.

APPENDIX C
Supplementary Information to Chapter 4

This section contains supplemental figures for Chapter 4


Figure c.1: Performance of HMMancestry in estimating genome-wide recombination rate. Shown is the difference between the ML estimate and the simulated (true) value of recombination rate $c$ in $c M / k b$, for different levels of recombination rate (rows), assignment probability (columns), ploidy (colors), and sequencing coverage ( x -axis). Box and whisker plots show median (plus first and second quartiles) of 50 simulated replicates for each parameter combination.


Figure c.2: Performance of HMMancestry in estimating assignment probability.Shown is the difference between the ML estimate and the simulated (true) value of assignment probability $p$, which is the probability of a sequence read correctly assigning to one parent, for different levels of ploidy (rows), true assignment probability (columns), recombination rate (colors), and sequencing coverage ( x -axis). Box and whisker plots show median (plus first and second quartiles) of 50 simulated replicates for each parameter combination.


Figure c.3: The average number of crossover events with or without a gene conversion tract as a function of chromosome size for WGS and RAD datasets.


Figure c.4: Misclassification of homozygous sites as heterozygous from simulated data. Box plots show variation across 50 replicate runs. Y-axis shows the proportion of the misclassified loci there were erroneously assigned to one of two parental types. Columns denote the simulated assignment probability ( $p$ ).


Figure c.5: Frequency spectrum of the size of misclassified regions in simulated data. Histograms show the chromosome size of continuous loci that were misclassified in the HMM. Singletons, in which a single, misclassified locus was flanked correctly assigned loci on either side were given a size of zero. Parameter values in the simulated data we derived from empirical estimates. Number of loci $=73,294$, displacement between each SNP $=175 \mathrm{bp}, c=3.1, p=0.993$, coverage $=2.8 \mathrm{X}$, frequency of $\mathrm{COs}=0.51$, frequency of conversion $=0.85$, length of conversion $=1,920 \mathrm{bps}$.

APPENDIX D
Supplementary Information to Chapter 5

This section contains supplemental figures for Chapter 5


Figure d.1: Dynamics of divergence with gene flow under scenario \#2-obligate sexual, $m_{f}=1$, $\mathrm{LD}=0, \mathrm{X}-\mathrm{LD}=0.125$. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$.


Figure d.2: Dynamics of divergence with gene flow under scenario \#3 - obligate sexual, $m_{f}=1$, $\mathrm{LD}=\mathrm{o}, \mathrm{X}-\mathrm{LD}=\mathrm{o}$. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$.


Figure d.3: Dynamics of divergence with gene flow under scenario \#5 - obligate sexual, $m_{f}=1$, $\mathrm{LD}=0.25-0.25 r$, X-LD=0.25-0.25r. For each panel, the extent of divergence $\left(F_{S T}\right)$ at neutral loci are given across time. Rows indicate migration rate, $m$, between diverging populations and columns indicate the strength of divergent selection, $s$, at selected locus $A$. Note the change of migration rates investigated in this figure compared to Figure 5.2

APPENDIX E
Supplementary Information to Chapter 6

This section contains supplemental figures for Chapter 6


Figure e.1: The extent of local adaptation (LA) for lag during divergence with a given amount of migration. For each migration rate the extent of LA is given for each stress environment. Gold and purple denote NaCl and SDS habitats, respectively, and group means are denoted by solid color lines. Black vertical lines show where sporulation and migration (if applicable) occur between periods of asexual growth in batch.


Figure e.2: The extent of local adaptation (LA) for rate during divergence with a given amount of migration. For each migration rate the extent of LA is given for each stress environment. Gold and purple denote NaCl and SDS habitats, respectively, and group means are denoted by solid color lines. Black vertical lines show where sporulation and migration (if applicable) occur between periods of asexual growth in batch.


Figure e.3: The extent of local adaptation (LA) for rate during divergence with a given amount of migration. For each migration rate the extent of LA is given for each stress environment. Gold and purple denote NaCl and SDS habitats, respectively, and group means are denoted by solid color lines. Black vertical lines show where sporulation and migration (if applicable) occur between periods of asexual growth in batch.


Figure e.4: The extent of local adaptation (LA) for rate during divergence with a given amount of migration. For each migration rate the extent of LA is given for each stress environment. Gold and purple denote NaCl and SDS habitats, respectively, and group means are denoted by solid color lines. Black vertical lines show where sporulation and migration (if applicable) occur between periods of asexual growth in batch.


Figure e.5: Average island size vs migration rate. A significant difference (Tukey's HSD) occur between migration $m=0.2$ and non-mating $m=0.0$ ( $\mathrm{P}<0.041$ ).
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