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## Abstract

This work models an all-optical 4-bit adder comprised of Fabry-Perot devices. Each device is composed of two silver mirrors on either side of a cavity made of a nonlinear Kerr material. These devices are optically bistable and suitable for fast logic operations on the order of picoseconds. An amplifying buffer is used between devices to adjust the transmitted signal's amplitude to the desired value, and to provide control for logic operations. This work uses the method of finite-difference time-domain (FDTD) in one-dimensional (1D) space to demonstrate the feasibility of the proposed idea.
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2.1 Yee cell used in this work. The green dashed line shows the simulation propagation direction
being used.
3.1 Plateau function of Eq. (3.1) with $a=4$ showing (a) the function itself, (b) the function's first derivative, and (c) the function's second derivative. There are no discontinuities.
3.2 Hanning window plus plateau function of Eq. (3.2) showing (a) the function itself, (b) the function's first derivative, and (c) the function's second derivative. There are discontinuities in the second derivative. The function is normalized.
3.3 Example of a sinusoidal input contained within the envelope of Eq. (3.1). The simulations will typically use a much longer input consisting of more sinusoidal cycles.24
3.4 Simulation space of 625 cells with free space and the PML. The input travels from the origin to the right.
3.5 Simulation space captured at (a) 0.01 ps , (b) 0.02 ps , and (c) 0.21 ps showing the input of Fig. 3.3 moving left to right and dissipating to the right of the PML. By 0.21 ps , the signal has dissipated entirely. The input pulse is wide in (b) to demonstrate the effectiveness of the PML and shows the signal quickly decaying to zero on the right side of the figure within the PML.
3.6 A comparison of the (a) real and (b) imaginary permittivity ( $\varepsilon$ ) of silver plasma across a range of frequencies from the Ishimaru model and the experimental values from Johnson. The vertical blue lines indicate the fundamental frequency of 500 THz and the third harmonic of 1500 THz . The Ishimaru model is used in these simulations.
3.7 Simulation showing the progression of an electric field pulse of 500 THz interacting with a silver plasma mirror. The pulse (a) moves to the right, (b) hits the plasma mirror, which is six cells wide, splitting, and (c) moves away from the mirror. The peak electric field strengths are displayed on the right of each plot showing the peak to the left of the plasma mirror $(E(L))$ and to the right of the plasma mirror $(E(R))$.27
3.8 Fourier transforms of the signals corresponding to Fig. 3.7 of (a) the incident wave to the left of the plasma, (b) the initial state to the right of the plasma showing no signal, (c) the reflected signal as the incident signal is still interacting with the plasma, (d) the transmitted signal as the incident signal is still interacting with the plasma, (e) the reflected signal after the incident signal stops interacting with the plasma, and (f) the transmitted signal after the incident signal stops interacting with the plasma. The reflection is obtained by dividing the reflected value at 500 THz in (e) by the incident value at 500 THz in (a). For a 6-cell mirror, the reflection is $94.7 \%$.
3.9 Simulation showing the progression of an electric field pulse of $10,000 \mathrm{THz}$ interacting with a silver plasma mirror. The pulse (a) moves to the right, (b) hits a mirror six cells wide, and (c) moves away from the mirror. The peak electric field strengths are displayed on the right of each plot showing the peak to the left of the plasma $(E(L))$ and to the right of the plasma $(E(R))$. Almost the entire signal is transmitted since the signal is well above the plasma frequency.
3.10 Reflectivity as a function of the plasma mirror thickness, measured in number of cells. The green vertical line is the chosen thickness of six cells, and the green horizontal line is the corresponding reflectivity (simulated in Fig. 3.7 and Fig. 3.8). A thicker plasma mirror is more reflective.
3.11 Intensity absorption as a function of the plasma mirror thickness, measured in number of cells. The green vertical line is the chosen thickness of six cells, and the green horizontal line is the corresponding absorption (simulated in Fig. 3.7 and Fig. 3.8). As expected, there is less loss with a thicker plasma mirror because there is less signal moving through the lossy plasma mirror.
3.12 Simulation setup of two 6-cell thick mirrors used to form a cavity. The pulse moves from left to right starting at the origin. Transmitted data is saved to the right of the second mirror. Each mirror is six cells thick, and there are a varying number of cells comprising the cavity.31
3.13 Transmitted intensity compared to the number of cavity cells. The green vertical lines correspond to half wavelengths for a 500 THz signal. Peak transmission is slightly offset from each of the lines due to the 6 -cell plasma mirrors on either end of the cavity.
3.14 This shows the maximum transmission based on a 2.5 -wavelength cavity composed of two silver mirrors. The cavity is 290 cells. (a) The intensity-over-time plot, (b) the cavity intensity versus the input intensity, and (c) the transmitted intensity versus the input intensity. . . . . 33
3.15 Peak $E_{z}$ transmitted through the cavity versus cavity length for different mirror thicknesses while the reflection is held constant. The ideal cavity length is affected by the amount of signal absorbed in each mirror, as well as the complex interaction of the signal with the mirrors. 33
3.16 Transmission based on cavity length with the mirror thickness and reflection held constant for two different cell sizes. This shows consistency in the cavity lengths associated with peak transmission.
3.17 Intensity versus frequency for the FDTD simulation data and using Eq. (3.5). There is a manual adjustment to move the peak transmission of the equation to 500 THz to account for the mirrors. This shows that a constant separation of mirrors will allow peak transmission at frequencies that align generally with Eq. (3.5).
3.18 The magnitudes of $E_{y}$ and $H_{z}$ oscillate during the simulation. (a)-(d) capture points in time showing this oscillation within the cavity. The mirror surfaces are shown as green vertical lines. The light blue vertical line is the origin. The transmitted fields remain constant in magnitude. These snapshots occur when the input is at the maximum and held in the plateau region.
3.19 Simulation setup of two 6 -cell thick mirrors used to form a cavity with a Kerr material in between the mirrors. The data moves from left to right starting at the origin. Transmitted data is saved to the right of the second mirror.
3.20 Transmitted intensity compared to the number of cavity cells of the structure of Fig. 3.19 simulating every even cavity length. The green vertical lines correspond to half wavelengths for a 500 THz signal (a cavity with a length of $\lambda, 3 \lambda / 2,2 \lambda$, etc.) in a material with a refractive index of 1.5. Peak transmission does not occur exactly at the predicted cavity lengths due to the 6 -cell plasma mirrors on either end of the cavity, and because the Kerr effect will alter the effective refractive index. However, the peaks are half an integer wavelength offset from each other, as expected. The difference in peak transmission intensities is partially due to the granularity of the simulation. Some peaks show higher transmission than others since the ideal cavity length for transmission is not precisely met in this discrete system.
3.21 Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr material in between. This shows the (a) intensities over time, (b) cavity intensity (averaged across the cavity) versus input intensity, and (c) transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Both (b) and (c) show one hysteresis loop. . 38
3.22 Simulation of a cavity consisting of two silver plasma mirrors with a Kerr material in between. The input intensity is raised higher than in Fig. 3.21. This shows (a) the cavity intensity (averaged across the cavity) versus input intensity, and (b) the transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Both (a) and (b) show one hysteresis loop despite the higher input intensity than in Fig. 3.21(b) and Fig. 3.21(c)
3.23 Stairstep simulation showing intensity over time of a cavity consisting of two 6-cell silver plasma mirrors with a Kerr material in between. The dots show the values recorded at a point of time during which the simulation has stabilized. (a) The input increases from a low value, and (b) the input decreases from an initial high value.
3.24 Simulation of a cavity consisting of two 6-cell silver plasma mirrors with a Kerr material in between. This plots the transmitted intensity (calculated to the right of the cavity and timeaveraged) versus input intensity, and the plot shows one hysteresis loop. The dots correspond to the dots taken from Fig. 3.23.
3.25 Hysteresis loops for simulations with a varying duration of time. The longest simulation, 70 ps, corresponds to Fig. 3.21. A shorter simulation distorts the hysteresis loop shape.
3.26 The magnitudes of $E_{y}$ and $H_{z}$ oscillate during the simulation of a Kerr cavity surrounded by mirrors. (a)-(d) capture points in time showing this oscillation within the cavity. The mirror surfaces are shown as green vertical lines. The light blue vertical line is the origin. The transmitted fields maintain a constant magnitude. These snapshots occur when the input is at the maximum and held in the plateau region.
3.27 (a) The transmitted electric field $E_{y}$ and (b) its Fourier transform induced by the Kerr cavity. The vertical dashed cyan lines in (b) correspond to the fundamental, third, and fifth harmonics. 43
3.28 Simulation setup of two 6 -cell thick mirrors used to form a cavity with a Kerr/Lorentz material in between the mirrors. The pulse propagates from left to right starting at the origin. Transmitted data is saved to the right of the second mirror.
3.29 The transmitted intensity versus the number of cavity cells of the structure of Fig. 3.28 with even numbers of cavity cells simulated. The green vertical lines correspond to half wavelengths for a 500 THz signal in a material with a refractive index of 1.5. Peak transmission does not occur exactly at the predicted number of cavity cells due to the 6 -cell plasma mirrors on either end the cavity and due to the effective refractive index change caused by the Kerr material. The difference in peak transmission amplitude is partially due to the granularity of the simulation.
3.30 The transmitted intensity as a function of the number of cavity cells of the structure of Fig. 3.19 compared to Fig. 3.28. The green vertical line corresponds to a half wavelength for a 500 THz signal in a material with a refractive index of 1.5 . Peak transmission occurs with a cavity length of one cell less when comparing the Kerr/Lorentz cavity simulation to the Kerr-only cavity simulation.
3.31 Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material in between. This shows (a) the intensity over time, (b) the cavity intensity (averaged across the cavity) versus input intensity, and (c) the transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Both (b) and (c) show one hysteresis loop.
3.32 Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material compared to a Kerr-only material in between. Each cavity between the mirrors is 223 cells. This shows (a) the transmitted intensity over time around the rising edge with the damped ringing when the Lorentz effect is included and (b) the transmitted intensity versus input intensity. Note that the number of cells that trigger the nonlinear response differs in each case due to the Lorentz characteristics affecting the effective refractive index.
3.33 Simulation of a cavity consisting of two silver plasma mirrors with a Kerr/Lorentz material in between. The input intensity is raised higher than in Fig. 3.31. This shows the (a) cavity intensity (averaged across the cavity) versus input intensity, and the (b) transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Despite the higher input intensity compared to Fig. 3.31(b) and Fig. 3.31(c), both (a) and (b) show one hysteresis loop. Compared to the Kerr-only cavity in Fig. 3.22, there is significantly less ringing on the rising edge.
3.34 Stairstep simulation showing intensity over time of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material in between. The dots show the values recorded at a point in time during which the simulation has stabilized. (a) The input increases from a low value, and (b) the input decreases from an initial high value.
3.35 Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material in between. This plots the transmitted intensity versus input intensity and shows one hysteresis loop. The dots on the plot correspond to the dots taken from Fig. 3.34. . . . . 49
3.36 The magnitudes of $E_{y}$ and $H_{z}$ oscillate during the simulation of a Kerr/Lorentz cavity surrounded by mirrors. (a)-(d) capture points in time showing this oscillation within the cavity. The mirror surfaces are shown as green vertical lines. The light blue vertical line is the origin. The transmitted fields maintain a constant magnitude. These snapshots occur when the input is at the maximum and held in the plateau region. The shapes resemble those in Fig. 3.26 for the Kerr-only material.
3.37 (a) The transmitted $E_{y}$ signal and (b) its Fourier transform during the nonlinear operating region for a Kerr/Lorentz cavity surrounded by silver mirrors. The vertical dashed cyan lines in (b) correspond to the fundamental, third, and fifth harmonics.
3.38 Simulation of a cavity consisting of two silver plasma mirrors with a Kerr/Lorentz material in between. The transmitted intensity (calculated to the right of the cavity and time-averaged) is plotted versus the input intensity, showing hysteresis. Lorentz parameters are compared by (a) adjusting $\omega_{p}$ and (b) adjusting $\omega_{0}$. The cavity length is held constant at 223 cells. If these parameters are adjusted much more, the ideal cavity length for peak transmission changes because the effective refractive index changes, and the simulation needs to run with an adjusted number of cavity cells to maintain hysteresis. Decreasing $\omega_{p}$ or increasing $\omega_{0}$ from the values of DR1-PMMA lead to more ringing and more optical bistability.
4.1 The Fabry-Perot device used in this work.
4.2 Transmitted intensity plotted as a function of input intensity. Once the input intensity is beyond the nonlinear threshold, the transmitted intensity varies much less than the input intensity.
4.3 $E_{y}$ phase as a function of cell location. Cells are located relative to the right edge of the problem space.
4.4 Filtering of the transmitted signal showing (a) the original transmitted signal, (b) the Fourier transform of the original transmitted signal, (c) the transmitted signal filtered at 500 THz , and (d) the Fourier transform of the filtered, transmitted signal.
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1.2X. (b) The symbol used to represent the schematic of (a).
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4.19 Transmitted $E_{y}$, the intensity of which was shown in Fig. 4.18(c), generated by the output of the phase-compensated XOR in Fig. 4.17(a). A steady reference sinusoidal wave is shown in orange to compare with the transmitted $E_{y}$ shown in blue. The magnitude is the same in both cases. Additionally, (a) $E_{y}$ is in phase with the reference signal, corresponding to input B being a ' 1 ' at the second orange dot in Fig. 4.18(c), and (b) $E_{y}$ is in phase with the reference signal, corresponding to input A being ' 1 ' at the third orange dot in Fig. 4.18(c). . 66
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## Chapter 1: Introduction

The idea of optical computing has existed since at least the 1960s [1]. Optical computers have promise in high-bandwidth, high-speed, and high efficiency though there are numerous challenges associated with this technology $[2,3]$.

Traditional electronic computing systems are running into a range of challenges due to shrinking formfactors. For Moore's law to continue to hold, it is necessary to innovate with new technologies instead of simply continuing to reduce transistor sizes $[4,5,6,7]$. When decreasing device sizes, tradeoffs must be evaluated related to power consumption, transistor leakage, and speed [4, 6]. The energy loss in the form of heat generation becomes problematic. Light can move much more quickly since photons do not interact whereas electrons do interact due to the capacitance experienced. Further, using light, the transmission of information with wavelength division multiplexing becomes possible as well as inherent parallel processing capabilities [8]. The inherent advantages of light are particularly interesting in the fields of artificial intelligence [9] and image processing [10, 11].

There has been extensive research on optoelectronic devices [12]. These have the advantage of integrating with traditional electronic devices on a single chip, and many designs make use of existing silicon technologies to leverage current manufacturing knowledge [13]. Examples of the technologies being investigated are silicon-on-insulator and silicon nitride [12]. However, the conversion between electricity and light can be inefficient [11]. Methods of improving those connections are being investigated [14, 15].

This work focuses purely on optical computing, specifically on digital optical functions. There are many types of photonic logic, many of which use nonlinear optical effects. Some of the categories of optical logic gates include semiconductor optical amplifiers [16], plasmonics [17, 18, 19, 20], linear photonic crystals [21], nonlinear photonic crystals [22, 23, 24, 25, 26, 27, 28, 29, 30, 31], Mach-Zehnder interferometers [32], and multi-mode interference couplers [33]. Basic logic gates have been designed, including OR, AND, XOR, NOR, and NAND, as well as other components such as multiplexers. Further, many half and full-adders have been developed [17, 34, 35, 36, 37, 38, 39], and 2-bit adders have also been designed [40]. Adders are an essential part of an Arithmetic-Logic Unit (ALU) in processors.

In particular, there are many papers being published on photonic crystals $[22,23,24,25,26,27$, $28,29,30,31,34,37,39,40,41]$. Photonic crystals consist of a lattice of vertical silicon dielectric rods. Certain rods are omitted to create waveguides. Cavities and resonators are often created in a similar manner $[22,26,27,29,34,37,39,40]$. Additionally, a nonlinear material, typically with Kerr characteristics, is used within the lattice to provide nonlinear effects for nonlinear devices. The arrangement, size, and rod material will affect the photonic band gap, controlling the frequencies of light
transmitted $[22,26,29,34,37]$. As light moves through the waveguides of a device, the input signals interact for the desired logic effect. These devices are typically simulated using the Finite-Difference Time-Domain (FDTD) method. Some of the advantages of these devices include small size, on the order of one wavelength, low power consumption, fast speeds, and the ability to leverage silicon fabrication processes when the photonic crystals are silicon-based. However, there are potential disadvantages, including the need for precise phase and wavelength control, with more than one wavelength sometimes being output at different ports leading to cascading issues in certain designs [37]. There are also physical challenges to creating the structures, with models typically representing infinitely high rods [2].

Several surveys of photonic logic have been published comparing many of these technologies [2, 12]. These surveys show the variety and creative solutions being proposed for optical logic. At this point no single technology is clearly dominating the field. Many of the adders in the literature are still in the simulation phase of design. Manufacturing capabilities have generally not caught up with the designs, though some photonic devices can be manufactured [42]. Much of the work on optical adders has presented problems with the ability to cascade devices. Some of the previously proposed designs are prohibitively large for use in an ALU.

This work explores using Fabry-Perot devices to create a 4-bit all-optical adder. Simulations have demonstrated these devices are suited for digital optical functions due to being optically bistable. A single frequency of light is used throughout the adder with the results matching the intended functions of a 4-bit adder. Several potential designs are explored, and these provide flexibility for future design improvements. This full-adder has very fast switching times that do not require additional phase shifts.

These devices require input-output isolation and amplifiers between stages. As a result, the footprint of these devices is much larger to that of traditional CMOS transistors. Additionally, fanout will be a potential challenge. However, despite these limitations, the inherent advantages of light for certain applications necessitate the development of all-optical processors. Fabry-Perot devices provide an alternate technology to those already proposed.

This work utilizes the FDTD in 1D space method for simulations. The FDTD method is commonly used for evaluating optical logic gates $[21,22,24,26,28,29,34,39]$. The FDTD method allows the direct implementation of Maxwell's equations using complex material. In the Fabry-Perot devices, three types of media/phenomena will be simulated. Highly reflective silver plasma will be used as a coating on each end of the Fabry-Perot device. The device's characteristics will be modeled on Disperse Red 1 (DR1) dye doped in poly(methyl methacrylate) (PMMA). PMMA is a transparent plastic used to create optical fibers. DR1 has nonlinear properties, causing PMMA doped with DR1 (DR1-PMMA) to also have nonlinear properties, controllable by the DR1 concentration. DR1-PMMA's Lorentz characteristics will be modeled, as well as the nonlinear Kerr effect, which is the primary source of the device's
desired behavior. DR1-PMMA has been used as a waveguide in optical switching and photomechanical applications [43, 44, 45, 46, 47, 48]. This work will focus on the purely optical effects.

The nonlinear Kerr effect is a third order effect that induces an intensity-dependent change in the refractive index and creates harmonics of the fundamental. The intensity-dependent refractive index is the basis of the optical switch, while the generated harmonics both create noise and deplete energy from the beam, and thus must be mitigated through filtering and amplification. The Kerr effect can be caused by several different mechanisms, including electronic, reorientation, electrostriction, saturated absorption, and photo-thermal heating [49]. The result is an effective change in the refractive index based on the electric field intensity, making devices based on them optically bistable. The generality of the FDTD method takes into account any of these mechanisms through the constitutive equation. As such, the significance of this dissertation lies both in its generality and ability to explore ways to mitigate problems, providing guidance in the design of devices and logic circuits.

## Chapter 2: The FDTD Method

This chapter will detail the Finite-Difference Time-Domain (FDTD) formulation used for this project. This will be divided into two sections. The first section will provide a general explanation of the FDTD method using Maxwell's equations. The second section will focus on material FDTD models, providing a general explanation of the FDTD method and the derivation of the equations used in this work without delving into a particular construction or specific material parameters.

### 2.1 Maxwell's Equations

This section explains the general FDTD implementation of Maxwell's equations, along with general FDTD setup and use. The method used here is based on the Yee algorithm [50], which employs the interleaved form of Maxwell's equations that is generally used in FDTD. This form, as opposed to the wave equation, provides more robust solutions, enables the simultaneous solving of both the electric and magnetic field intensities, allows boundary conditions for both fields to be enforced, and models unique features of each field [51].

### 2.1.1 Maxwell's Equations in Free Space

The complete set of Maxwell's equations in differential form using SI units is [52]

$$
\begin{array}{r}
\nabla \times \boldsymbol{H}=\boldsymbol{J}_{\boldsymbol{i}}+\boldsymbol{J}_{\boldsymbol{c}}+\frac{\partial \boldsymbol{D}}{\partial t} \\
\nabla \times \boldsymbol{E}=-\boldsymbol{M}_{\boldsymbol{i}}-\frac{\partial \boldsymbol{B}}{\partial t} \\
\nabla \cdot \boldsymbol{D}=\rho_{e} \\
\nabla \cdot \boldsymbol{B}=\rho_{m} \tag{2.1d}
\end{array}
$$

where $\boldsymbol{H}$ is the magnetic field intensity, $\boldsymbol{E}$ is the electric field intensity, $\boldsymbol{D}$ is the electric flux density, and $\boldsymbol{B}$ is the magnetic flux density. In this work, there will be no sources for the electric current density $\left(\boldsymbol{J}_{\boldsymbol{i}}\right)$ or for the magnetic current density $\left(\boldsymbol{M}_{\boldsymbol{i}}\right)$. To begin with, assume there is no conduction electric current density $\left(\boldsymbol{J}_{\boldsymbol{c}}\right)$, no electric charge density $\left(\rho_{e}\right)$, and no magnetic charge density $\left(\rho_{m}\right)$. This allows
for significant simplification, resulting in

$$
\begin{array}{r}
\nabla \times \boldsymbol{H}=\frac{\partial \boldsymbol{D}}{\partial t} \\
\nabla \times \boldsymbol{E}=-\frac{\partial \boldsymbol{B}}{\partial t} \\
\nabla \cdot \boldsymbol{D}=0 \\
\nabla \cdot \boldsymbol{B}=0 \tag{2.2~d}
\end{array}
$$

in this particular situation. The constitutive relations are given by [53]

$$
\begin{array}{r}
\boldsymbol{D}=\hat{\varepsilon} * \boldsymbol{E} \\
\boldsymbol{B}=\hat{\mu} * \boldsymbol{H} \tag{2.3b}
\end{array}
$$

where $\hat{\varepsilon}$ is the permittivity of the medium, $\hat{\mu}$ is the permeability of the medium and $*$ indicates convolution. Although $\hat{\varepsilon}$ and $\hat{\mu}$ are most generally defined in tensor form, in this work the media are isotropic and not a function of the direction of the applied field. The convolution of Eqs. (2.3) can be simplified for free space to simple multiplication, with the permittivity replaced with that of free space $\left(\varepsilon_{0}=8.854 \times 10^{-12} \mathrm{~F} / \mathrm{m}\right)$ and the permeability replaced with that of free space $\left(\mu_{0}=4 \pi \times 10^{-7} \mathrm{H} / \mathrm{m}\right)$.

Now substituting in Eqs. (2.3) into Eq. (2.2a) and Eq. (2.2b) allows the time-dependent Maxwell's curl equations in free space to be rewritten as

$$
\begin{gather*}
\nabla \times \boldsymbol{H}=\varepsilon_{0} \frac{\partial \boldsymbol{E}}{\partial t}  \tag{2.4a}\\
\nabla \times \boldsymbol{E}=-\mu_{0} \frac{\partial \boldsymbol{H}}{\partial t} \tag{2.4b}
\end{gather*}
$$

which can be rearranged to [54]

$$
\begin{array}{r}
\frac{\partial \boldsymbol{E}}{\partial t}=\frac{1}{\varepsilon_{0}} \nabla \times \boldsymbol{H} \\
\frac{\partial \boldsymbol{H}}{\partial t}=-\frac{1}{\mu_{0}} \nabla \times \boldsymbol{E} \tag{2.5b}
\end{array}
$$

in order to place time derivatives on the left side of the equation. The $\boldsymbol{E}$ and $\boldsymbol{H}$ fields are all in three dimensions. Because the permittivity and permeability are on such different scales in Eqs. (2.5), it is more convenient to normalize the units using the ratio of the permittivity to permeability [54]. This is achieved by substituting

$$
\begin{equation*}
\tilde{\boldsymbol{E}}=\sqrt{\frac{\varepsilon_{0}}{\mu_{0}}} \boldsymbol{E} \tag{2.6}
\end{equation*}
$$

which results in Eqs. (2.5) being written as

$$
\begin{align*}
\frac{\partial \tilde{\boldsymbol{E}}}{\partial t} & =\frac{1}{\sqrt{\varepsilon_{0} \mu_{0}}} \nabla \times \boldsymbol{H}  \tag{2.7a}\\
\frac{\partial \boldsymbol{H}}{\partial t} & =-\frac{1}{\sqrt{\varepsilon_{0} \mu_{0}}} \nabla \times \tilde{\boldsymbol{E}} . \tag{2.7b}
\end{align*}
$$

The speed of light in free space $\left(c_{0}\right)$ is related to the permittivity and permeability as

$$
\begin{equation*}
c_{0}=\frac{1}{\sqrt{\varepsilon_{0} \mu_{0}}} \tag{2.8}
\end{equation*}
$$

allowing Eqs. (2.7) to be written as

$$
\begin{array}{r}
\frac{\partial \tilde{\boldsymbol{E}}}{\partial t}=c_{0} \nabla \times \boldsymbol{H} \\
\frac{\partial \boldsymbol{H}}{\partial t}=-c_{0} \nabla \times \tilde{\boldsymbol{E}} . \tag{2.9b}
\end{array}
$$

This form is the same as Maxwell's equations in Gaussian units [49]. Going forward, Gaussian units will be used. The electric field will be denoted as $\boldsymbol{E}$, dropping the $\tilde{\boldsymbol{E}}$ notation.

### 2.1.2 One-Dimensional FDTD Formulation in Free Space

Maxwell's equations in Eqs. (2.9) use $\boldsymbol{E}$ and $\boldsymbol{H}$ fields defined in 3-dimensional space, as well as time, meaning each field has a value at each point in space at a particular time. The FDTD method typically utilizes the Yee cell to define the physical location, breaking up space into individual cubes $[50,51$, 54]. This utilizes a model in which the $\boldsymbol{E}$ and $\boldsymbol{H}$ fields are physically offset by half a unit cell in each direction. Each directional $\boldsymbol{E}$ field location is surrounded in one plane by four $\boldsymbol{H}$ field components, and each directional $\boldsymbol{H}$ field location is surrounded in one plane by four $\boldsymbol{E}$ field components. The version of the Yee cell used in this work is shown in Fig. 2.1. The green dashed line shows the one-dimensional simulation direction used in this work. This can be referred to as an x-directed, y-polarized TEM wave and only utilizes $E_{y}$ and $H_{z}$ [51].

The one-dimensional equivalents of Eqs. (2.9) in the chosen single dimension are

$$
\begin{align*}
\frac{\partial E_{y}(x, t)}{\partial t} & =-c_{0} \frac{\partial H_{z}(x, t)}{\partial x}  \tag{2.10a}\\
\frac{\partial H_{z}(x, t)}{\partial t} & =-c_{0} \frac{\partial E_{y}(x, t)}{\partial x} \tag{2.10b}
\end{align*}
$$

Note the simplification on the right side of the equation is possible because the single dimension being used for the traveling wave is in the x-direction, and the only relevant terms will be partial derivatives


Figure 2.1: Yee cell used in this work. The green dashed line shows the simulation propagation direction being used.
in the x-direction. To approximate the time derivative in the FDTD method, there are several possible approaches. The approximation is necessary because the simulation discretizes time and space. The first derivative is defined as

$$
\begin{equation*}
\frac{\partial F(t)}{\partial t}=\lim _{\Delta t \rightarrow 0} \frac{F(t+\Delta t)-F(t)}{\Delta t} \tag{2.11}
\end{equation*}
$$

In this work, $n$ represents an integer number of time steps. The first derivative is then simply approximated as

$$
\begin{equation*}
\frac{\partial F(t)}{\partial t} \cong \frac{F((n+1) \cdot \Delta t)-F(n \cdot \Delta t)}{\Delta t} \tag{2.12}
\end{equation*}
$$

where $\Delta t$ is the amount of time each time step represents. Time is defined as $t=n \cdot \Delta t$. Substituting the first derivative with respect to time approximation of Eq. (2.12) into Eqs. (2.10) results in

$$
\begin{align*}
& \frac{E_{y}(x,(n+1) \cdot \Delta t)-E_{y}(x, n \cdot \Delta t)}{\Delta t}=-c_{0} \frac{\partial H_{z}(x, n \cdot \Delta t)}{\partial x}  \tag{2.13a}\\
& \frac{H_{z}(x,(n+1) \cdot \Delta t)-H_{z}(x, n \cdot \Delta t)}{\Delta t}=-c_{0} \frac{\partial E_{y}(x, n \cdot \Delta t)}{\partial x} \tag{2.13~b}
\end{align*}
$$

All fields are real. The time step, $n$, will be moved to a superscript as in

$$
\begin{align*}
& \frac{E_{y}^{n+1}(x)-E_{y}^{n}(x)}{\Delta t}=-c_{0} \frac{\partial H_{z}^{n}(x)}{\partial x}  \tag{2.14a}\\
& \frac{H_{z}^{n+1}(x)-H_{z}^{n}(x)}{\Delta t}=-c_{0} \frac{\partial E_{y}^{n}(x)}{\partial x} \tag{2.14b}
\end{align*}
$$

to create a more concise notation. This notation drops the $\Delta t$ in the superscripts, again for conciseness, i.e. $E_{y}^{((n+1) \cdot \Delta t)}$ was replaced with $E_{y}^{n+1}$. The superscript does not indicate the fields being raised to a power. Using the derivative approximation of Eq. (2.12), but modifying it to take the partial derivatives with respect to space instead of time, allows Eqs. (2.14) to be expanded to

$$
\begin{gather*}
\frac{E_{y}^{n+1}(i)-E_{y}^{n}(i)}{\Delta t}=-c_{0} \frac{H_{z}^{n}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i-\frac{1}{2}\right)}{\Delta x}  \tag{2.15a}\\
\frac{H_{z}^{n+1}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)}{\Delta t}=-c_{0} \frac{E_{y}^{n}(i+1)-E_{y}^{n}(i)}{\Delta x} \tag{2.15b}
\end{gather*}
$$

where $i$ represents the discretized physical location of a cell. The physical locations correspond to those in Fig. 2.1, with the $E$ and $H$ fields offset by half a cell from each other. The length each cell represents is $\Delta x$. The equations can be rearranged as

$$
\begin{gather*}
E_{y}^{n+1}(i)=E_{y}^{n}(i)+\frac{c_{0} \Delta t}{\Delta x}\left[H_{z}^{n}\left(i-\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)\right]  \tag{2.16a}\\
H_{z}^{n+1}\left(i+\frac{1}{2}\right)=H_{z}^{n}\left(i+\frac{1}{2}\right)+\frac{c_{0} \Delta t}{\Delta x}\left[E_{y}^{n}(i)-E_{y}^{n}(i+1)\right] \tag{2.16b}
\end{gather*}
$$

allowing the fields at the next time step to be calculated based on the fields at the previous time steps. The stability factor is defined as the quantity

$$
\begin{equation*}
S=\frac{c_{0} \Delta t}{\Delta x} \tag{2.17}
\end{equation*}
$$

which is of the same form as the Courant condition. This stability factor allows Eqs. (2.16) to be further simplified to

$$
\begin{array}{r}
E_{y}^{n+1}(i)=E_{y}^{n}(i)+S\left[H_{z}^{n}\left(i-\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)\right] \\
H_{z}^{n+1}\left(i+\frac{1}{2}\right)=H_{z}^{n}\left(i+\frac{1}{2}\right)+S\left[E_{y}^{n}(i)-E_{y}^{n}(i+1)\right] \tag{2.18b}
\end{array}
$$

For each time step, a new value of $E_{y}$ will be calculated based on the current values of $E_{y}$ and $H_{z}$. Next, the new value of $H_{z}$ will be calculated based on the current value of $H_{z}$ and the newly calculated value of $E_{y}$. One final modification is made to the time steps to demonstrate the interleaving nature of the
implementation by offsetting the $E_{y}$ time step by one half, using

$$
\begin{align*}
E_{y}^{n+\frac{1}{2}}(i) & =E_{y}^{n-\frac{1}{2}}(i)+S\left[H_{z}^{n}\left(i-\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)\right]  \tag{2.19a}\\
H_{z}^{n+1}\left(i+\frac{1}{2}\right) & =H_{z}^{n}\left(i+\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(i)-E_{y}^{n+\frac{1}{2}}(i+1)\right] . \tag{2.19b}
\end{align*}
$$

This is the basic one-dimensional FDTD formulation in free space. The interleaved nature of calculating $E_{y}$ and $H_{z}$ has several advantages including clarity, allowing the central-difference time derivatives to be second-order accurate, and preventing spurious decay of numerical wave modes [51].

### 2.1.3 Stability Factor

The stability factor must be set such that the wave propagation speed does not exceed the speed of light, meaning that in free space the time step size is limited to

$$
\begin{equation*}
\Delta t \leq \frac{\Delta x}{c_{0}} \tag{2.20}
\end{equation*}
$$

which is $S \leq 1$ from Eq. (2.17). Therefore, the stability parameter of Eq. (2.17) must not exceed 1. It is essential that the information does not travel over more than one cell in a time step $\Delta t$ which would allow data to skip over cells in the array. In media other than free space, this will be affected by the properties of the material as in [54]

$$
\begin{equation*}
\Delta t \leq \frac{n \Delta x}{c_{0}} \tag{2.21}
\end{equation*}
$$

since the refractive index $n$ reduces the speed of the traveling electromagnetic wave.

### 2.1.4 Boundary Conditions

FDTD simulations represent a limited amount of physical space. This means there is a boundary at the edge of the simulation space. Without any modifications to the FDTD algorithm, a wave will hit those boundaries and bounce back into the simulation space, disrupting the simulation results. This is because there will be cells at the boundary unable to be modified with the FDTD algorithm. Examining Eqs. (2.19) at the lower bound with $i=0$ shows

$$
\begin{gather*}
E_{y}^{n+\frac{1}{2}}(0)=E_{y}^{n-\frac{1}{2}}(0)+S\left[H_{z}^{n}\left(-\frac{1}{2}\right)-H_{z}^{n}\left(\frac{1}{2}\right)\right]  \tag{2.22a}\\
H_{z}^{n+1}\left(\frac{1}{2}\right)=H_{z}^{n}\left(\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(0)-E_{y}^{n+\frac{1}{2}}(1)\right] \tag{2.22b}
\end{gather*}
$$

meaning $E_{y}$ cannot be solved for since there is no value at $H_{z}^{n}\left(-\frac{1}{2}\right)$. If the lower bound is instead set to $i=1$, Eqs. (2.19) become

$$
\begin{align*}
E_{y}^{n+\frac{1}{2}}(1) & =E_{y}^{n-\frac{1}{2}}(1)+S\left[H_{z}^{n}\left(\frac{1}{2}\right)-H_{z}^{n}\left(1 \frac{1}{2}\right)\right]  \tag{2.23a}\\
H_{z}^{n+1}\left(1 \frac{1}{2}\right) & =H_{z}^{n}\left(1 \frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(1)-E_{y}^{n+\frac{1}{2}}(2)\right], \tag{2.23b}
\end{align*}
$$

which contain only valid array references. However, $E_{y}$ is calculated using $H_{z}^{n}\left(\frac{1}{2}\right)$, a cell location that is not updated with $i=1$ as a minimum bound. Because the cell representing $H_{z}^{n}\left(\frac{1}{2}\right)$ will not be updated and is typically initialized at zero, this represents a perfect conductor. Therefore, boundary conditions that absorb any outgoing waves must be imposed.

There are several possibilities for boundary conditions. The simplest form of a boundary condition makes use of the fact that the electromagnetic wave traveling in free space will traverse a predictable number of cells in a certain amount of time based on the stability parameter of Eq. (2.17). In free space, this means the wave will travel a distance of [54]

$$
\begin{equation*}
\text { distance }(\text { per time step })=c_{0} \Delta t \tag{2.24}
\end{equation*}
$$

in one time step. From Eq. (2.17), the time step can be written in terms of the stability parameter, the speed of light, and the cell size, allowing Eq. (2.24) to be replaced with

$$
\begin{equation*}
\text { distance }(\text { per time step })=c_{0} \frac{S \Delta x}{c_{0}}=S \Delta x \tag{2.25}
\end{equation*}
$$

The value of $S$ must not exceed one. If $S=0.5$, that means the wave will travel the distance of one cell in two time steps. This can be seen clearly by converting distance in Eq. (2.25) to a distance measured in number of cells, as in

$$
\begin{equation*}
\text { cells }(\text { per time step })=\frac{S \Delta x}{\Delta x}=S \tag{2.26}
\end{equation*}
$$

The reciprocal of this is the number of time steps it takes to travel the distance of one cell, $\Delta x$ :

$$
\begin{equation*}
\text { time steps }(\text { per cell })=\frac{1}{\text { cells }(\text { per time step })}=\frac{1}{S} \tag{2.27}
\end{equation*}
$$

For a simple absorbing boundary condition, it is essential that the number of time steps in Eq. (2.27) is a whole number. The FDTD method utilizes the values of the surrounding $E$ and $H$ fields in the calculations. As already demonstrated when at the edge of the array, the surrounding values are not directly available. However, they can still be used by saving values at the array boundaries and using
them at a time step corresponding to when those values would have been at the desired cell. So, with $S=0.5$, the value computed at the lower edge of the array $H_{z}\left(1 \frac{1}{2}\right)$, as shown in Eq. (2.23), will be saved at time step $n$. Then that value will be used at time step $n+2$ for the adjacent cell $H_{z}\left(\frac{1}{2}\right)$. A similar procedure is used at the opposite end of the array.

There are variations in the absorbing boundary conditions from above such as the Mur boundary conditions. These utilize the same principles as the simple absorbing boundary conditions. A more complete, robust set of boundary conditions is implemented by using a Perfectly Matched Layer (PML), originally developed by Berenger [55]. The PML is able to absorb outgoing waves for higher dimensional simulations and when the edge of the simulation space is not free space. This allows a higher degree of flexibility in running simulations. The simulations in this work all contain free space at the edges of the arrays and are one-dimensional so simple absorbing boundary conditions are sufficient. However, the PML was used for maximum flexibility in experimenting with the simulations. Details regarding the PML are in Appendix C.

### 2.2 Material Models in FDTD

This section describes how the FDTD method is used to model complex materials including plasma, the Lorentz effect, and the Kerr effect.

### 2.2.1 One-Dimensional FDTD Formulation in Complex Materials

The FDTD implementation described will now need to be formulated to include the electric flux density. Equations (2.5) were simplified to replace the electric flux density with a simple multiplication by $\varepsilon_{0}$. To include the electric flux density and return to Maxwell's equations, Eqs. (2.2) can be rewritten in the one-dimensional formulation as [56]

$$
\begin{align*}
\frac{\partial D_{y}(x, t)}{\partial t} & =-c_{0} \frac{\partial H_{z}(x, t)}{\partial x}  \tag{2.28a}\\
D_{y}(x, t)=\varepsilon_{r}(x) E_{y}(x, t)+4 \pi P_{L}(x, t) & +4 \pi P_{N L}(x, t)  \tag{2.28b}\\
\frac{\partial H_{z}(x, t)}{\partial t} & =-c_{0} \frac{\partial E_{y}(x, t)}{\partial x} \tag{2.28c}
\end{align*}
$$

This was given in Gaussian units as was previously described as in Eqs. (2.10). This breaks the $D_{y}(x, t)$ contribution into three parts: a simple permittivity $\varepsilon_{r}(x)$, a linear polarization $P_{L}(x, t)$, and a nonlinear polarization $P_{N L}(x, t)$. The individual contributions from $P_{L}(x, t)$ and $P_{N L}(x, t)$ will be discussed in future sections. This is broken up in this manner to allow the modeling of a guest-host polymer. The contribution from the host polymer, assumed to be simple and linear, will be $\varepsilon_{r}(x)$. The guest molecule will be modeled with the linear polarization $P_{L}(x, t)$ and the nonlinear polarization $P_{N L}(x, t)$. The

FDTD formulation of Eq. (2.28a) and Eq. (2.28c) is nearly identical to that previously described. The only difference is $D_{y}$ is now included in Eq. (2.28a) instead of $E_{y}$. Following the same procedure as described for free space in Ch. 2.1.2 results in

$$
\begin{align*}
D_{y}^{n+\frac{1}{2}}(i) & =D_{y}^{n-\frac{1}{2}}(i)+S\left[H_{z}^{n}\left(i-\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)\right]  \tag{2.29a}\\
H_{z}^{n+1}\left(i+\frac{1}{2}\right) & =H_{z}^{n}\left(i+\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(i)-E_{y}^{n+\frac{1}{2}}(i+1)\right] \tag{2.29b}
\end{align*}
$$

instead of Eqs. (2.19). The material properties are contained in Eq. (2.28b). This means Eqs. (2.29) will not change as the material changes. When changing materials, Eq. (2.28b) must be derived. Specific derivations for various materials follow in subsequent sections.

### 2.2.2 PLASMA

For plasma, the permittivity will be frequency dependent. Equation (2.28b) can be rewritten to include only plasma in the frequency domain in one-dimension as

$$
\begin{equation*}
D_{y}(x, \omega)=\varepsilon_{r}(x) E_{y}(x, \omega)+P_{p}(x, \omega) \tag{2.30}
\end{equation*}
$$

Equation (2.30) includes the linear component $P_{p}=4 \pi P_{L}(x, \omega)$, renamed to indicate plasma, and $\varepsilon_{r}(x)$.
When dealing with unmagnetized plasma, Eq. (2.30) can be replaced with [54, 57]

$$
\begin{equation*}
D_{y}(x, \omega)=\left(1+\frac{\omega_{p}^{2}(x)}{\omega\left(j v_{c}(x)-\omega\right)}\right) E_{y}(x, \omega)=\varepsilon_{r}^{*}(x, \omega) E_{y}(x, \omega) \tag{2.31}
\end{equation*}
$$

where $\omega_{p}(x)(\mathrm{rad} / \mathrm{s})$ is the plasma frequency, $j=\sqrt{-1}$, and $v_{c}(x)(\mathrm{rad} / \mathrm{s})$ is the electron collision frequency. The parameter $\varepsilon_{r}^{*}(x, \omega)$ is defined as

$$
\begin{equation*}
\varepsilon_{r}^{*}(x, \omega)=1+\frac{\omega_{p}^{2}(x)}{\omega\left(j v_{c}(x)-\omega\right)} \tag{2.32}
\end{equation*}
$$

and does not represent a complex conjugate. The $*$ in the superscript is used to indicate the value may be complex.

In order to move the formulation from the frequency domain to the time domain, the Z-transform can be used. The unilateral Laplace transform is defined as

$$
\begin{equation*}
X(s)=\int_{0}^{\infty} x(t) e^{-s t} d t \tag{2.33}
\end{equation*}
$$

The Z-transform, used for discrete signals and analogous to the Laplace transform for continuous func-

Table 2.1: Z-Transforms relating the frequency, sampled time, and Z domain [54]. $\delta(t)$ is the Dirac delta function and $u(t)$ is the unit step function.

| Time Domain | Frequency <br> Domain | Z Domain | Sampled Time <br> Domain |
| :--- | :--- | :--- | :--- |
| $\delta(t)$ | 1 | $\frac{1}{\Delta t}$ | $\delta[n]$ |
| $u(t)$ | $\frac{1}{j \omega}$ | $\frac{1}{1-z^{-1}}$ | $u[n]$ |
| $e^{-\alpha t} u(t)$ | $\frac{1}{j \omega+\alpha}$ | $\frac{1}{1-e^{-\alpha \Delta t} z^{-1}}$ | $e^{-\alpha n \Delta t} u[n]$ |
| $e^{-\alpha t} \sin (\beta t) u(t)$ | $\frac{e^{-\alpha \Delta t} \sin (\beta \Delta t) z^{-1}}{\left(\alpha^{2}+\beta^{2}\right)+j \omega 2 \alpha-\omega^{2}}$ | $\frac{e^{-\alpha n \Delta t} \sin (\beta n \Delta t) u[n]}{1-2 e^{-\alpha \Delta t} \cos (\beta \Delta t) z^{-1}+e^{-2 \alpha \Delta t} z^{-2}}$ | $e^{-2}$ $\mathbf{l}$ |

tions, is described by [54]

$$
\begin{equation*}
X(z)=\sum_{n=0}^{\infty} x[n] z^{-n}=x[0]+x[1] z^{-1}+\ldots \tag{2.34}
\end{equation*}
$$

which is the single-sided version of the Z-transform with $z$ representing the Z-domain parameter and not a physical location in the z-direction. The first step in using the Z-transform is to use partial fraction expansion to write $\varepsilon_{r}^{*}$ in Eq. (2.32) with simple denominators as

$$
\begin{equation*}
\varepsilon_{r}^{*}(x, \omega)=1+\frac{\omega_{p}^{2}(x) / v_{c}(x)}{j \omega}-\frac{\omega_{p}^{2}(x) / v_{c}(x)}{v_{c}(x)+j \omega} . \tag{2.35}
\end{equation*}
$$

Note $x$ is the physical location in the x-direction. This format allows Z-transform tables to easily be used in the conversion. Table 2.1 lists some of the Z-transforms including the relationships between the time domain, the sampled time domain, the frequency domain and the Z domain.

Using the Table 2.1 transform conversions on Eq. (2.35) results in the Z-domain equation

$$
\begin{equation*}
\varepsilon_{r}^{*}(x, z)=\frac{1}{\Delta t}+\frac{\omega_{p}^{2}(x) / v_{c}(x)}{1-z^{-1}}-\frac{\omega_{p}^{2}(x) / v_{c}(x)}{1-e^{-v_{c}(x) \Delta t} z^{-1}} \tag{2.36}
\end{equation*}
$$

Again, note the $z$ in the above equations refers to the Z-transform and not a coordinate. The Z-transform of Eq. (2.31) is simply [54]

$$
\begin{equation*}
D_{y}(x, z)=\varepsilon_{r}^{*}(x, z) E_{y}(x, z) \Delta t \tag{2.37}
\end{equation*}
$$

by the convolution theorem. Using $\varepsilon_{r}^{*}$ of Eq. (2.36) in Eq. (2.37) results in

$$
\begin{equation*}
D_{y}(x, z)=\left(\frac{1}{\Delta t}+\frac{\omega_{p}^{2}(x) / v_{c}(x)}{1-z^{-1}}-\frac{\omega_{p}^{2}(x) / v_{c}(x)}{1-e^{-v_{c}(x) \Delta t} z^{-1}}\right) E_{y}(x, z) \Delta t \tag{2.38}
\end{equation*}
$$

This can be expanded and rearranged to

$$
\begin{equation*}
D_{y}(x, z)=E_{y}(x, z)+\frac{\omega_{p}^{2}(x) \Delta t}{v_{c}(x)}\left(\frac{\left(1-e^{-v_{c}(x) \Delta t}\right) z^{-1}}{1-\left(1+e^{-v_{c}(x) \Delta t}\right) z^{-1}+e^{-v_{c}(x) \Delta t} z^{-2}}\right) E_{y}(x, z) \tag{2.39}
\end{equation*}
$$

and the second term on the right can be separated and defined as

$$
\begin{equation*}
S_{p}(x, z)=\frac{\omega_{p}^{2}(x) \Delta t}{v_{c}(x)}\left(\frac{1-e^{-v_{c}(x) \Delta t}}{1-\left(1+e^{-v_{c}(x) \Delta t}\right) z^{-1}+e^{-v_{c}(x) \Delta t} z^{-2}}\right) E_{y}(x, z) \tag{2.40}
\end{equation*}
$$

noting that the $z^{-1}$ in the numerator within the parenthesis was removed. This allows Eq. (2.39) to be rewritten with the substitution of Eq. (2.40) and, solving for $E_{y}(x, z)$, this results in

$$
\begin{equation*}
E_{y}(x, z)=D_{y}(x, z)-S_{p}(x, z) z^{-1} \tag{2.41}
\end{equation*}
$$

which is able to be directly implemented into FDTD. $z^{-1}$ references the value saved one time step earlier. This is due to the time delay property. For a Z-transform,

$$
\begin{equation*}
x(n-k) \leftrightarrow z^{-k} X(z) \tag{2.42}
\end{equation*}
$$

and substituting $k=1$ to indicate a single time step results in

$$
\begin{equation*}
x(n-1) \leftrightarrow z^{-1} X(z) . \tag{2.43}
\end{equation*}
$$

A variable will save the value of $S_{p}(x, z)$ from the previous iteration in Eq. (2.41) for use in finding $E_{y}(x, z)$, so calculating $S_{p}(x, z)$ will require an additional array to be saved. Rearranging Eq. (2.40) to place $S_{p}(x, z)$ at the current time step on the left side of the equation results in

$$
\begin{equation*}
S_{p}(x, z)=\left(1+e^{-v_{c}(x) \Delta t}\right) S_{p}(x, z) z^{-1}-e^{-v_{c}(x) \Delta t} S_{p}(x, z) z^{-2}+\frac{\omega_{p}^{2}(x) \Delta t}{v_{c}(x)}\left(1-e^{-v_{c}(x) \Delta t}\right) E_{y}(x, z) \tag{2.44}
\end{equation*}
$$

This shows that calculating $S_{p}(x, z)$ will require the $S_{p}(x, z)$ value from the previous two time steps (to account for the terms with $z^{-1}$ and $z^{-2}$ ) as well as the current data from $E_{y}(x, z)$. As long as $E_{y}(x, z)$ is calculated prior to $S_{p}(x, z)$ within an FDTD algorithm, this will implement the plasma correctly. Eq. (2.41) and Eq. (2.44) can be written in the same format as Eqs. (2.29), including discretizing the x-dimension $x$ into integer locations $i$, as

$$
\begin{array}{r}
E_{y}^{n+\frac{1}{2}}(i)=D_{y}^{n+\frac{1}{2}}(i)-S_{p}^{n-\frac{1}{2}}(i) \\
S_{p}^{n+\frac{1}{2}}(i)=\left(1+e^{-v_{c}(i) \Delta t}\right) S_{p}^{n-\frac{1}{2}}(i)-e^{-v_{c}(i) \Delta t} S_{p}^{n-\frac{3}{2}}(i)+\frac{\omega_{p}^{2}(i) \Delta t}{v_{c}(i)}\left(1-e^{-v_{c}(i) \Delta t}\right) E_{y}^{n+\frac{1}{2}}(i) \tag{2.45b}
\end{array}
$$

to describe the FDTD implementation explicitly.

### 2.2.3 Kerr Effect

The nonlinear Kerr effect can be included in a simulation by including $\varepsilon_{r}$ and the nonlinear component of Eq. (2.28b) as

$$
\begin{equation*}
D_{y}(x, t)=\varepsilon_{r}(x) E_{y}(x, t)+4 \pi P_{N L}(x, t) \tag{2.46}
\end{equation*}
$$

The linear polarization term $P_{L}(x, t)$ is not included in Eq. (2.46). The nonlinear polarization $P_{N L}(x, t)$ is given by [58]

$$
\begin{equation*}
P_{N L}(x, t)=\chi^{(3)}(x) E_{y}^{3}(x, t) \tag{2.47}
\end{equation*}
$$

where the $\chi^{(3)}(x)$ represents the nonlinear Kerr effects of a given material. This work uses the local approximation for the Kerr effect, given in Eq. (2.47), to show potential applications for devices created with a Kerr material. This approximation does not necessarily capture the full scope of the device's behavior at high frequencies in the range of Terahertz. A more accurate Kerr representation will be included in future works. For the FDTD formulation given the local approximation, $E_{y}(x, t)$ must be given in terms of $D_{y}(x, t)$ meaning an approximation is necessary for $E_{y}^{3}(x, t)$. The Taylor series expansion provides one method of approximation [58]

$$
\begin{array}{r}
E_{y}^{3}\left(x, t_{n}\right) \approx E_{y}^{3}\left(x, t_{n-1}\right)+\left(\frac{d}{d t} E_{y}^{3}\left(x, t_{n-1}\right)\right)\left(t_{n}-t_{n-1}\right) \\
=E_{y}^{3}\left(x, t_{n-1}\right)+3 E_{y}^{2}\left(x, t_{n-1}\right)\left(\frac{d}{d t} E_{y}\left(x, t_{n-1}\right)\right)\left(t_{n}-t_{n-1}\right)  \tag{2.48}\\
\approx E_{y}^{3}\left(x, t_{n-1}\right)+3 E_{y}^{2}\left(x, t_{n-1}\right) \frac{E_{y}\left(x, t_{n}\right)-E_{y}\left(x, t_{n-1}\right)}{t_{n}-t_{n-1}}\left(t_{n}-t_{n-1}\right) \\
=3 E_{y}^{2}\left(x, t_{n-1}\right) E_{y}\left(x, t_{n}\right)-2 E_{y}^{3}\left(x, t_{n-1}\right)
\end{array}
$$

when evaluated at the point $t=t_{n}$ around the point $t_{n-1}$. This leads to the FDTD formulation for the approximation as

$$
\begin{equation*}
\left(E_{y}^{n+\frac{1}{2}}(i)\right)^{3} \cong 3\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2} E_{y}^{n+\frac{1}{2}}(i)-2\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}, \tag{2.49}
\end{equation*}
$$

which now only requires the value of $E_{y}^{n+\frac{1}{2}}(i), E_{y}$ at the current time step, in one term. This allows the substitution of the approximation in Eq. (2.49) to be used in Eq. (2.47) giving

$$
\begin{equation*}
P_{N L}^{n+\frac{1}{2}}(i)=\chi^{(3)}(i)\left[3\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2} E_{y}^{n+\frac{1}{2}}(i)-2\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}\right] \tag{2.50}
\end{equation*}
$$

as the nonlinear Kerr polarization. Using that formulation of $P_{N L}^{n}$ with Eq. (2.46) results in

$$
\begin{equation*}
D_{y}^{n+\frac{1}{2}}(i)=\varepsilon_{r}(i) E_{y}^{n+\frac{1}{2}}(i)+4 \pi \chi^{(3)}(i)\left[3\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2} E_{y}^{n+\frac{1}{2}}(i)-2\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}\right] \tag{2.51}
\end{equation*}
$$

and rearranging to solve for $E_{y}^{n+\frac{1}{2}}(i)$ results in

$$
\begin{equation*}
E_{y}^{n+\frac{1}{2}}(i)=\frac{D_{y}^{n+\frac{1}{2}}(i)+8 \pi \chi^{(3)}(i)\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}}{\varepsilon_{r}(i)+12 \pi \chi^{(3)}(i)\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2}} \tag{2.52}
\end{equation*}
$$

which is able to be directly implemented in FDTD. An alternate Kerr formulation is described in Appendix A and compared to the method described here.

### 2.2.4 Lorentz Formulation

There are a few possibilities for deriving the Lorentz formulation in FDTD. The Z-transform is one possible method [58]. Equation (2.28b) can be rewritten to exclude the nonlinear polarization as

$$
\begin{equation*}
D_{y}(x, t)=\varepsilon_{r}(x) E_{y}(x, t)+4 \pi P_{L}(x, t), \tag{2.53}
\end{equation*}
$$

where $P_{L}(x, t)$ is the linear polarization. The linear polarization can be described as a convolution

$$
\begin{equation*}
P_{L}(x, t)=\int_{0}^{t} \chi^{(1)}(x, t-\tau) E_{y}(x, \tau) d \tau \tag{2.54}
\end{equation*}
$$

The susceptibility function, $\chi^{(1)}(x, t)$, is a Lorentz function and can be described as $[49,54,58]$

$$
\begin{equation*}
\chi^{(1)}(x, \omega)=\frac{1}{4 \pi}\left(\frac{\varepsilon_{1}(x)}{1+j 2 \delta_{0}(x)\left(\frac{\omega}{\omega_{0}(x)}\right)-\left(\frac{\omega}{\omega_{0}(x)}\right)^{2}}\right) \tag{2.55}
\end{equation*}
$$

in the frequency domain where $\omega_{0}(\mathrm{rad} / \mathrm{s})$ is the natural frequency and $\delta_{0}$ is the damping constant. Similar to the FDTD formulation of the plasma, the Z-transform will be used to formulate the Lorentz FDTD implementation. The linear susceptibility will be rearranged to

$$
\begin{equation*}
\chi^{(1)}(x, \omega)=\frac{1}{4 \pi}\left(\frac{\omega_{0}^{2}(x) \varepsilon_{1}(x)}{\omega_{0}^{2}(x)+j 2 \delta_{0}(x) \omega_{0}(x) \omega-\omega^{2}}\right) \tag{2.56}
\end{equation*}
$$

Then, setting $\omega_{p}^{2}(x)=\omega_{0}^{2}(x) \varepsilon_{1}(x)$ to write it in terms of the plasma frequency and setting $\gamma(x)=$ $2 \delta_{0}(x) \omega_{0}(x)$ for simplicity, results in

$$
\begin{equation*}
\chi^{(1)}(x, \omega)=\frac{1}{4 \pi}\left(\frac{\omega_{p}^{2}(x)}{\omega_{0}^{2}(x)+j \gamma(x) \omega-\omega^{2}}\right) \tag{2.57}
\end{equation*}
$$

The linear polarization of Eq. (2.57) resembles the final entry in Table 2.1. The following are then set to convert Eq. (2.57) to the same format as the final entry in Table 2.1:

$$
\begin{array}{r}
\gamma(x)=2 \alpha(x) \\
\omega_{0}(x)=\sqrt{\beta^{2}(x)+\left(\frac{\gamma(x)}{2}\right)^{2}}=\sqrt{\beta^{2}(x)+\alpha^{2}(x)} \tag{2.58b}
\end{array}
$$

Making the substitutions of Eqs. (2.58) into Eq. (2.57) results in

$$
\begin{equation*}
\chi^{(1)}(x, \omega)=\frac{\omega_{p}^{2}(x)}{4 \pi \beta(x)}\left(\frac{\beta(x)}{\beta^{2}(x)+\alpha^{2}(x)+j 2 \alpha(x) \omega-\omega^{2}}\right) \tag{2.59}
\end{equation*}
$$

in which the term in parenthesis is in the exact same format as in Table 2.1. Using the Z-transform from the last entry of Table 2.1 on Eq. (2.59) results in

$$
\begin{equation*}
\chi^{(1)}(x, z)=\frac{\omega_{p}^{2}(x)}{4 \pi \beta(x)}\left(\frac{e^{-\alpha(x) \Delta t} \sin (\beta(x) \Delta t) z^{-1}}{1-2 e^{-\alpha(x) \Delta t} \cos (\beta(x) \Delta t) z^{-1}+e^{-2 \alpha(x) \Delta t} z^{-2}}\right) . \tag{2.60}
\end{equation*}
$$

Remembering that the convolution of Eq. (2.54) will be a multiplication in the Z-domain domain, Eq. (2.54) can be rewritten as

$$
\begin{equation*}
P_{L}(x, z)=\chi^{(1)}(x, z) E_{y}(x, z) \Delta t \tag{2.61}
\end{equation*}
$$

in the Z-domain, similar to Eq. (2.37). Again, $x$ refers to the location in the x-direction and $z$ refers to the Z-Domain parameter. Finally, Eq. (2.60) can be used with Eq. (2.61) and plugged into the Z-domain version of Eq. (2.53) resulting in [56, 59]

$$
\begin{equation*}
P_{L}(x, z)=\frac{1}{4 \pi} \frac{\omega_{p}^{2}(x)}{\beta(x)}\left(\frac{e^{-\alpha(x) \Delta t} \sin (\beta(x) \Delta t) z^{-1}}{1-2 e^{-\alpha(x) \Delta t} \cos (\beta(x) \Delta t) z^{-1}+e^{-2 \alpha(x) \Delta t} z^{-2}}\right) E_{y}(x, z) \Delta t . \tag{2.62}
\end{equation*}
$$

In a manner similar to how the plasma was handled, various variables will be pulled out of Eq. (2.62) to simplify the expression. Setting

$$
\begin{array}{r}
\gamma_{1}(x)=\frac{\omega_{p}^{2}(x)}{\beta(x)} \\
c_{1}(x)=2 e^{-\alpha(x) \Delta t} \cos (\beta(x) \Delta t) \\
c_{2}(x)=e^{-2 \alpha(x) \Delta t} \\
c_{3}(x)=\gamma_{1}(x) \Delta t e^{-\alpha(x) \Delta t} \sin (\beta(x) \Delta t) \tag{2.63~d}
\end{array}
$$

and substituting those values into Eq. (2.62) results in

$$
\begin{equation*}
P_{L}(x, z)=\frac{1}{4 \pi}\left(\frac{c_{3}(x) z^{-1}}{1-c_{1}(x) z^{-1}+c_{2}(x) z^{-2}}\right) E_{y}(x, z) \tag{2.64}
\end{equation*}
$$

If a new variable is defined as

$$
\begin{equation*}
S_{L}(x, z)=\frac{c_{3}(x)}{1-c_{1}(x) z^{-1}+c_{2}(x) z^{-2}} E_{y}(x, z) \tag{2.65}
\end{equation*}
$$

then Eq. (2.64) can be rewritten as

$$
\begin{equation*}
P_{L}(x, z)=\frac{1}{4 \pi} S_{L}(x, z) z^{-1} \tag{2.66}
\end{equation*}
$$

Next Eq. (2.65) can be rearranged to find $S_{L}(x, z)$ at the current time step [56]

$$
\begin{equation*}
S_{L}(x, z)=c_{1}(x) z^{-1} S_{L}(x, z)-c_{2}(x) z^{-2} S_{L}(x, z)+c_{3}(x) E_{y}(x, z) \tag{2.67}
\end{equation*}
$$

which is in terms of $E_{y}(x, z)$ at the current time step and $S_{L}(x, z)$ at previous time steps. Then Eq. (2.66) and Eq. (2.67) can be discretized and written in terms of time steps in the same way the plasma formulation was done in Ch. 2.2.2; $z^{-1}$ refers to one time step in the past and $z^{-2}$ refers to two time steps in the past. This means Eq. (2.66) and Eq. (2.67) become

$$
\begin{array}{r}
P_{L}^{n+\frac{1}{2}}(i)=\frac{1}{4 \pi} S_{L}^{n-\frac{1}{2}}(i) \\
S_{L}^{n+\frac{1}{2}}(i)=c_{1}(i) S_{L}^{n-\frac{1}{2}}(i)-c_{2}(i) S_{L}^{n-\frac{3}{2}}(i)+c_{3}(i) E_{y}^{n+\frac{1}{2}}(i) \tag{2.68~b}
\end{array}
$$

The discretized version of Eq. (2.53) is

$$
\begin{equation*}
D_{y}^{n+\frac{1}{2}}(i)=\varepsilon_{r}(i) E_{y}^{n+\frac{1}{2}}(i)+4 \pi P_{L}^{n+\frac{1}{2}}(i) \tag{2.69}
\end{equation*}
$$

Finally, rearranging Eq. (2.69) to solve in terms of $E_{y}(x, z)$ and substituting in Eq. (2.68a) results in

$$
\begin{equation*}
E_{y}^{n+\frac{1}{2}}(i)=\frac{D_{y}^{n+\frac{1}{2}}(i)-S_{L}^{n-\frac{1}{2}}(i)}{\varepsilon_{r}(i)} \tag{2.70}
\end{equation*}
$$

Writing Eq. (2.70) and Eq. (2.68b) together gives

$$
\begin{array}{r}
E_{y}^{n+\frac{1}{2}}(i)=\frac{D_{y}^{n+\frac{1}{2}}(i)-S_{L}^{n-\frac{1}{2}}(i)}{\varepsilon_{r}(i)} \\
S_{L}^{n+\frac{1}{2}}(i)=c_{1}(i) S_{L}^{n-\frac{1}{2}}(i)-c_{2}(i) S_{L}^{n-\frac{3}{2}}(i)+c_{3}(i) E_{y}^{n+\frac{1}{2}}(i), \tag{2.71b}
\end{array}
$$

which can be implemented between Eq. (2.29a) and Eq. (2.29b). An alternate method of developing the FDTD implementation for Lorentz materials is described in Appendix B. A comparison of the two methods is also given.

### 2.2.5 Lorentz and Kerr Combined Formulation

Now that the plasma, Lorentz, and Kerr components of the FDTD simulation have been derived, the components can be combined for a full, complex formulation. This is still done with purely the electric flux density of Eq. (2.28b). The polarizations were defined in the previous sections. Converting Eq. (2.28b) to FDTD notation results in

$$
\begin{equation*}
D_{y}^{n+\frac{1}{2}}(i)=\varepsilon_{r}(i) E_{y}^{n+\frac{1}{2}}(i)+4 \pi P_{N L}^{n+\frac{1}{2}}(i)+4 \pi P_{L}^{n+\frac{1}{2}}(i) \tag{2.72}
\end{equation*}
$$

using the same methods used throughout this chapter. It was shown in Eq. (2.50) that

$$
\begin{equation*}
P_{N L}^{n+\frac{1}{2}}(i)=\chi^{(3)}(i)\left(3\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2} E_{y}^{n+\frac{1}{2}}(i)-2\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}\right) \tag{2.73}
\end{equation*}
$$

and in Eq. (2.68a) that

$$
\begin{equation*}
P_{L}^{n+\frac{1}{2}}(i)=\frac{1}{4 \pi} S_{L}^{n-\frac{1}{2}}(i) \tag{2.74}
\end{equation*}
$$

Combining Eq. (2.73) and Eq. (2.74) with Eq. (2.72) results in

$$
\begin{equation*}
D_{y}^{n+\frac{1}{2}}(i)=\varepsilon_{r}(i) E_{y}^{n+\frac{1}{2}}(i)+4 \pi \chi^{(3)}(i)\left(3\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2} E_{y}^{n+\frac{1}{2}}(i)-2\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}\right)+S_{L}^{n-\frac{1}{2}}(i) \tag{2.75}
\end{equation*}
$$

Rearranging Eq. (2.75) to solve for $E_{y}^{n+\frac{1}{2}}(i)$ results in

$$
\begin{equation*}
E_{y}^{n+\frac{1}{2}}(i)=\frac{D_{y}^{n+\frac{1}{2}}(i)+8 \pi \chi^{(3)}(i)\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}-S_{L}^{n-\frac{1}{2}}(i)}{\varepsilon_{r}(i)+12 \pi \chi^{(3)}(i)\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2}} \tag{2.76}
\end{equation*}
$$

given $S_{L}$ updating with Eq. (2.71b) as before. Comparing Eq. (2.76) to Eq. (2.71a) shows the additional terms related to Kerr effect included in a similar manner to that shown in Eq. (2.52). If the coefficients of Eqs. (2.63) are set to zero, the Lorentz term will fall out of Eq. (2.76). Similarly, if $\chi^{(3)}(i)$ is set to
zero, the material will not have any Kerr effects.

### 2.2.6 Plasma, Lorentz, and Kerr Formulation

The combined plasma formulation of Eq. (2.45a) with a Kerr/Lorentz material adjusts Eq. (2.76) to

$$
\begin{equation*}
E_{y}^{n+\frac{1}{2}}(i)=\frac{D_{y}^{n+\frac{1}{2}}(i)-S_{P}^{n-\frac{1}{2}}(i)+8 \pi \chi^{(3)}(i)\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{3}-S_{L}^{n-\frac{1}{2}}(i)}{\varepsilon_{r}(i)+12 \pi \chi^{(3)}(i)\left(E_{y}^{n-\frac{1}{2}}(i)\right)^{2}} \tag{2.77}
\end{equation*}
$$

with Eq. (2.45b) used to calculate $S_{P}^{n+\frac{1}{2}}(i)$. Note that only the plasma or the Kerr/Lorentz effects will occur on a particular cell; the other effect will be set to zero using the various associated constants.

## Chapter 3: Fabry-Perot Device in FDTD Simulation

This chapter will explore a Fabry-Perot device using the FDTD formulation developed in Ch. 2. Specific parameters will be chosen, and the corresponding characteristics of this device will be investigated. All simulations were coded in Python throughout this work.

### 3.1 Input

The input used in this project will generally be a sinusoidal signal within an envelope. The envelope will include a gradual rise followed by plateauing for a certain amount of time, followed by a gradual decline that mirrors the rise. The envelope has a similar profile to a Hanning window with a plateau region, but the function used here is [60]

$$
\begin{equation*}
f(x)=\frac{a}{\pi} \sin \left(\frac{\pi}{2 a}\right)\left(\frac{1}{1+\left(x-x_{c}\right)^{2 a}}\right) \tag{3.1}
\end{equation*}
$$

where $a$ is a constant controlling the width of the plateau region and $x_{c}$ is the center of the pulse.
Equation (3.1) can be compared to a normal Hanning window with a central plateau region of the form

$$
\begin{array}{r}
f(x)=\frac{1}{2}\left(1-\cos \left(\frac{2 \pi x}{\left(N-n_{\text {plateau }}\right)}\right)\right), x<x_{c}-\frac{n_{\text {plateau }}}{2} \\
f(x)=1, x_{c}-\frac{n_{\text {plateau }}}{2} \leq x<x_{c}+\frac{n_{\text {plateau }}}{2} \\
f(x)=\frac{1}{2}\left(1-\cos \left(\frac{2 \pi\left(x-n_{\text {plateau }}\right)}{\left(N-n_{\text {plateau }}\right)}\right)\right), x_{c}+\frac{n_{\text {plateau }}}{2} \leq x \tag{3.2c}
\end{array}
$$

where $n_{\text {plateau }}$ is the width of the plateau, and $N$ is the total length of the function. The advantage of using the envelope described in Eq. (3.1) is that the first and second derivatives are smooth, continuous functions, as shown in Fig. 3.1. This plateau function is normalized by dividing $f(x)$ by the maximum value of $f(x)$, which occurs at $x_{c}$.


Figure 3.1: Plateau function of Eq. (3.1) with $a=4$ showing (a) the function itself, (b) the function's first derivative, and (c) the function's second derivative. There are no discontinuities.

If a Hanning window with a plateau region of the form described in Eq. (3.2) is used instead, the first derivative will be continuous but not smooth. There are discontinuities in the second derivative, as shown in Fig. 3.2. Therefore, unless otherwise specified, the envelope used in this work will be of the form described in Eq. (3.1).


Figure 3.2: Hanning window plus plateau function of Eq. (3.2) showing (a) the function itself, (b) the function's first derivative, and (c) the function's second derivative. There are discontinuities in the second derivative. The function is normalized.

### 3.2 Free Space Simulation

The simulation space will be 625 cells, including eight cells dedicated to the PML at each end of the space. The reasoning behind the choice of this exact number of cells will be explained in detail in subsequent sections, and the number of cells comprising the simulation space will vary in other simulations. The input, as described in the previous section, will be a sinusoidal wave with a frequency of 500 THz contained within an envelope described by Eq. (3.1). An example of the input signal contained within a relatively short envelope is shown in Fig. 3.3.


Figure 3.3: Example of a sinusoidal input contained within the envelope of Eq. (3.1). The simulations will typically use a much longer input consisting of more sinusoidal cycles.

The frequency of 500 THz determines the minimum time step size and the minimum cell size required for the simulation. The cell size was chosen to be $\Delta x=5.0 \times 10^{-7} \mathrm{~cm}$, and the time step size was chosen to be $\Delta t=2.1 \times 10^{-18} \mathrm{~s}$. These values correspond to a stability factor of 0.125 , which was calculated using Eq. (2.17). Since this stability factor is less than 1.0, these values are valid. The motivations behind these choices are to ensure adequate resolution when simulating higher frequencies generated by the inclusion of the Kerr effect.

The input will be near the left side of the simulation space, as depicted in Fig. 3.4. This shows the eight cells on either end of the array that will be used as a PML. The remaining parameters of the simulation space will correspond to those of free space.

Origin


Figure 3.4: Simulation space of 625 cells with free space and the PML. The input travels from the origin to the right.

As shown in Fig. 3.4, the input signal is generated in a single direction. This is achieved by inputting the signal using the total field/scattered field method, which is described in Appendix D. Fig. 3.5 depicts the input signal from Fig. 3.3 using a soft source, which is also described in Appendix D, at various points in time within the simulation space depicted in Fig. 3.4. The input signal propagates from left
to right and eventually dissipates at the boundary, as expected.


(c)

Figure 3.5: Simulation space captured at (a) 0.01 ps , (b) 0.02 ps , and (c) 0.21 ps showing the input of Fig. 3.3 moving left to right and dissipating to the right of the PML. By 0.21 ps , the signal has dissipated entirely. The input pulse is wide in (b) to demonstrate the effectiveness of the PML and shows the signal quickly decaying to zero on the right side of the figure within the PML.

### 3.3 Silver Mirrors

The simulation space will now include a cavity defined by two partial reflectors made from silver using the plasma formulation derived in Ch. 2.2.2. First, the plasma mirror will be examined by itself. The plasma model for silver is defined by the collision frequency $v_{c}=57 \times 10^{12} \mathrm{rad} / \mathrm{s}$ and the plasma frequency $\omega_{p}=2 \times 10^{15} \cdot 2 \pi \mathrm{rad} / \mathrm{s}[54,57]$. The accuracy of this model can be compared with experimental values [61], as shown in Fig. 3.6.


Figure 3.6: A comparison of the (a) real and (b) imaginary permittivity ( $\varepsilon$ ) of silver plasma across a range of frequencies from the Ishimaru model and the experimental values from Johnson. The vertical blue lines indicate the fundamental frequency of 500 THz and the third harmonic of 1500 THz . The Ishimaru model is used in these simulations.

The simulation to verify the parameters is set up with a single pulse moving from left to right. Plasma is defined for cells at the center of the simulation space. When the pulse hits the plasma, the signal will be reflected, absorbed, transmitted or a combination of the three depending on the plasma's thickness and the frequency of the signal. Fig. 3.7 shows a 6 -cell thick plasma with a 500 THz signal striking the plasma.

(a)

(b)

(c)

Figure 3.7: Simulation showing the progression of an electric field pulse of 500 THz interacting with a silver plasma mirror. The pulse (a) moves to the right, (b) hits the plasma mirror, which is six cells wide, splitting, and (c) moves away from the mirror. The peak electric field strengths are displayed on the right of each plot showing the peak to the left of the plasma mirror $(E(L))$ and to the right of the plasma mirror $(E(R))$.

The Fourier transform of the signals in Fig. 3.7 more accurately describes the reflection compared to the transmission at the fundamental frequency of 500 THz . This is shown in Fig. 3.8.


Figure 3.8: Fourier transforms of the signals corresponding to Fig. 3.7 of (a) the incident wave to the left of the plasma, (b) the initial state to the right of the plasma showing no signal, (c) the reflected signal as the incident signal is still interacting with the plasma, (d) the transmitted signal as the incident signal is still interacting with the plasma, (e) the reflected signal after the incident signal stops interacting with the plasma, and (f) the transmitted signal after the incident signal stops interacting with the plasma. The reflection is obtained by dividing the reflected value at 500 THz in (e) by the incident value at 500 THz in (a). For a 6 -cell mirror, the reflection is $94.7 \%$.

The plasma frequency, as previously stated, is $2,000 \mathrm{THz}$. If the frequency of the simulation is
increased to $10,000 \mathrm{THz}$, well above the plasma frequency, almost the entire signal is transmitted through the plasma, as expected. This is shown in Fig. 3.9.


Figure 3.9: Simulation showing the progression of an electric field pulse of $10,000 \mathrm{THz}$ interacting with a silver plasma mirror. The pulse (a) moves to the right, (b) hits a mirror six cells wide, and (c) moves away from the mirror. The peak electric field strengths are displayed on the right of each plot showing the peak to the left of the plasma $(E(L))$ and to the right of the plasma $(E(R))$. Almost the entire signal is transmitted since the signal is well above the plasma frequency.

The frequency of interest in this work is 500 THz . Looking at the reflection, as measured by the Fourier transform as described in Fig. 3.8, it is possible to vary the reflection based on the mirror thickness. A 6-cell thickness was chosen due to the high reflectivity. A comparison of mirror thickness and the corresponding reflectivity is shown in Fig. 3.10. The intensity absorption is shown in Fig. 3.11.


Figure 3.10: Reflectivity as a function of the plasma mirror thickness, measured in number of cells. The green vertical line is the chosen thickness of six cells, and the green horizontal line is the corresponding reflectivity (simulated in Fig. 3.7 and Fig. 3.8). A thicker plasma mirror is more reflective.


Figure 3.11: Intensity absorption as a function of the plasma mirror thickness, measured in number of cells. The green vertical line is the chosen thickness of six cells, and the green horizontal line is the corresponding absorption (simulated in Fig. 3.7 and Fig. 3.8). As expected, there is less loss with a thicker plasma mirror because there is less signal moving through the lossy plasma mirror.

### 3.4 Cavity of Mirrors

Two 6-cell thick mirrors will now be used to create a cavity. An example of the simulation setup is shown in Fig. 3.12.


Figure 3.12: Simulation setup of two 6 -cell thick mirrors used to form a cavity. The pulse moves from left to right starting at the origin. Transmitted data is saved to the right of the second mirror. Each mirror is six cells thick, and there are a varying number of cells comprising the cavity.

The intensity is calculated as

$$
\begin{equation*}
I=\frac{1}{T} \frac{c n}{4 \pi} \int_{0}^{T} E_{y}(t) \times H_{z}(t) d t \tag{3.3}
\end{equation*}
$$

where $c$ is the speed of light, $n$ is the refractive index, and $T$ is the period. In the case of transmitted signals, the intensity will be calculated at a cell to the right of the cavity. When calculating the intensity inside the cavity, the intensity is averaged over every cell of the cavity. For a 500 THz signal, one period of the waveform will span 120 cells using

$$
\begin{equation*}
n_{\text {cells }}=\frac{(c / f)}{\Delta x} \tag{3.4}
\end{equation*}
$$

where $c$ is the speed of light, $f$ is the frequency, and $\Delta x$ is the distance each cell represents. The parameters $f=500 \mathrm{THz}$ and $\Delta x=5.0 \times 10^{-7} \mathrm{~cm}$ are chosen as before. There should be higher transmission when the free space between the mirrors corresponds to a half wavelength. The ideal cavity lengths for transmission will be slightly lower than those corresponding to integer numbers of half wavelengths due to the phase shift induced by the plasma. This can be seen in Fig. 3.13.


Figure 3.13: Transmitted intensity compared to the number of cavity cells. The green vertical lines correspond to half wavelengths for a 500 THz signal. Peak transmission is slightly offset from each of the lines due to the 6 -cell plasma mirrors on either end of the cavity.

For a cavity length of approximately 2.5 wavelengths, the maximum transmission occurs with a cavity of 290 cells. The transmission and input over time are shown in Fig. 3.14(a) for the 290-cell cavity. The transmitted intensity is nearly the same as the input intensity in this case, with the intensity within the cavity building up significantly higher than the intensity at the input. The cavity intensity versus the input intensity and the transmitted intensity versus the input intensity are also shown in Fig. 3.14.


Figure 3.14: This shows the maximum transmission based on a 2.5 -wavelength cavity composed of two silver mirrors. The cavity is 290 cells. (a) The intensity-over-time plot, (b) the cavity intensity versus the input intensity, and (c) the transmitted intensity versus the input intensity.

This ideal cavity length for maximum transmission was based on six mirror cells. Changing the number of mirror cells will adjust the ideal cavity length for maximum transmission as shown in Fig. 3.15. This is because some signal will interact with and be absorbed within each of the plasma mirrors. This supports the given reason that the peak transmission is not exactly what would be predicted in Fig. 3.13.


Figure 3.15: Peak $E_{z}$ transmitted through the cavity versus cavity length for different mirror thicknesses while the reflection is held constant. The ideal cavity length is affected by the amount of signal absorbed in each mirror, as well as the complex interaction of the signal with the mirrors.

The cavity length corresponding to peak transmission does not change if the cell size is decreased while keeping the mirror thickness the same by increasing the number of mirror cells. However, transmission does decrease slightly pointing to the less than ideal transmission of Fig. 3.14 being caused by absorption. Figure 3.16 shows transmission in two simulations with identical reflection, mirror thickness and cavity length. The only difference is one simulation uses cells half the length of the other simulation. This means the number of cells, computational time, and memory usage double. The ideal cavity length in the two cases is identical, as expected.


Figure 3.16: Transmission based on cavity length with the mirror thickness and reflection held constant for two different cell sizes. This shows consistency in the cavity lengths associated with peak transmission.

The analytical equation for calculating the transmitted intensity is [49]

$$
\begin{equation*}
I_{z}(\text { transmitted })=\frac{I_{z}(\text { in })}{1+\left(\frac{2 r}{1-r^{2}}\right) \sin ^{2}(\delta)} \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta=\frac{2 \pi l n}{\lambda} \tag{3.6}
\end{equation*}
$$

with $I_{z}$ being the incident intensity, $r$ the reflectivity of the mirror, $n$ the refractive index, $l$ the cavity length, and $\lambda$ the wavelength. This is plotted in Fig. 3.17, showing good alignment with the data.


Figure 3.17: Intensity versus frequency for the FDTD simulation data and using Eq. (3.5). There is a manual adjustment to move the peak transmission of the equation to 500 THz to account for the mirrors. This shows that a constant separation of mirrors will allow peak transmission at frequencies that align generally with Eq. (3.5).

### 3.5 Waveforms Between the Mirrors

The waveforms across the entire simulation space are shown in Fig. 3.18, in which $E_{y}$ and $H_{z}$ are saved at various points in time. Fig. 3.18 shows the waveforms given a cavity length of approximately 2.5 wavelengths. As expected, $E_{y}$ and $H_{z}$ are 90 degrees out of phase within the cavity. Each mirror is represented by two green vertical lines. The $E_{y}$ signal approaches zero at each mirror surface, as expected [53]. Fig. 3.18 also shows how the two fields change over time and oscillate in magnitude. The $E_{y}$ and $H_{z}$ fields return to the same state after 2 fs , as expected based on the period associated with a 500 THz signal.


Figure 3.18: The magnitudes of $E_{y}$ and $H_{z}$ oscillate during the simulation. (a)-(d) capture points in time showing this oscillation within the cavity. The mirror surfaces are shown as green vertical lines. The light blue vertical line is the origin. The transmitted fields remain constant in magnitude. These snapshots occur when the input is at the maximum and held in the plateau region.

### 3.6 Kerr Effect

The FDTD implementation of the Kerr effect was described in Ch. 2.2.3. The Kerr effect will be simulated by including it in the cavity between the mirrors as described Ch. 3.4. An example of the simulation setup is shown in Fig. 3.19.


Figure 3.19: Simulation setup of two 6 -cell thick mirrors used to form a cavity with a Kerr material in between the mirrors. The data moves from left to right starting at the origin. Transmitted data is saved to the right of the second mirror.

Given an input within an envelope of the shape of Fig. 3.3 and described by Eq. (3.1), the permittivity will be set to $\varepsilon_{r}^{2}=1.5$, and the Kerr effect will be set at $\chi^{(3)}=\frac{0.001}{4 \pi} \frac{\mathrm{~cm}^{3}}{e r g}[62,63]$. The number of cavity cells is varied in the same way as it was done in Fig. 3.13 to obtain the optimal cavity length for transmission, as shown in Fig. 3.20.


Figure 3.20: Transmitted intensity compared to the number of cavity cells of the structure of Fig. 3.19 simulating every even cavity length. The green vertical lines correspond to half wavelengths for a 500 THz signal (a cavity with a length of $\lambda, 3 \lambda / 2,2 \lambda$, etc.) in a material with a refractive index of 1.5. Peak transmission does not occur exactly at the predicted cavity lengths due to the 6 -cell plasma mirrors on either end of the cavity, and because the Kerr effect will alter the effective refractive index. However, the peaks are half an integer wavelength offset from each other, as expected. The difference in peak transmission intensities is partially due to the granularity of the simulation. Some peaks show higher transmission than others since the ideal cavity length for transmission is not precisely met in this discrete system.

Because the Kerr effect is greater with a higher input intensity, the effective length of the cavity changes. Using the optimal cavity length for maximum transmission for a cavity of three wavelengths found from Fig. 3.20, which is 224 cells, the intensities over time are plotted in Fig. 3.21. The figure also shows the cavity intensity versus the input intensity and the transmitted intensity versus the input intensity. The cavity intensity is averaged over the entire cavity and then time-averaged over each period of the input 500 THz signal. The transmitted intensity is recorded at cell 50 from the right boundary and time-averaged over each period of the input 500 THz signal. Similar plots result from choosing other cavity lengths corresponding to the peaks shown in Fig. 3.20. The cavity was chosen to be approximately three wavelengths long, as opposed to a smaller number of wavelengths long, to more clearly illustrate the waveforms within the cavity in future sections.


Figure 3.21: Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr material in between. This shows the (a) intensities over time, (b) cavity intensity (averaged across the cavity) versus input intensity, and (c) transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Both (b) and (c) show one hysteresis loop.

The relatively sharp increase in transmitted intensity around an input intensity of $1.05 \times 10^{11} \mathrm{erg}$. $s^{-1} \mathrm{~cm}^{-2}$ is because the Kerr effect creates an effective cavity length that results in maximum transmission at that input intensity. Similarly, the effective length results in maximum transmission on the falling edge until the input drops too low to maintain a sufficient cavity intensity. This causes the hysteresis loops seen in Fig. 3.21(b) and Fig. 3.21(c). For many of the input intensities in Fig. 3.21(b)
and Fig. 3.21(c), changing the input has little effect on the transmitted intensity. Further increasing the input intensity beyond the level shown in Fig. 3.21(b) and Fig. 3.21(c) will have very little effect, as seen in Fig. 3.22.

(b)

Figure 3.22: Simulation of a cavity consisting of two silver plasma mirrors with a Kerr material in between. The input intensity is raised higher than in Fig. 3.21. This shows (a) the cavity intensity (averaged across the cavity) versus input intensity, and (b) the transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Both (a) and (b) show one hysteresis loop despite the higher input intensity than in Fig. 3.21(b) and Fig. 3.21(c).

The hysteresis is due to the fact that for one input intensity, there are two stable transmitted intensity states. The hysteresis is not simply caused by a time delay. To verify this, the input intensity can be raised in a stairstep manner, allowing adequate time for the transmitted intensity to stabilize before being raised again. The input and transmitted intensities from the stairstep simulation are shown in Fig. 3.23. In Fig. 3.24, the values indicated by dots in Fig. 3.23 are overlaid with the smooth plots of Fig. 3.21(c) showing the hysteresis loops remain identical.


Figure 3.23: Stairstep simulation showing intensity over time of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr material in between. The dots show the values recorded at a point of time during which the simulation has stabilized. (a) The input increases from a low value, and (b) the input decreases from an initial high value.


Figure 3.24: Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr material in between. This plots the transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity, and the plot shows one hysteresis loop. The dots correspond to the dots taken from Fig. 3.23.

Since there is a time delay between the input and the transmitted signal responding, it is important to run the simulation for enough time to get an accurate mapping of input to transmitted intensities. It was shown in Fig. 3.24 that this was the case for a 70 ps simulation since the dots after each stairstep in Fig. 3.23 correspond to the smooth hysteresis plot in Fig. 3.24. If the simulation is run for a shorter amount of time, it distorts the hysteresis loop as shown in Fig. 3.25. Though the device settles at the same transmitted intensity in all cases, plotting the transmitted intensity compared to input intensity shows significant differences. Running a long simulation is more accurate than simply adding in a time delay because of the complex interactions of the signals within the cavity. Fig. 3.25 shows that not only the transmitted intensity compared to input intensity values differ, but also the hysteresis loop shape differs.


Figure 3.25: Hysteresis loops for simulations with a varying duration of time. The longest simulation, 70 ps , corresponds to Fig. 3.21. A shorter simulation distorts the hysteresis loop shape.

The waveforms when the device is in the nonlinear region of operation show signals with multiple frequency components, as shown in Fig. 3.26. The frequency components transmitted can be viewed using a Fourier transform. A majority of the signal remains at the fundamental frequency of 500 THz , although the third and fifth harmonics are also quite significant as shown in Fig. 3.27, as expected. The reason for the higher frequency components can easily be seen when looking at an electromagnetic signal in exponential form,

$$
\begin{equation*}
E=\frac{1}{2} A^{\omega} e^{-j \omega t}+\frac{1}{2} A^{-\omega} e^{j \omega t} \tag{3.7}
\end{equation*}
$$

where $A^{\omega}$ and $A^{-\omega}$ are constants related to the electric field's magnitude. Cubing the electric field of Eq. 3.7, yields

$$
\begin{equation*}
E^{3}=\frac{1}{8}\left(A^{\omega}\right)^{3} e^{-3 j \omega t}+\frac{3}{8}\left(A^{\omega}\right)^{2} A^{-\omega} e^{-j \omega t}+\frac{1}{8}\left(A^{-\omega}\right)^{3} e^{3 j \omega t}+\frac{3}{8}\left(A^{-\omega}\right)^{2} A^{\omega} e^{j \omega t} \tag{3.8}
\end{equation*}
$$

which clearly has the third harmonic component [49]. Once the fundamental frequency and the third harmonic frequency begin interacting in a Kerr material, higher order frequency components begin to appear, including the fifth harmonic, the seventh harmonic, etc.


Figure 3.26: The magnitudes of $E_{y}$ and $H_{z}$ oscillate during the simulation of a Kerr cavity surrounded by mirrors. (a)-(d) capture points in time showing this oscillation within the cavity. The mirror surfaces are shown as green vertical lines. The light blue vertical line is the origin. The transmitted fields maintain a constant magnitude. These snapshots occur when the input is at the maximum and held in the plateau region.


Figure 3.27: (a) The transmitted electric field $E_{y}$ and (b) its Fourier transform induced by the Kerr cavity. The vertical dashed cyan lines in (b) correspond to the fundamental, third, and fifth harmonics.

### 3.7 Lorentz Formulation

The Lorentz formulation in FDTD that was described in Ch. 2 will be used to simulate a cavity with both Kerr and Lorentz characteristics as shown in Fig. 3.28.


Figure 3.28: Simulation setup of two 6-cell thick mirrors used to form a cavity with a Kerr/Lorentz material in between the mirrors. The pulse propagates from left to right starting at the origin. Transmitted data is saved to the right of the second mirror.

The Lorentz characteristics chosen are $\omega_{p}=3.82 \times 10^{14} \mathrm{rad} / \mathrm{s}, \omega_{0}=3.887 \times 10^{15} \mathrm{rad} / \mathrm{s}$, and $\gamma=$ $9.7 \times 10^{14} \mathrm{rad} / \mathrm{s}$. These were set to the values of DR1-PMMA [62, 63, 64] and are controllable for real materials by doping polymers with various dyes. Further details regarding the effects of $\omega_{0}$ and $\omega_{p}$ will be explored later in this section.

The transmission as a function of cavity length is shown in Fig. 3.29. These can be compared to Fig. 3.20 for the Kerr-plus-mirrors simulation. The addition of the Lorentz characteristics to the cavity slightly adjusts the cavity length that results in maximum transmission. With the Lorentz characteristics, transmission is higher with 223 cavity cells compared to 224 cavity cells, as seen in Fig. 3.30.

Fig. 3.30 shows the transmission for a Kerr-only material when the cavity is 224 cells. Previously, a cavity length of 224 cells was chosen when the cavity filled with the Kerr material. The 224 cells were chosen for the shape and characteristics of the hysteresis loops. A cavity length of 223 cells is evaluated here for the Kerr/Lorentz cavity.

Using a cavity length of 223 cells from Fig. 3.29, the intensity over time is plotted in Fig. 3.31. The general shapes are quite similar to the Kerr-only cavity in Fig. 3.21. The difference in the hysteresis loops is a combination of the Lorentz material and the difference in cavity length for maximum transmission, with the change in cavity length having the largest effect on the overall mapping of transmitted to input intensities. Fig. 3.32 compares a 223 -cell cavity with and without the Lorentz material.


Figure 3.29: The transmitted intensity versus the number of cavity cells of the structure of Fig. 3.28 with even numbers of cavity cells simulated. The green vertical lines correspond to half wavelengths for a 500 THz signal in a material with a refractive index of 1.5. Peak transmission does not occur exactly at the predicted number of cavity cells due to the 6 -cell plasma mirrors on either end the cavity and due to the effective refractive index change caused by the Kerr material. The difference in peak transmission amplitude is partially due to the granularity of the simulation.


Figure 3.30: The transmitted intensity as a function of the number of cavity cells of the structure of Fig. 3.19 compared to Fig. 3.28. The green vertical line corresponds to a half wavelength for a 500 THz signal in a material with a refractive index of 1.5 . Peak transmission occurs with a cavity length of one cell less when comparing the Kerr/Lorentz cavity simulation to the Kerr-only cavity simulation.


Figure 3.31: Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material in between. This shows (a) the intensity over time, (b) the cavity intensity (averaged across the cavity) versus input intensity, and (c) the transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Both (b) and (c) show one hysteresis loop.


Figure 3.32: Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material compared to a Kerr-only material in between. Each cavity between the mirrors is 223 cells. This shows (a) the transmitted intensity over time around the rising edge with the damped ringing when the Lorentz effect is included and (b) the transmitted intensity versus input intensity. Note that the number of cells that trigger the nonlinear response differs in each case due to the Lorentz characteristics affecting the effective refractive index.

Similar to the cavity with only the Kerr material, only one hysteresis loop is present even with a much larger input intensity. The transmitted intensity continues to be relatively optically bistable as seen in Fig. 3.33.


Figure 3.33: Simulation of a cavity consisting of two silver plasma mirrors with a Kerr/Lorentz material in between. The input intensity is raised higher than in Fig. 3.31. This shows the (a) cavity intensity (averaged across the cavity) versus input intensity, and the (b) transmitted intensity (calculated to the right of the cavity and time-averaged) versus input intensity. Despite the higher input intensity compared to Fig. 3.31(b) and Fig. 3.31 (c), both (a) and (b) show one hysteresis loop. Compared to the Kerr-only cavity in Fig. 3.22, there is significantly less ringing on the rising edge.

The input and transmitted intensity stairstep simulation is repeated for the Kerr/Lorentz material in Fig. 3.34 to give the system time to equilibrate before each intensity change. The simulation is long enough to accurately map the input intensity to the corresponding transmitted intensity, as shown in Fig. 3.35.


Figure 3.34: Stairstep simulation showing intensity over time of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material in between. The dots show the values recorded at a point in time during which the simulation has stabilized. (a) The input increases from a low value, and (b) the input decreases from an initial high value.


Figure 3.35: Simulation of a cavity consisting of two 6 -cell silver plasma mirrors with a Kerr/Lorentz material in between. This plots the transmitted intensity versus input intensity and shows one hysteresis loop. The dots on the plot correspond to the dots taken from Fig. 3.34.

The waveforms when the input generates a nonlinear response are shown in Fig. 3.36. These are generally similar to the waveforms with the Kerr-only cavity.


Figure 3.36: The magnitudes of $E_{y}$ and $H_{z}$ oscillate during the simulation of a Kerr/Lorentz cavity surrounded by mirrors. (a)-(d) capture points in time showing this oscillation within the cavity. The mirror surfaces are shown as green vertical lines. The light blue vertical line is the origin. The transmitted fields maintain a constant magnitude. These snapshots occur when the input is at the maximum and held in the plateau region. The shapes resemble those in Fig. 3.26 for the Kerr-only material.

The frequency components transmitted are again primarily at the fundamental frequency of 500 THz , with the third and fifth harmonics also present as shown in Fig. 3.37.


Figure 3.37: (a) The transmitted $E_{y}$ signal and (b) its Fourier transform during the nonlinear operating region for a Kerr/Lorentz cavity surrounded by silver mirrors. The vertical dashed cyan lines in (b) correspond to the fundamental, third, and fifth harmonics.

As previously mentioned, the Lorentz parameters chosen correspond to DR1-PMMA. Adjusting the parameters affects the effective refractive index, which will have an effect on the shape of the hysteresis loop. It also has an effect on the amount of ringing. Figure 3.38 shows adjustments to $\omega_{p}$ and $\omega_{0}$ and the corresponding effects on the hysteresis loops.


Figure 3.38: Simulation of a cavity consisting of two silver plasma mirrors with a Kerr/Lorentz material in between. The transmitted intensity (calculated to the right of the cavity and time-averaged) is plotted versus the input intensity, showing hysteresis. Lorentz parameters are compared by (a) adjusting $\omega_{p}$ and (b) adjusting $\omega_{0}$. The cavity length is held constant at 223 cells. If these parameters are adjusted much more, the ideal cavity length for peak transmission changes because the effective refractive index changes, and the simulation needs to run with an adjusted number of cavity cells to maintain hysteresis. Decreasing $\omega_{p}$ or increasing $\omega_{0}$ from the values of DR1-PMMA lead to more ringing and more optical bistability.

# Chapter 4: Logic Gates Composed of Fabry-Perot Devices 

In this chapter, the Fabry-Perot device from Ch. 3 will be used to create logic gates. The behavior of these devices, particularly the bistability, makes them well-suited for logic operations. This chapter will be divided into four main sections. The first will explain how logic gates are created using the FabryPerot device. Then, the logic gates will be combined to implement more complicated functionality. Next, some potential challenges with the technology are addressed along with proposed solutions. Finally, a 3-bit and a 4-bit adder are presented using some of the strategies discussed for addressing challenges.

### 4.1 Basic Logic Gate Design

This section describes the basic operation of the Fabry-Perot device used in this work, including detailed simulation inputs. Then each of the basic logic gates (OR, AND, majority, and XOR) is described.

### 4.1.1 Basic Operation

The structure of the device used in this chapter is illustrated in Fig. 4.1. It consists of a total simulation space of 629 cells. There is an eight-cell Perfectly Matched Layer (PML) on either end of the space. The origin is located 50 cells to the right of the left boundary. The input is generated in free space and travels right towards the device. A 6 -cell silver plasma mirror borders a cavity, with Kerr and Lorentz characteristics, on both sides. To the right of the device is additional free space where the transmission data is recorded.

The cavity itself is 225 cells long, corresponding to approximately three wavelengths of a 500 THz signal within the material. Although there is slightly higher transmission with 223 cells, which was observed in Ch. 3.7, this specific number of cavity cells was chosen to create more margin below the lower input intensity threshold. In future work, it may be possible to demonstrate the higher transmission using 223 cavity cells, and the resulting characteristics, including a more steady transmission above the rising threshold, may outweigh the superior lower margin provided with the 225 cavity cells. The specific parameters used for the cavity material are summarized in Table 4.1.

The device's primary feature is its optical bistability, as shown in Fig. 4.2. As long as the input intensity remains below a certain threshold, indicated by the green line, the transmitted intensity will remain below a certain value. If the input intensity is above a different threshold, shown by the orange line, the transmitted intensity will be above a certain value. The device operates well as long as the


Figure 4.1: The Fabry-Perot device used in this work.
Table 4.1: Summary of Fabry-Perot Device Characteristics based on DR1-PMMA

| Component | Characteristic | Value | Reference |
| :--- | :--- | :--- | :--- |
| Mirrors | $v_{c}$ | $57 \times 10^{12} \mathrm{rad} / \mathrm{s}$ | Ch. 3.3 |
| Mirrors | $\omega_{p}$ | $2 \times 10^{15} \cdot 2 \pi \mathrm{rad} / \mathrm{s}$ | Ch. 3.3 |
| Cavity | $\chi^{(3)}$ | $\frac{0.001}{4 \pi} \frac{\mathrm{~cm}^{3}}{e r g}$ | Ch. 3.6 |
| Cavity | $\varepsilon^{2}$ | 1.5 | Ch. 3.6 |
| Cavity | $\omega_{p}$ | $3.82 \times 10^{14} \mathrm{rad} / \mathrm{s}$ | Ch. 3.7 |
| Cavity | $\omega_{0}$ | $3.887 \times 10^{15} \mathrm{rad} / \mathrm{s}$ | Ch. 3.7 |
| Cavity | $\gamma$ | $9.7 \times 10^{14} \mathrm{rad} / \mathrm{s}$ | Ch. 3.7 |

input intensity is not between those two threshold values. Between the two thresholds, the transmitted intensity will depend on the history of the input intensity due to the bistable nature of the device.

The input to the device will be a 500 THz sinusoidal signal within the plateau function envelope previously described in Ch. 3.1, and the operation of the device will depend on amplitude. Because logic gates often involve more than one signal, phase will also play an important role.

These devices cannot simply be placed in series. As seen earlier, two mirrors with free space between them will affect transmission. In order to isolate these devices to prevent interference between them, optical isolators are necessary. Optical isolators are commercially available and only allow light to move in one direction. In FDTD simulation, this is done simply by saving the state of the transmitted signal over time at a given cell to the right of the device. The location at which the data is saved controls the phase of the signal as seen in Fig. 4.3.

Due to the highly reflective mirrors being used, which are lossy, and the loss associated with the Lorentz material, the transmitted signal's intensity is less than the intensity at the origin. An amplifier will be used between devices to adjust the transmitted signal's amplitude to the desired value. Optical amplifiers are also commercially available. These amplifiers will also provide control for logic operations.

The devices are designed to be highly nonlinear, causing components of the transmitted signal to be


Figure 4.2: Transmitted intensity plotted as a function of input intensity. Once the input intensity is beyond the nonlinear threshold, the transmitted intensity varies much less than the input intensity.


Figure 4.3: $E_{y}$ phase as a function of cell location. Cells are located relative to the right edge of the problem space.


Figure 4.4: Filtering of the transmitted signal showing (a) the original transmitted signal, (b) the Fourier transform of the original transmitted signal, (c) the transmitted signal filtered at 500 THz , and (d) the Fourier transform of the filtered, transmitted signal.
generated at frequencies other than the applied 500 THz signal. In order to send the transmitted signal to the next device, filtering will be required. In FDTD, this can be accomplished with a Fourier transform to isolate the 500 THz frequency component. In practice, notch filters can be used. An example of the $E_{y}$ signal with and without filtering is shown in Fig. 4.4, along with the associated Fourier transform data.

In summary, three operations will be performed between devices:

1. Optical isolation
2. Filtering
3. Amplification

All three operations are possible in physical devices and implemented in the FDTD simulation. The symbols for the components used to implement those operations, along with some additional optical components, are given in Table 4.2.

Table 4.2: Optical Components

| Component | Symbol | Notes |
| :--- | :--- | :--- |
| Amplifier |  |  |
| Fabry-Perot |  |  |
| Device |  |  |



Figure 4.5: Buffering device used for input generation. The input on the left of the figure is generated with a sinusoid within the envelope given by Eq. (3.1). This is input into a Fabry-Perot device. The transmitted (output) signal, after filtering and optical isolation, becomes the input to the logic gates.


Figure 4.6: Example of (a) an input signal to the buffering device, and (b) the corresponding transmitted signal from the input buffering device used for the inputs to logic gates. The orange dots are the locations at which the logical state is saved, so this example shows four input states.

### 4.1.2 Optical Logic Inputs

Inputs will be sinusoids within the envelope created using the function described in Ch. 3.1. These inputs are fed into a Fabry-Perot device used as a buffer, as shown in Fig. 4.5. The purpose of buffering the inputs is to create inputs with a realistic shape to be used in the design of logic gates, as opposed to designing the gates with an ideal input envelope. Each pulse is 2.67 ps long. Figure 4.6 shows an example of the input used for the input buffering device and the corresponding output.

### 4.1.3 OR Gate

The digital OR gate, shown in Fig. 4.7, performs the function described in Table 4.3. This gate can easily be implemented using the Fabry-Perot device by amplifying each of the input signals to a sufficient level to trigger the nonlinear response in the OR gate. Each of the input $E_{y}$ and $H_{z}$ signals is amplified by 2.5 X . If both inputs are a logic ' 1 ' and have matching phases, the input amplitude will be far higher than the triggering threshold, but the corresponding transmitted signal will not vary significantly due to the relatively flat output of the Fabry-Perot device.

Figure 4.8 shows the results of the OR operation using inputs generated by the method in Fig. 4.5.


Figure 4.7: (a) Schematic of the OR gate including the input amplifiers, which amplify each signal 2.5 X . (b) The symbol used to represent the schematic of (a).

Table 4.3: OR Gate Functionality

| Input A | Input B | Output |
| :--- | :--- | :--- |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 1 |

The output of the OR gate is filtered at 500 THz and optically isolated to prepare it as an input to subsequent devices. The results show the expected output according to Table 4.3.

### 4.1.4 AND Gate

The digital AND gate, shown in Fig. 4.7, performs the function described in Table 4.4. This gate can be implemented in a similar manner to that used in the OR gate by amplifying each of the input signals less than in the OR gate. In this case, the nonlinear response is triggered only if both input signals are logic ' 1 ' and have matching phases. Each of the input $E_{y}$ and $H_{z}$ signals is amplified by 1.5 X .

Fig. 4.10 shows the results of the AND operation using inputs generated in the method of Fig. 4.5. Each of the outputs of the AND gate is filtered at 500 THz and optically isolated to prepare it to be an input to subsequent devices. The results show the expected output according to Table 4.4.

### 4.1.5 Majority Gate

The same principles used in the AND gate can be adjusted to obtain majority gate of Fig. 4.11. Each input $E_{y}$ and $H_{z}$ signal is multiplied by 1.2 , with the results matching the expected results of Table 4.5,


Figure 4.8: OR functionality corresponding to Table 4.3 with the inputs (a) A (post amplification) and (b) B (post amplification) generated with input buffer devices. These inputs are used to generate (c) the transmitted OR gate's signal. The orange dots correspond to the time at which the values are examined for logic values. Any values above the horizontal green line are considered a ' 1 ' and those below the green line are ' 0. ' (d) The transmitted and input (post amplification) intensity comparison of the OR gate, showing that the output is naturally buffered compared to the input by the Fabry-Perot device.

(b)

Figure 4.9: (a) Schematic of the AND gate including the input amplifiers, which amplify each signal 1.5X. (b) The symbol used to represent the schematic of (a).

Table 4.4: AND Gate Functionality

| Input A | Input B | Output |
| :--- | :--- | :--- |
| 0 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 1 | 1 | 1 |



Figure 4.10: AND functionality corresponding to Table 4.4 with the inputs (a) A (post amplification) and (b) B (post amplification) from input buffer devices. These inputs are used to generate (c) the transmitted AND gate's signal. The orange dots correspond to the time at which the values are examined for logic values. Any values above the horizontal green line are considered a ' 1 ' and those below the green line are ' 0. ' (d) Transmitted and input (post amplification) intensity comparison of the AND gate, showing that the output is naturally buffered compared to the inputs by the Fabry-Perot device.


Figure 4.11: (a) Schematic of the majority gate, including the input amplifiers, which amplify each signal 1.2X. (b) The symbol used to represent the schematic of (a).

Table 4.5: Majority Gate Functionality

| Input A | Input B | Input C | Output |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 |

which results in a ' 1 ' if at least two of the inputs are ' 1 .' The graphical results are shown in Fig. 4.12.
The input to output comparison is shown in Fig. 4.13.


Figure 4.12: Majority gate functionality corresponding to Table 4.5 with the inputs (a) A (post amplification), (b) B (post amplification), and (c) C (post amplification) from input buffer devices. These inputs are used to generate (d) the majority gate's transmitted signal. The orange dots correspond to the time at which the values are examined for logic values. Any values above the horizontal green line are considered a ' 1 ' and those below the green line are ' 0 .'


Figure 4.13: The transmitted and input (post amplification) intensity comparison of the majority gate, showing that the output is again naturally buffered compared to the inputs by the Fabry-Perot device.


Figure 4.14: (a) Schematic of the XOR gate including the input amplifiers, which amplify each signal 3 X . There is a $180^{\circ}$ phase shift on one of the inputs. (b) The symbol used to represent the schematic of (a).

Table 4.6: XOR Gate Functionality

| Input A | Input B | Output |
| :--- | :--- | :--- |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 0 |

### 4.1.6 XOR Gate

The last logic gate necessary in an adder is the XOR gate, shown in Fig. 4.14, that returns the results of Table 4.6. Figure 4.15 shows the inputs into the XOR device, shown as transmitted signals from buffer devices as shown in Fig. 4.5, and the corresponding output (transmitted) signal's intensity. The outputs match the desired functionality shown in Table 4.6. This behavior is generated by multiplying each set of $E_{y}$ and $H_{z}$ inputs by 3. One set of inputs also undergoes a $180^{\circ}$ phase shift using a phase plate, effectively canceling out the other input if both inputs are high.

It is important to note that there is a phase difference when looking at the two logical ' 1 ' values. Even though the intensity magnitudes on the second and third dots look the same in Fig. 4.15(c), they have opposite phases because input B is shifted by $180^{\circ}$. This is shown in Fig. 4.16.

This phase difference is problematic because there is a different output depending on whether the first or the second bit is a '1.' The goal in this work is for those outputs to be indistinguishable to any subsequent gates. To remove this phase shift, the proposed 3-gate XOR design uses an OR and an


Figure 4.15: XOR functionality corresponding to Table 4.6 with the inputs (a) A (post amplification) and (b) B (post amplification) from input buffer devices. These inputs are used to generate (c) the transmitted XOR gate's signal. The orange dots correspond to the time at which the values are examined for logic values. Any values above the horizontal green line are considered a ' 1 ' and those below the green line are ' 0 .' (d) Transmitted and input (post amplification) intensity comparison of the XOR gate.


Figure 4.16: Transmitted $E_{y}$ from the XOR device shown in Fig. 4.15(c) corresponding to the second and third orange dots. A steady reference sinusoidal wave is shown in orange to compare with the transmitted $E_{y}$ shown in blue. Though the magnitude is the same in both cases, (a) $E_{y}$ is out of phase with the reference signal, corresponding to input B being a ' 1 ,' and (b) $E_{y}$ is in phase with the reference signal, corresponding to input A being ' 1. '

Table 4.7: Phase-Compensated XOR Logic corresponding to Fig. 4.17

| Input A | Input B | Out 1 | Out 2 | A XOR B |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 1 | 1 | 0 |

AND gate to feed in the data to the XOR gate already described, as shown in Fig. 4.17. The OR and AND gates composing the 3-gate phase-compensated XOR are identical to those previously described. The XOR functionality, from the amplifiers onward in the signal path, is the same as that described in Fig. 4.14(a) except that the phase plate is unnecessary. The corresponding truth table is shown in Table 4.7. The output of the OR gate will always have the same phase. Since this signal is always the first bit of the single XOR gate, the output phase of the single XOR gate will be consistent regardless of input. The only time an input to the XOR gate will be phase-shifted is if both inputs are high, and the signals should cancel each other out in this situation.

The intensity results are shown in Fig. 4.18, and the $E_{y}$ phase is shown in Fig. 4.19. In this case, the outputs are tuned to be the same magnitude with a ' 1 ' that they were in Fig. 4.15(c). This means there is a nonzero intensity magnitude for the transmitted signal on the fourth location in Fig. 4.18(c), corresponding to the inputs A and B canceling out. That can be adjusted by reducing the magnitude of the amplification of the first bit into the single XOR gate to adjust the interaction of the OR and AND outputs going in to the single XOR gate, though phase mismatch between the OR and AND outputs prevents that value from being zero.

All XOR gates going forward will be the phase-compensated XOR shown in Fig. 4.17(a) due to the better phase matching. Each of the three gates forming the phase-compensated XOR will be shown in schematics to clearly identify how many Fabry-Perot devices are required for the design implementation as shown in Fig. 4.17(b).

### 4.2 Adder Design

This section describes how the logic gates described in the previous section can be used together to create a half-adder, a full-adder, and a 2-bit adder.

### 4.2.1 Half-Adder

Now that the logic gates have been described, they can be put together to implement more complicated functionality. The half-adder consists of the phase-compensated XOR of Fig. 4.17 and an extra splitter for generating the CARRY bit. The truth table is shown in Table 4.8. Since these gates have


Figure 4.17: (a) The phase-compensated XOR gate consists of two splitters, an OR gate, an AND gate, two amplifiers, a combiner, one Fabry-Perot device, a filter, and an optical isolator. Since the splitter shifts one output $180^{\circ}$, the phase plate of Fig. 4.14 is not necessary. This version of the XOR gate ensures the output has the same phase whether only input A or input B is a ' 1. ' (b) The schematic used for the phase-compensated XOR gate going forward. This includes the AND and OR gates in the schematic to show how many Fabry-Perot devices are required in a schematic. The area enclosed in a rectangle in (a) is abbreviated as shown in (b). Note one input of the XOR gate expects an input phase shifted $180^{\circ}$ compared to the other input.


Figure 4.18: XOR functionality corresponding to Fig. 4.17 and Table 4.7 with the same inputs A and B from Figs. 4.15(a) and (b). The intermediate outputs of (a) OR from Fig. 4.17 and (b) AND from Fig. 4.17 are fed into the single XOR gate, resulting in (c) the transmitted XOR gate's signal. The orange dots correspond to the time at which the values are examined for logic values. Any values above the horizontal green line are considered a ' 1 ' and those below the green line are ' 0 .'


Figure 4.19: Transmitted $E_{y}$, the intensity of which was shown in Fig. 4.18(c), generated by the output of the phase-compensated XOR in Fig. 4.17(a). A steady reference sinusoidal wave is shown in orange to compare with the transmitted $E_{y}$ shown in blue. The magnitude is the same in both cases. Additionally, (a) $E_{y}$ is in phase with the reference signal, corresponding to input B being a ' 1 ' at the second orange dot in Fig. 4.18(c), and (b) $E_{y}$ is in phase with the reference signal, corresponding to input A being ' 1 ' at the third orange dot in Fig. 4.18(c).


Figure 4.20: The half-adder schematic.
Table 4.8: Half-Adder Logic corresponding to Fig. 4.20

| Input A | Input B | SUM | CARRY |
| :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 |
| 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 |

already been described, the result of the SUM bit will be the same as Fig. 4.18(c) and the CARRY bit will be the same result as in Fig. 4.10(c), given the inputs of Figs. 4.10(a) and (b).

### 4.2.2 FULL-ADDER

The full-adder, though more complicated than the half-adder, uses similar building blocks. However, instead of an AND gate being used to generate the CARRY, a majority gate is used. The schematic is shown in Fig. 4.21. It consists of two sets of the phase-compensated XOR. The truth table is shown in Table 4.9. The SUM and CARRY outputs are shown in Fig. 4.22.

The full-adder has a more complex response than the half-adder since more signals must be mixed

Table 4.9: Full-Adder Logic corresponding to Fig. 4.21

| Input A | Input B | Input C | SUM | CARRY |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 |
| 1 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 |



Figure 4.21: The full-adder schematic.


Figure 4.22: Full-adder functionality corresponding to Fig. 4.21 and Table 4.9 with the outputs (transmitted intensities) of (a) the last Fabry-Perot device used to generate the SUM bit of Fig. 4.21 (XOR 2) and (b) the last Fabry-Perot device used to generate the CARRY bit from Fig. 4.21 (the majority gate). The orange dots correspond to the time at which the values are examined for logic values.


Figure 4.23: 2-bit adder composed of one half-adder (Fig. 4.20) and one full-adder (Fig. 4.21).
Table 4.10: Sample of 2-Bit Adder Logic corresponding to Fig. 4.23

| A0 | B0 | S0 | C0 | A1 | B1 | S1 | C1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | 1 | 0 | 1 |
| 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 1 | 1 | 0 | 1 | 0 | 1 | 0 | 1 |
| 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |

together. Any phase shifting from the individual gates can create problems. Particularly important is the case when the XOR gates receive two ' 1 ' input signals. These inputs should cancel resulting in a ' 0 ' output as in Fig. 4.18. The gate labeled 'XOR 2' in Fig. 4.21 is particularly susceptible to phase shifting and magnitude mismatch since it has an input CARRY signal to compare with the XOR of bits A and B. Mitigating solutions will be discussed in a subsequent section.

### 4.2.3 2-Bit Adder

The 2-bit adder is configured with the same method used in standard circuit design. It uses a halfadder for the first bit and a full-adder for the second bit. The schematic is shown in Fig. 4.23. The half-adder was shown in Fig. 4.20 and the full-adder in Fig. 4.21.

The truth table is shown in Table 4.10. The table lists a sample of inputs that vary the SUM and CARRY bits to maximally stress the intermediate steps. In particular, the XOR gates are all tested with both inputs as '1.' All eight possible inputs to the full adder are included in the table. 'S0' refers to SUM bit 0, 'C0' refers to CARRY bit 0 , and so on. The output SUM and CARRY bits corresponding to Table 4.10 are shown in Fig. 4.24.


Figure 4.24: 2-bit adder functionality corresponding to Fig. 4.23 and Table 4.10 with the outputs (transmitted intensities) of (a) the last Fabry-Perot device used in the SUM 0 bit generation (XOR in Fig. 4.20), (b) the last Fabry-Perot device used in the CARRY 0 bit generation (AND in Fig. 4.20), (c) the last Fabry-Perot device used in the SUM 1 bit generation (XOR 2 in Fig. 4.21), and (d) the last Fabry-Perot device used in the CARRY 1 bit generation (the majority gate in Fig. 4.21). The orange dots correspond to the time at which the values are examined for logic values. A ' 1 ' is above the horizontal green dashed line and a ' 0 ' is below the same line.


Figure 4.25: (a) Schematic of the buffer including the input amplifier of 3X. (b) The symbol used to represent the schematic of (a).

### 4.3 Challenges and Solutions

This section describes some of the potential problems encountered with this technology along with mitigating solutions. Buffering devices are used to standardize the amplitude, standardize the phase, and create desired phase delays. The buffer schematic and symbol are shown in Fig. 4.25. The buffer is similar to that used to buffer the inputs as described in Fig. 4.5, but includes an amplifier. Some possible 2-bit adder designs with buffers are also described in this section.

### 4.3.1 Buffering with Amplitude Standardization

As previously mentioned, the inputs in Table 4.10 are specifically chosen to maximize the transitions for individual gates as well as ensure each XOR gate receives two ' 1 ' inputs during the simulation. The least robust gate is the second XOR gate in the full-adder of Fig. 4.21. This is because that XOR gate ultimately compares outputs that are based on two different types of signals. One signal being compared is the output of the first XOR gate of Fig. 4.21. The other signal is the CARRY bit from the half-adder. The second XOR gate will ideally perfectly cancel out the outputs from the OR and the AND that feed into it. However, this does not always occur because the transmitted magnitudes from the OR and AND gates differ from each other. The AND transmitted magnitude at certain times, even when comparing times at which the outputs all indicate a ' 0 ,' will differ. Similarly, the ' 1 ' OR transmitted magnitude values at different times will have different magnitudes.

The difference in inputs to the second XOR is unavoidable in this design since the AND and OR gates are built to add intensities together as was seen in Figs. 4.8 and 4.10. These input magnitude differences are shown for OR 2 in Fig. 4.26(a) and for AND 2 in Fig. 4.26(c). The corresponding transmitted
intensities are shown in Fig. 4.26(b) for OR 2 and in Fig. 4.26(d) for AND 2. The transmitted intensities both show a difference in transmitted magnitudes even when comparing transmitted ' 1 ' values. The input and transmitted signals for the second XOR are shown in Fig. 4.26(e) and Fig. 4.26(f), respectively.

The input intensities in Fig. 4.26(e) show the wide variety of input intensities. The input intensity at location 4 (at approximately 10.5 ps ) is barely above the threshold for a ' 1 .' The input from the OR gate cannot simply be amplified though since that would interfere with the canceling out of the AND input at location 5 (at approximately 13 ps ) and at location 7 (at approximately 18 ps ), which utilize the XOR gate to cancel out two ' 1 ' inputs.

To even out the inputs and make the system more robust, buffer devices can be included. The FabryPerot device naturally buffers signals, which can be seen when comparing the input and transmitted intensities in Fig. 4.26. Fig. 4.27 shows the full-adder with two buffers.

The result of using a single buffer after each OR 2 and AND 2 in the full-adder is a more robust full-adder. Fig. 4.28 shows the input and transmitted intensities of the buffers after the second OR and AND gates, as well as the input and transmitted intensities of the XOR gate. There is additional margin built in to the XOR gate when comparing Fig. 4.28(e) to Fig. 4.26(e). Additional buffering devices could further increase the margin for error. For robust functionality, anything registering as a ' 1 ' should be well above the dashed green horizontal lines, and a ' 0 ' should be well below the horizontal dashed blue lines when looking at input intensities in Figs. 4.26(e) and 4.28(e).

A second buffer device can be added after each buffer of Fig. 4.27. The second buffer further standardizes the transmitted magnitudes that enter the second XOR gate, as shown in Fig. 4.29 for the OR input signal.

### 4.3.2 Buffering with Phase Standardization

For the logic in this work to function, phase matching is essential. The gates described here utilize either constructive or destructive interference between light signals, so having differing phases is potentially problematic. Since the transmitted signal is measured relative to a mirror as was shown in Fig. 4.1, the phase is predictable depending on the physical location at which the signal is recorded, as was shown in Fig. 4.3. Therefore, the signal can be recorded at a certain cell to minimize the phase shift when comparing transmitted to input intensity.

Regardless of the cell at which the data was saved, there will be a certain amount of phase shift depending on the transmitted intensity. There is a sharp distinction in phase shift depending whether the device is operating below or above the nonlinear threshold. Figure 4.30 shows the relationship between the intensity at the origin and the phase, and the relationship between the transmitted intensity and the phase.


Figure 4.26: The functionality of several devices in Fig. 4.21. The inputs to the full-adder are shown in Table 4.10. This shows (a) the input (post amplification) and (b) the output (transmitted) intensity from the Fabry-Perot device acting as OR 2; (c) the input (post amplification) and (d) the output (transmitted) intensity from the Fabry-Perot device acting as AND 2; and (e) the input (post amplification) and (f) the output (transmitted) intensity from the Fabry-Perot device acting as XOR 2 to generate the SUM bit 1 data. The orange dots correspond to the time at which the magnitudes are examined for logic values. Each value is correct, but the input intensities vary significantly when comparing the ' 1 ' values to each other or the ' 0 ' values to each other. The result of combining the signals in (b) and (d), and then amplifying them, is shown in (e), which is the input to the Fabry-Perot device representing XOR 2. The intensity at the fourth dot in (e) shows very little margin for being a ' 1 ' compared to the intensity at other times because outputs of OR 2 and AND 2 vary significantly from one another. Due to the phase differences, there is also destructive interference on the input at this location.


Figure 4.27: Full-adder with two buffers.

Buffer devices, as shown in Fig. 4.27, will help standardize the phase shift in addition to the magnitude. Consistent magnitudes lead to consistent phase shifts.

### 4.3.3 Phase Delays

Time delay components are common in electrical circuits. An equivalent in this type of technology is phase delays. If each device introduces a certain amount of phase shift, buffering devices can be used to create paths of the same length for each signal, allowing the signals to interact in the desired manner. Figure 4.31 shows the path of the CARRY 1 bit in a 2-bit adder with buffers added. One of the inputs to the AND 2 device is the CARRY from the previous stage. If each gate introduces a delay of 0.64 radians, the CARRY 1 signal will marginally fail without the buffers. However, with the buffers, it will clearly pass. These results are shown in Fig. 4.32. Buffering devices can potentially play several important roles in this technology.

### 4.3.4 Buffer Placement

There are a number of possibilities for adding buffers to the full-adder circuit. In Fig. 4.27, buffers were added to the second XOR gate inputs. Another possibility is to add the buffers prior to the OR 2 and AND 2 gates, as shown in Fig. 4.33. This will standardize the output of the first XOR gate and the CARRY bit from the previous stage.

The advantage to this is that, as previously described, the outputs will be standardized in both phase


Figure 4.28: The functionality of several devices corresponding to Fig. 4.27. The inputs to the full-adder are shown in Table 4.10. This shows (a) the input (post amplification) and (b) the output (transmitted) intensity from the Fabry-Perot device acting as the buffer after OR 2; (c) the input (post amplification) and (d) the output (transmitted) intensity from the Fabry-Perot device acting as the buffer after AND 2 ; and (e) the input (post amplification) and (f) the output (transmitted) intensity from the Fabry-Perot device acting as XOR 2 to generate the SUM bit 1 data. The orange dots correspond to the time at which the magnitudes are examined for logic values. The margin in (e) is improved compared to Fig. 4.26(e), particularly when looking at location 4 (at approximately 10.5 ps ).


Figure 4.29: The intensity transmitted from the second OR gate of the full-adder and through two subsequent series buffers. Each additional buffer causes the output ' 1 ' levels to be more consistent. The intensity is recorded at the eight times indicated by dots in Fig. 4.26(b).


Figure 4.30: The phase versus (a) the intensity (post amplification) at the origin and (b) the intensity transmitted. There is a significant difference in phase when looking at input intensities above versus below the nonlinear threshold. The phase ranges between 1.54 and 1.68 radians when the signal is below the nonlinear threshold (representing a ' 0 ') compared to between -0.27 and 0.09 radians when the signal is above the nonlinear threshold (representing a ' 1 '). The difference in the phases above and below the nonlinear threshold explains why destructive interference can occur when combining signals.


Figure 4.31: 2-bit adder CARRY 1's path with buffers.
and amplitude. Even though the transmitted intensity is clearly either a ' 0 ' or a ' 1 ,' there is a difference in the levels of each binary option. This means the phase can also differ, as was shown in Fig. 4.30. Figure 4.34 shows the input and transmitted intensity related to the Fabry-Perot device acting as the XOR 2 gate of the full-adder without buffers in Fig. 4.21. The input is post amplification. Fig. 4.35 shows a sample of the input electric fields relative to a reference sinusoid.

Looking at the inputs of of Table 4.10, the interaction for the fourth input, at the time represented by the fourth orange dot in Fig. 4.34, should be (and is) a ' 1 ,' However, as shown by the time varying electric field in Figs. $4.35(\mathrm{~b})$ and $4.35(\mathrm{~d})$, there is introduced phase shift. This ultimately reduces their combined input. Though it is still a ' 1 ,' the margin is less than expected as shown in Fig. 4.36 at the fourth dot.

Using the buffers of Fig. 4.33 reduces this problem as seen in Fig. 4.37. Fig. 4.38 can be compared to Fig. 4.35 showing a reduction in the electric field for the ' 0 ' values.


Figure 4.32: The input and transmitted intensities for the Fabry-Perot device used as a majority gate to generate the CARRY 1 signal. The inputs are the same as in Table 4.10, but each device intentionally creates a phase shift of 0.64 radians. The origin intensity (post amplification) and the cavity intensity (a) without any buffers and (b) with the buffers as shown in Fig. 4.31. The CARRY 1 output (transmitted) signal alone is shown for the circuit (c) without any buffers and (d) with the buffers as shown in Fig. 4.31. Without the buffers, the output (transmitted) signal marginally fails at the 5 th and 7 th locations shown in (c), but it clearly passes with the additional buffers as shown in (d).


Figure 4.33: Full-adder with four buffers added. Two buffers are added to each input of the second OR, which are also the inputs to the second AND gate.


Figure 4.34: The (a) the input (post amplification) to the Fabry-Perot device acting as the XOR 1 gate and (b) its corresponding output. The (c) the input (post amplification) to the Fabry-Perot device acting as the AND gate of the half-adder to generate the CARRY 0 bit and (d) its corresponding output. The outputs of (b) and (d) act as inputs to the second OR gate of the full-adder. Although the transmitted intensities can be clearly identified in (b) and (d) as ' 0 ' or ' 1 ,' the ' 0 ' values are not at exactly zero and therefore have a phase shift associated with them. This is a simulation of the full-adder without buffers.


Figure 4.35: The input electric fields to the OR 2 gate of the full-adder without buffers given with respect to a reference signal at the time of (a) the third dot of the transmitted XOR 1 signal in Fig. 4.34(b), (b) the fourth dot of the transmitted XOR 1 signal in Fig. 4.34(b), (c) the third dot of the transmitted CARRY signal in Fig. $4.34(\mathrm{~d})$, (d) the fourth dot of the transmitted CARRY signal in Fig. 4.34(d). Although the signals of (a) and (d) both represent a logic ' 0 ,' these do not have amplitudes of zero. The phase shift of (d) can interact with the signal shown in (b) to reduce the combined input to the subsequent OR and AND gates.


Figure 4.36: The input intensity to the OR 2 gate of the full-adder without buffers. There is little margin at the fourth dot around 10.5 ps due to the destructive interference of the phase-shifted zero input of Fig. 4.35(d).


Figure 4.37: The input intensity to the OR 2 gate of the full-adder with two buffers as in Fig. 4.33. There is far more margin at the fourth dot around 10.5 ps compared to the fourth dot in Fig. 4.36.


Figure 4.38: Adding buffers, as in Fig. 4.33, this shows the input electric fields to the second OR gate of the full-adder, given with respect to a reference signal, at the time of (a) the third dot of the buffered XOR 1 signal in Fig. 4.34(b), (b) the fourth dot of the buffered XOR 1 signal in Fig. 4.34(b), (c) the third dot of the buffered CARRY signal in Fig. 4.34(d), (d) the fourth dot of the buffered CARRY signal signal in Fig. 4.34(d). The signals of (a) and (d) representing input 0's are smaller than those in Fig. 4.35 , creating less potential problems with destructive interference.


Figure 4.39: 3-bit adder composed of one half-adder and two full-adders.

### 4.4 3-Bit and 4-Bit Adders

This section shows how the 2-bit adder design previously described can be expanded to the 3-bit and the 4-bit adder. The results are those expected, showing these devices can be cascaded.

### 4.4.1 3-Bit Adder

The 3 -bit adder is an extension of the 2-bit adder. It simply connects another full-adder to the 2-bit adder's CARRY bit. Due to the previously described phase shifts and amplitude variation, the full-adder with buffers of Fig. 4.33 will be used when constructing the 3 -bit adder. Superior performance can be achieved with additional buffers, but this combination was used as a compromise between performance and efficiency in the number of devices used for a full-adder.

The schematic is shown in Fig. 4.39. The half-adder was shown in Fig. 4.20 and the full-adder with buffers in Fig. 4.33. The truth table is shown in Table 4.11. The table lists a sample of inputs that vary the SUM and CARRY bits to maximally stress the intermediate steps. In particular, the XOR gates are all tested with both inputs as '1.' Each possible input to Full-Adder 2 is also included. 'S2' refers to SUM bit 2, 'C2' refers to CARRY bit 2, and so on. The output SUM 2 and CARRY 2 bits corresponding to Table 4.11 are shown in Fig. 4.40. These outputs all show the expected results.

These results are not as clean-looking at those in prior plots. To improve the functionality, the device could be adjusted for better optical bistability by adjusting the cavity length and the Lorentz parameters. Additional buffering devices could be used, or the simulation time could be extended to make the transients occupy a smaller percentage of the simulation time.

Table 4.11: 3-Bit Adder Logic corresponding to Fig. 4.39

| A2 | B2 | C1 | XOR1 | OR2 | AND2 | S2 | C2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |
| 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |



Figure 4.40: 3-bit adder functionality corresponding to Fig. 4.39 and Table 4.11 with the outputs of (a) the SUM 2 bit and (b) the CARRY 2 bit. The orange dots correspond to the time at which the values are examined for logic values. A ' 1 ' is above the horizontal green dashed line and a ' 0 ' is below the same line. The outputs for S0, S1, C0, and C1 were shown in Fig. 4.24, with C1 being an input to the third stage of the adder.


Figure 4.41: 4-bit adder composed of one half-adder and three full-adders.
Table 4.12: 4-Bit Adder Logic corresponding to Fig. 4.41

| A3 | B3 | C2 | XOR1 | OR2 | AND2 | S3 | C3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 |
| 0 | 1 | 1 | 1 | 1 | 1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 |

### 4.4.2 4-Bit Adder

The 4-bit adder adds an additional full-adder to the 3-bit adder previously described. The schematic is shown in Fig. 4.41. The half-adder was shown in Fig. 4.20 and the full-adder with buffers in Fig. 4.33. The truth table is shown in Table 4.12. The table lists a sample of inputs that vary the SUM and CARRY bits again to maximally stress the intermediate steps. In particular, the XOR gates are all tested with both inputs as '1.' Each possible input to Full-Adder 3 are included. 'S3' refers to SUM bit 3, 'C3' refers to CARRY bit 3, and so on. The output SUM 3 and CARRY 3 bits corresponding to Table 4.12 are shown in Fig. 4.42. The outputs are all as expected.


Figure 4.42: 4-bit adder functionality corresponding to Fig. 4.41 and Table 4.12 with the outputs of (a) the SUM 3 bit, (b) the CARRY 3 bit. The orange dots correspond to the time at which the values are examined for logic values. A ' 1 ' is above the horizontal green dashed line and a ' 0 ' is below the same line. The outputs for $\mathrm{S} 0, \mathrm{~S} 1, \mathrm{C} 0$, and C 1 were shown in Fig. 4.24, and S2 and C2 were shown in Fig. 4.40, with C 2 being an input to the fourth stage of the adder.

## Chapter 5: Conclusions

This work describes the use of the FDTD method to model complex, nonlinear materials, with a focus on simulating a Fabry-Perot device. A cavity is created using DR1-PMMA characteristics and surrounded by highly reflective silver plasma mirrors. The cavity is approximately three wavelengths long using an input 500 THz signal. The behavior of the device is explored and characterized.

The optically bistable nature of the Fabry-Perot device described makes it a promising candidate for building optical logic circuits that are analogous to classical electrical logic. Basic logic gates, such as AND, OR, and XOR gates, can be created using these devices. Furthermore, these gates can be combined to create adders, including multi-bit adders. The 4 -bit adder demonstrated the expected functionality, showing that these adders can be cascaded while maintaining their functionality. The logic for the 4-bit adder runs on the equivalent of a 2.67 ps clock, indicating that the response time of these devices is extremely fast.

Unwanted phase shifting is expected to be a major limitation of this technology. The manufacturing of these optical circuits will require extreme precision. Some phase shifting and amplitude modulation will be possible through the use of buffering devices. Some investigation of buffering devices, including their placement and effects, was presented here. There are many possibilities for future experimentation in this area.

In addition to using more buffering devices, the functionality of the 4 -bit adder could be improved by adjusting the Lorentz parameters. The cavity length can also be adjusted to enhance the bistable characteristics of the devices.

This technology provides a novel optical logic device that can interact with other purely optical components, enabling the implementation of current digital logic designs in optical computers. Given the numerous advantages of optical computers, such as speed and power efficiency, investigating optical logic is essential in creating the next generation of computers. These devices could bring purely optical computers one step closer to becoming a reality.
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## Appendix A: Kerr Approximation Comparison

The Kerr approximation used in this work, derived from the Taylor series expansion, is

$$
\begin{equation*}
E_{y}^{3}\left(x, t_{n}\right) \approx 3 E_{y}^{2}\left(x, t_{n-1}\right) E_{y}\left(x, t_{n}\right)-2 E_{y}^{3}\left(x, t_{n-1}\right) \tag{A.1}
\end{equation*}
$$

This is a rewritten form of Eq. (2.48), shown here for convenience. Alternatively, if the electric field is changing slowly, the same approximation can be made using another method $[1,2,3,4]$ :

$$
\begin{equation*}
E_{y}^{3}\left(x, t_{n}\right) \approx E_{y}^{2}\left(x, t_{n-1}\right) E_{y}\left(x, t_{n}\right) \tag{A.2}
\end{equation*}
$$

This second method can be used with the Kerr formulation and implemented in the same manner as the Taylor series expansion method that was used in Ch. 2.2.3. The accuracy of the two methods can be compared using a simple sine wave. For a 500 THz signal with an amplitude of 1 , a sine wave is generated. A time step of $2.1 \times 10^{-18} s$ is chosen, and both estimation methods are used to find $E_{y}^{3}\left(x, t_{n}\right)$ based on the current value of the sine wave and its value at the previous time step. These estimates are then compared to the actual value of the sine wave cubed. The results are in Fig. A.1.

The error for both methods increases as the signal's frequency increases, since the signal changes by a larger amount between time steps. Figure A. 2 shows a comparison similar to Fig. A.1, but for frequencies of 1500 and 2500 THz .

The signal in a nonlinear simulation will primarily be a combination of the fundamental signal and the first few harmonics. When a sine consisting of $500 \mathrm{THz}, 1500 \mathrm{THz}$, and 2500 THz is used, Eq. (A.1) still outperforms Eq. (A.2), with the latter having approximately 30 times the error. This is shown in Fig. A.3.

Next, both methods are compared using an FDTD simulation of an electromagnetic wave. In this case, a Kerr cavity of 225 cells is created, and surrounded by mirrors, to the right of the origin of a rightmoving wave. 992 cells of free space are located to the right of the cavity and mirrors. The simulation space is surrounded by a PML on both sides. The setup is depicted in Fig. A.4.

If the Kerr material has a small nonlinearity of $\chi^{(3)}=1 \times 10^{-5} \frac{\mathrm{~cm}^{3}}{\mathrm{erg}}$, both methods yield extremely similar results. A small amount of third harmonic is introduced regardless of the stability parameter of Eq. (2.17), as long as $S \leq 1$. Figure A. 5 shows the transmitted waveforms and corresponding spatial Fourier transforms with the stability parameter $S=0.25$.


Figure A.1: (a) Comparisons of a sine wave cubed of 500 THz compared with the two estimation methods in Eq. (A.1) and Eq. (A.2), where $x[n]$ is the sine wave at a particular time step. All three methods appear indistinguishable. (b) The difference between each estimation method and the actual sine wave cubed. The method of Eq. (A.1) is much more accurate, though both methods show small errors.


Figure A.2: Comparisons of a sine wave cubed compared with the two estimation methods in Eq. (A.1) and Eq. (A.2), where $\mathrm{x}[\mathrm{n}]$ is the sine wave at a particular time step. (a) The sine wave is 1500 THz and (b) the sine wave is 2500 THz . The errors for both methods are small, though for 2500 THz , the error using Eq. (A.1) is less than $5 \%$ of the error using Eq. (A.2).


Figure A.3: (a) Plot of a sine wave with components at $500 \mathrm{THz}, 1500 \mathrm{THz}$, and 2500 THz . (b) Comparison of the two estimation methods of Eq. (A.1) and Eq. (A.2) to the sine wave cubed. The errors for both methods are small, but the error using Eq. (A.1) is less than $3.5 \%$ of the error using Eq. (A.2).


Figure A.4: Setup for the Kerr cavity simulation.


Figure A.5: Using the method of Eq. (A.1), (a) the transmitted wave from Fig. A. 4 for a cavity with $\chi^{(3)}=1 \times 10^{-5} \frac{\mathrm{~cm}^{3}}{e r g}$ and (b) the corresponding spatial Fourier transform. Using the method of Eq. (A.2), (c) the transmitted wave from Fig. A. 4 for a cavity with $\chi^{(3)}=1 \times 10^{-5} \frac{\mathrm{~cm}^{3}}{\text { erg }}$ and (d) the corresponding spatial Fourier transform. Both results are similar.

If $\chi^{(3)}=5 \times 10^{-4} \frac{\mathrm{~cm}^{3}}{\mathrm{erg}}$, the methods begin to yield different results from each other. The method of Eq. (A.1) yields more higher frequency components for a given $\chi^{(3)}$.


Figure A.6: Using the method of Eq. (A.1), (a) the transmitted wave from Fig. A. 4 for a cavity with $\chi^{(3)}=5 \times 10^{-4} \frac{\mathrm{~cm}^{3}}{e r g}$ and (b) the corresponding spatial Fourier transform. Using the method of Eq. (A.2), (c) the transmitted wave from Fig. A. 4 for a cavity with $\chi^{(3)}=5 \times 10^{-4} \frac{\mathrm{~cm}^{3}}{\mathrm{erg}}$ and (d) the corresponding spatial Fourier transform. Equation (A.1) results in more high frequency components.

The effect of using Eq. (A.1) is that more nonlinearity appears in the results, as shown in Fig. A.6. With additional higher frequency components appearing, the simulation becomes less reliable for a given stability parameter and Kerr characteristics when using Eq. (A.1). Once higher frequency components appear, more resolution is needed to avoid missing information contained in the waveform. The method of Eq. (A.1) is used in this work because it has been shown to be more accurate in predicting pure sinusoids. Therefore, a greater amount of precision is used by employing a lower stability parameter.

Ultimately, the method of approximation has minor effects when looking at the time-averaged inten-
sity over time as, shown in Fig. A.7.


Figure A.7: Comparison of the two approximation methods of Eq. (A.1) and Eq. (A.2) when looking at the intensity versus input intensity for (a) the cavity, and (b) to the right of the cavity (transmitted). There is a small difference when looking at the falling edge of the transmitted signal.
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## Appendix B: Lorentz Formulation Comparison

The Lorentz formulation developed in Ch. 2.2.4 utilized the Z-transform [1, 2]. An alternate method is to use derivative approximations in the time domain $[3,4,5]$. The $x$ indicating physical location is dropped within this appendix for more concise equations to allow easier comparisons between the methods, but the parameters are still a function of $x$ as in Ch. 2.2.4. Converting Eq. (2.54) to the frequency domain and combining it with Eq. (2.57) results in

$$
\begin{equation*}
P_{L}(\omega)=\frac{1}{4 \pi}\left(\frac{\omega_{p}^{2}}{\omega_{0}^{2}+j \gamma \omega-\omega^{2}}\right) E_{y}(\omega) \tag{B.1}
\end{equation*}
$$

Rearranging the equation, it becomes

$$
\begin{equation*}
4 \pi\left(\omega_{0}^{2}+j \gamma \omega+(j \omega)^{2}\right) P_{L}(\omega)=\omega_{p}^{2} E_{y}(\omega) \tag{B.2}
\end{equation*}
$$

which can be converted back to the time domain using the inverse Fourier transform, resulting in

$$
\begin{equation*}
4 \pi\left(\omega_{0}^{2} P_{L}(t)+\gamma \frac{d P_{L}(t)}{d t}+\frac{d^{2} P_{L}(t)}{d t^{2}}\right)=\omega_{p}^{2} E_{y}(t) \tag{B.3}
\end{equation*}
$$

The derivatives can then be approximated with the central difference time domain method as

$$
\begin{equation*}
\frac{\partial F(t)}{\partial t} \cong \frac{F(n+1)-F(n-1)}{2 \Delta t} \tag{B.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} F(t)}{\partial t^{2}} \cong \frac{F(n+1)-2 F(n)+F(n-1)}{(\Delta t)^{2}} \tag{B.5}
\end{equation*}
$$

Using Eq. (B.4) and Eq. (B.5) with Eq. (B.3) results in

$$
\begin{equation*}
4 \pi\left(\omega_{0}^{2} P_{L}(t)+\gamma \frac{P_{L}(t+1)-P_{L}(t-1)}{2 \Delta t}+\frac{P_{L}(t+1)-2 P_{L}(t)+P_{L}(t-1)}{(\Delta t)^{2}}\right)=\omega_{p}^{2} E_{y}(t) \tag{B.6}
\end{equation*}
$$

which can be simplified using the notation of Ch. 2, with $n$ representing the time step in a superscript, as

$$
\begin{equation*}
4 \pi\left(\omega_{0}^{2} P_{L}^{n}+\gamma \frac{P_{L}^{n+1}-P_{L}^{n-1}}{2 \Delta t}+\frac{P_{L}^{n+1}-2 P_{L}^{n}+P_{L}^{n-1}}{(\Delta t)^{2}}\right)=\omega_{p}^{2} E_{y}^{n} \tag{B.7}
\end{equation*}
$$

This can again be rearranged to group the polarization at each time step together as

$$
\begin{equation*}
\left(\frac{\gamma \Delta t+2}{2(\Delta t)^{2}}\right) P_{L}^{n+1}+\left(\frac{\omega_{0}^{2}(\Delta t)^{2}-2}{(\Delta t)^{2}}\right) P_{L}^{n}+\left(\frac{2-\gamma \Delta t}{2(\Delta t)^{2}}\right) P_{L}^{n-1}=\frac{\omega_{p}^{2}}{4 \pi} E_{y}^{n} \tag{B.8}
\end{equation*}
$$

Then the polarization at the next time step can be solved for in terms of the polarization at the current and previous time steps, and in terms of the current electric field, as in

$$
\begin{equation*}
\left(\frac{\gamma \Delta t+2}{2(\Delta t)^{2}}\right) P_{L}^{n+1}=-\left(\frac{\omega_{0}^{2}(\Delta t)^{2}-2}{(\Delta t)^{2}}\right) P_{L}^{n}-\left(\frac{2-\gamma \Delta t}{2(\Delta t)^{2}}\right) P_{L}^{n-1}+\frac{\omega_{p}^{2}}{4 \pi} E_{y}^{n} \tag{B.9}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
P_{L}^{n+1}=\left(\frac{4-2 \omega_{0}^{2}(\Delta t)^{2}}{2+\gamma \Delta t}\right) P_{L}^{n}-\left(\frac{2-\gamma \Delta t}{2+\gamma \Delta t}\right) P_{L}^{n-1}+\left(\frac{2(\Delta t)^{2}}{2+\gamma \Delta t}\right) \frac{\omega_{p}^{2}}{4 \pi} E_{y}^{n} \tag{B.10}
\end{equation*}
$$

This can be rewritten in the format previously used in Ch. 2.2.4 as

$$
\begin{array}{r}
P_{L}^{n+1}=c_{1} P_{L}^{n}-c_{2} P_{L}^{n-1}+\frac{c_{3}}{4 \pi} E_{y}^{n} \\
c_{1}=\frac{4-2 \omega_{0}^{2}(\Delta t)^{2}}{2+\gamma \Delta t}, \\
c_{2}=\frac{2-\gamma \Delta t}{2+\gamma \Delta t}, \\
c_{3}=\frac{2 \omega_{p}^{2}(\Delta t)^{2}}{2+\gamma \Delta t} \tag{B.11d}
\end{array}
$$

The polarization in Eq. (B.11a) can be compared with Eq. (2.71b), repeated below and relabeled shifting the time steps to be on the whole versus half time step to keep the notation more concise:

$$
\begin{equation*}
P_{L}^{n+1}=c_{1} P_{L}^{n}-c_{2} P_{L}^{n-1}+\frac{c_{3}}{4 \pi} E_{y}^{n} \tag{B.12}
\end{equation*}
$$

Note the $4 \pi$ in Eq. (B.12) is present since this is written in terms of polarization instead of $S_{L}$. The coefficients, originally in Eq. (2.63), are

$$
\begin{array}{r}
\gamma_{1}=\frac{\omega_{p}^{2}}{\beta}, \\
c_{1}=2 e^{-\alpha \Delta t} \cos (\beta \Delta t), \\
c_{2}=e^{-2 \alpha \Delta t}, \\
c_{3}=\gamma_{1} \Delta t \cdot e^{-\alpha \Delta t} \sin (\beta \Delta t) \tag{B.13d}
\end{array}
$$

Rearranging Eq. (2.58) to convert $\gamma$ and $\omega_{0}$ to $\alpha$ and $\beta$,

$$
\begin{array}{r}
\alpha=\frac{\gamma}{2} \\
\beta=\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}} \tag{B.14b}
\end{array}
$$

Eqs. (B.13) can be converted to

$$
\begin{array}{r}
\gamma_{1}=\frac{\omega_{p}^{2}}{\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}}} \\
c_{1}=2 e^{-\frac{\gamma}{2} \Delta t} \cos \left(\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}} \Delta t\right) \\
c_{2}=e^{-\gamma \Delta t} \\
c_{3}=\gamma_{1} \Delta t \cdot e^{-\frac{\gamma}{2} \Delta t} \sin \left(\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}} \Delta t\right) \tag{B.15d}
\end{array}
$$

Now these coefficients can be compared with those found using the central finite difference approximation in Eq. (B.11) [3]. The first term using the central finite difference approximation given in Eq. (B.11b) is

$$
\begin{equation*}
c_{1}=\frac{4-2 \omega_{0}^{2}(\Delta t)^{2}}{2+\gamma \Delta t} \approx \frac{4}{2+\gamma \Delta t} \tag{B.16}
\end{equation*}
$$

using the condition that $2 \omega_{0}^{2}(\Delta t)^{2} \ll 1$ since there should be many time steps per period.
Using the Z-transform method, in which the approximation

$$
\begin{equation*}
\cos (\theta) \cong 1, \theta \ll 1 \tag{B.17}
\end{equation*}
$$

can be used along with

$$
\begin{equation*}
e^{-\delta} \cong \frac{1}{1+\delta}, \delta \ll 1 \tag{B.18}
\end{equation*}
$$

the result is Eq. (B.15b) being approximated as

$$
\begin{equation*}
c_{1} \approx \frac{2}{1+\frac{\gamma}{2} \Delta t}=\frac{4}{2+\gamma \Delta t} \tag{B.19}
\end{equation*}
$$

which is the same as Eq. (B.16) using the central finite difference approximation.
The second term in the derivation using the central difference approximation from Eq. (B.11c) is

$$
\begin{equation*}
c_{2}=\frac{2-\gamma \Delta t}{2+\gamma \Delta t} \tag{B.20}
\end{equation*}
$$

Table B.1: Comparisons of the Lorentz Formulations

| Term | Central Finite <br> Difference <br> Approximation | Z-Transform | Approximation(s) | Critical <br> Condi- <br> tion(s) |
| :--- | :--- | :--- | :--- | :--- |
| $c_{1}$ | $\frac{4-2 \omega_{0}^{2}(\Delta t)^{2}}{2+\gamma \Delta t}$ | $2 e^{-\frac{\gamma}{2} \Delta t} \cos \left(\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}} \Delta t\right)$ | $\cos (\theta) \cong 1$ <br> $e^{-\delta} \cong \frac{1}{1+\delta}$ | $\theta \ll 1$ <br> $\delta \ll 1$ |
| $c_{2}$ | $\frac{2-\gamma \Delta t}{2+\gamma \Delta t}$ | $e^{-\gamma \Delta t}$ | $e^{-2 \delta \cong \frac{1-\delta}{1+\delta}}$ | $\delta \ll 1$ |
| $c_{3}$ | $\frac{2 \omega_{p}^{2}(\Delta t)^{2}}{2+\gamma \Delta t}$ | $\frac{\omega_{p}^{2} \Delta t}{\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}}} e^{-\frac{\gamma}{2} \Delta t} \sin \left(\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}} \Delta t\right)$ | $\sin (\theta) \cong \theta$ <br> $e^{-\delta} \cong \frac{1}{1+\delta}$ | $\theta \ll 1$ <br> $\delta \ll 1$ |

Using the approximation [3]

$$
\begin{equation*}
e^{-2 \delta} \cong \frac{1-\delta}{1+\delta}, \delta \ll 1 \tag{B.21}
\end{equation*}
$$

the Z-transform term in Eq. (B.15c) can be approximated as

$$
\begin{equation*}
c_{2}=e^{-2 \frac{\gamma \Delta t}{2}} \approx \frac{1-\frac{\gamma \Delta t}{2}}{1+\frac{\gamma \Delta t}{2}}=\frac{2-\gamma \Delta t}{2+\gamma \Delta t}, \tag{B.22}
\end{equation*}
$$

which is the same as the approximation using the central difference method in Eq. (B.20). Finally, the third term in the central difference approximation from Eq. (B.11d) is

$$
\begin{equation*}
c_{3}=\frac{2 \omega_{p}^{2}(\Delta t)^{2}}{2+\gamma \Delta t} . \tag{B.23}
\end{equation*}
$$

The final term in the Z-transform, Eq. (B.15d), is approximated using Eq. (B.18) and

$$
\begin{equation*}
\sin (\theta) \cong \theta, \theta \ll 1 \tag{B.24}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
c_{3} \approx \frac{\omega_{p}^{2}}{\sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}}} \Delta t \frac{1}{1+\frac{\gamma}{2} \Delta t} \sqrt{\omega_{0}^{2}-\left(\frac{\gamma}{2}\right)^{2}} \Delta t=\frac{2 \omega_{p}^{2}(\Delta t)^{2}}{2+\gamma \Delta t} \tag{B.25}
\end{equation*}
$$

which is the same approximation as in Eq. (B.23) using the central difference approximation. Table B. 1 shows the approximations using the central finite difference approximation and those using the Z-transform, as well as the relevant approximations used.

The Lorentz coefficients can be compared graphically as shown in Fig. B.1. These show the terms using both methods align well given the approximations of Table B.1.


Figure B.1: Comparison of the coefficients defined in Eq. (B.11) and Eq. (B.15). The values are identical given that $\Delta t \cdot \beta$ and $\Delta t \cdot \gamma / 2$ are small, with $\beta$ related to $\gamma$ and $\omega_{0}$ in Eq. (B.14b).
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## Appendix C: The Perfectly Matched Layer (PML)

The PML is a type of boundary condition that is able to absorb outgoing waves at simulation boundaries with minimal reflection. This boundary condition has become widely used due to its ability to work in a wide variety of materials and in three dimensions. Although not necessary for one-dimensional simulations with free space at the edges of the simulation space, the PML was used in this work to make the simulation setup transferable to future simulations with more complex boundaries. The PML described here is a simplified version of that presented in [1]. The simplifications are due to the fact that the PML used here is only one-dimensional.

The PML requires that there be no reflection at the boundaries. The reflection coefficient, $\Gamma$, of a wave moving from material A to material B, given a lossless material at normal incidence, is given by

$$
\begin{equation*}
\Gamma=\frac{\eta_{B}-\eta_{A}}{\eta_{B}+\eta_{A}} \tag{C.1}
\end{equation*}
$$

where $\eta_{A}$ is the impedance of material A and $\eta_{B}$ is the impedance of material B . The impedance is given by

$$
\begin{equation*}
\eta=\sqrt{\frac{\mu}{\varepsilon}} \tag{C.2}
\end{equation*}
$$

where $\varepsilon$ is the permittivity and $\mu$ is the permeability. The ideal PML will have a $\Gamma=0$, so the impedances of the two materials will be equal. If one material has a higher $\varepsilon$ than the other material, the $\mu$ can be adjusted proportionally to keep the impedances of the two materials equal. In addition to the reflectivity, the wave must be absorbed in the PML. Otherwise, the wave will move through the PML without being reflected, but the boundary of the simulation space will still reflect the wave. To absorb the signal, the conductivity will need to be adjusted.

In the Fourier domain, Maxwell's equations from Eqs. (2.28) can be rewritten as [1]

$$
\begin{align*}
& j \omega D_{y}(x, \omega)=-c_{0} \frac{\partial H_{z}(x, \omega)}{\partial x}  \tag{C.3a}\\
& D_{y}(x, \omega)=\varepsilon_{r}^{*}(x, \omega) E_{y}(x, \omega)  \tag{C.3b}\\
& j \omega H_{z}(x, \omega)=-c_{0} \frac{\partial E_{y}(x, \omega)}{\partial x} . \tag{C.3c}
\end{align*}
$$

Equations (C.3) use Gaussian units. Now, additional permeabilities and permittivities will be added to implement the PML. These quantities, which are not tied to any parameters in the real world, will be
called $\varepsilon_{P M L}^{*}$ and $\mu_{P M L}^{*}$. They are used in Eqs. (C.3) to generate [1]

$$
\begin{array}{r}
j \omega D_{y}(x, \omega) \varepsilon_{P M L}^{*}(x)=-c_{0} \frac{\partial H_{z}(x, \omega)}{\partial x} \\
D_{y}(x, \omega)=\varepsilon_{r}^{*}(x, \omega) E_{y}(x, \omega) \\
j \omega H_{z}(x, \omega) \mu_{P M L}^{*}(x)=-c_{0} \frac{\partial E_{y}(x, \omega)}{\partial x} \tag{C.4c}
\end{array}
$$

which multiplies $D_{y}(x, \omega)$ by $\varepsilon_{P M L}^{*}(x)$ and $H_{z}(x, \omega)$ by $\mu_{P M L}^{*}(x)$. Since $\varepsilon_{P M L}^{*}(x)$ and $\mu_{P M L}^{*}(x)$ are not tied to any physical parameters, they can be inserted into the equations wherever is convenient, as opposed to multiplying $E_{y}(x, \omega)$ by $\varepsilon_{P M L}^{*}(x)$. The reason for the choice made here is to keep all the PML parameters in Eq. (C.4a) and Eq. (C.4c), while keeping the parameters related to the material in Eq. (C.4b). The parameters $\varepsilon_{P M L}^{*}(x)$ and $\mu_{P M L}^{*}(x)$ are complex to allow an adjustable surface charge density in each term. These then become [1]

$$
\begin{align*}
& \varepsilon_{P M L}^{*}(x)=\varepsilon_{P M L}(x)+\frac{\sigma_{P M L}(x)}{j \omega}  \tag{C.5a}\\
& \mu_{P M L}^{*}(x)=\mu_{P M L}(x)+\frac{\sigma_{P M L}(x)}{j \omega} \tag{C.5b}
\end{align*}
$$

where $\varepsilon_{P M L}(x)=\mu_{P M L}(x)=1$ for simplicity. This satisfies the condition for the reflectivity coefficient being zero in Eq. (C.1) since the impedance, calculated with Eq. (C.2), is

$$
\begin{equation*}
\eta(x)=\sqrt{\frac{\mu_{P M L}(x)+\frac{\sigma_{P M L}(x)}{j \omega}}{\varepsilon_{P M L}(x)+\frac{\sigma_{P M L}(x)}{j \omega}}}=\sqrt{\frac{1+\frac{\sigma_{P M L}(x)}{j \omega}}{1+\frac{\sigma_{P M L}(x)}{j \omega}}}=1 \tag{C.6}
\end{equation*}
$$

for each location within the PML. The attenuation of the signal will originate from $\sigma_{P M L}(x)$, which will increase in each PML cell when approaching the simulation boundaries, starting at zero. Using Eqs. (C.5), with the real components set to one in Eq. (C.4a) and Eq. (C.4c), results in

$$
\begin{align*}
& j \omega D_{y}(x, \omega)\left(1+\frac{\sigma_{P M L}(x)}{j \omega}\right)=-c_{0} \frac{\partial H_{z}(x, \omega)}{\partial x}  \tag{C.7a}\\
& j \omega H_{z}(x, \omega)\left(1+\frac{\sigma_{P M L}(x)}{j \omega}\right)=-c_{0} \frac{\partial E_{y}(x, \omega)}{\partial x} \tag{C.7b}
\end{align*}
$$

which can be expanded to

$$
\begin{align*}
& j \omega D_{y}(x, \omega)+\sigma_{P M L}(x) D_{y}(x, \omega)=-c_{0} \frac{\partial H_{z}(x, \omega)}{\partial x}  \tag{C.8a}\\
& j \omega H_{z}(x, \omega)+\sigma_{P M L}(x) H_{z}(x, \omega)=-c_{0} \frac{\partial E_{y}(x, \omega)}{\partial x} \tag{C.8b}
\end{align*}
$$

These can be converted back to the time domain, resulting in

$$
\begin{align*}
& \frac{\partial D_{y}(x, t)}{\partial t}+\sigma_{P M L}(x) D_{y}(x, t)=-c_{0} \frac{\partial H_{z}(x, t)}{\partial x}  \tag{C.9a}\\
& \frac{\partial H_{z}(x, t)}{\partial t}+\sigma_{P M L}(x) H_{z}(x, t)=-c_{0} \frac{\partial E_{y}(x, t)}{\partial x} \tag{C.9b}
\end{align*}
$$

These equations can be discretized, using the FDTD methods of Ch. 2, to

$$
\begin{align*}
& \frac{D_{y}^{n+\frac{1}{2}}(i)-D_{y}^{n-\frac{1}{2}}(i)}{\Delta t}+\sigma_{P M L}(i)\left(\frac{D_{y}^{n+\frac{1}{2}}(i)+D_{y}^{n-\frac{1}{2}}(i)}{2}\right) \\
&=-c_{0} \frac{H_{z}^{n}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i-\frac{1}{2}\right)}{\Delta x}  \tag{C.10a}\\
& \frac{H_{z}^{n+1}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)}{\Delta t}+\sigma_{P M L}\left(i+\frac{1}{2}\right)\left(\frac{H_{z}^{n+1}\left(i+\frac{1}{2}\right)+H_{z}^{n}\left(i+\frac{1}{2}\right)}{2}\right) \\
&=-c_{0} \frac{E_{y}^{n+\frac{1}{2}}(i+1)-E_{y}^{n+\frac{1}{2}}(i)}{\Delta x}, \tag{C.10b}
\end{align*}
$$

which averages the $\sigma_{P M L}$ effect over two time steps. The fields calculated at the next time steps will be kept on the left side of the equation and everything else will be moved to the right side of the equation,

$$
\begin{array}{r}
\quad\left(\frac{2+\sigma_{P M L}(i) \Delta t}{2 \Delta t}\right) D_{y}^{n+\frac{1}{2}}(i) \\
=\left(\frac{2-\sigma_{P M L}(i) \Delta t}{2 \Delta t}\right) D_{y}^{n-\frac{1}{2}}(i)-\frac{c_{0}}{\Delta x}\left[H_{z}^{n}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i-\frac{1}{2}\right)\right] \\
\left(\frac{2+\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}{2 \Delta t}\right) H_{z}^{n+1}\left(i+\frac{1}{2}\right) \\
=\left(\frac{2-\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}{2 \Delta t}\right) H_{z}^{n}\left(i+\frac{1}{2}\right)-\frac{c_{0}}{\Delta x}\left[E_{y}^{n+\frac{1}{2}}(i+1)-E_{y}^{n+\frac{1}{2}}(i)\right], \tag{C.11b}
\end{array}
$$

and this will finally be simplified to

$$
\begin{align*}
& D_{y}^{n+\frac{1}{2}}(i) \\
& =\left(\frac{2-\sigma_{P M L}(i) \Delta t}{2+\sigma_{P M L}(i) \Delta t}\right) D_{y}^{n-\frac{1}{2}}(i)-\left(\frac{2 c_{0} \Delta t}{\Delta x\left(2+\sigma_{P M L}(i) \Delta t\right)}\right)\left(H_{z}^{n}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i-\frac{1}{2}\right)\right)  \tag{C.12a}\\
& =\left(\frac{2-\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}{2+\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}\right) H_{z}^{n}\left(i+\frac{1}{2}\right)-\left(\frac{2 c_{0} \Delta t}{\Delta x\left(2+\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t\right)}\right)\left(E_{y}^{n+\frac{1}{2}}(i+1)-E_{y}^{n+\frac{1}{2}}(i)\right) . \tag{C.12b}
\end{align*}
$$

Finally, the term in front of the spatially varying components will be rearranged. From Eq. (2.17), the coefficient can be simplified and rearranged to

$$
\begin{equation*}
\frac{2 c_{0} \Delta t}{\Delta x\left(2+\sigma_{P M L}(i) \Delta t\right)}=\frac{2 S}{2+\sigma_{P M L}(i) \Delta t}=\frac{S}{1+\frac{\sigma_{P M L}(i) \Delta t}{2}} \tag{C.13}
\end{equation*}
$$

This allows Eqs. (C.12) to be rewritten as

$$
\begin{gather*}
D_{y}^{n+\frac{1}{2}}(i)=\left(\frac{1-\frac{\sigma_{P M L}(i) \Delta t}{2}}{1+\frac{\sigma_{P M L}(i) \Delta t}{2}}\right) D_{y}^{n-\frac{1}{2}}(i)-\left(\frac{S}{1+\frac{\left.\sigma_{P M L}(i) \Delta t\right)}{2}}\right)\left(H_{z}^{n}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i-\frac{1}{2}\right)\right) \\
H_{z}^{n+1}\left(i+\frac{1}{2}\right)=\left(\frac{1-\frac{\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}{2}}{1+\frac{\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}{2}}\right) H_{z}^{n}\left(i+\frac{1}{2}\right)-\left(\frac{S}{1+\frac{\sigma_{P M L}\left(i+\frac{1}{2}\right) \Delta t}{2}}\right)\left(E_{y}^{n+\frac{1}{2}}(i+1)-E_{y}^{n+\frac{1}{2}}(i)\right) . \tag{C.14a}
\end{gather*}
$$

If a variable to represent the attenuation is defined as [1]

$$
\begin{equation*}
x_{a t t}(i)=\frac{\sigma_{P M L}(i) \Delta t}{2} \tag{C.15}
\end{equation*}
$$

it can be used in a set of auxiliary equations [1],

$$
\begin{array}{r}
g_{d 1}(i)=\frac{1}{1+x_{a t t}(i)} \\
g_{d 2}(i)=\frac{1-x_{a t t}(i)}{1+x_{a t t}(i)} \\
g_{h 1}\left(i+\frac{1}{2}\right)=\frac{1}{1+x_{a t t}\left(i+\frac{1}{2}\right)} \\
g_{h 2}\left(i+\frac{1}{2}\right)=\frac{1-x_{a t t}\left(i+\frac{1}{2}\right)}{1+x_{a t t}\left(i+\frac{1}{2}\right)}, \tag{C.16d}
\end{array}
$$

which allows the simplification of Eqs. (C.14) to [1]

$$
\begin{array}{r}
D_{y}^{n+\frac{1}{2}}(i)=g_{d 2}(i) D_{y}^{n-\frac{1}{2}}(i)-g_{d 1}(i) S\left(H_{z}^{n}\left(i+\frac{1}{2}\right)-H_{z}^{n}\left(i-\frac{1}{2}\right)\right) \\
H_{z}^{n+1}\left(i+\frac{1}{2}\right)=g_{h 2}\left(i+\frac{1}{2}\right) H_{z}^{n}\left(i+\frac{1}{2}\right)-g_{h 1}\left(i+\frac{1}{2}\right) S\left(E_{y}^{n+\frac{1}{2}}(i+1)-E_{y}^{n+\frac{1}{2}}(i)\right) \tag{C.17b}
\end{array}
$$

The PML absorption control will be done with Eq. (C.15). Since the purpose of this parameter is to absorb the signal within the PML, and $\sigma_{P M L}(i)$ is not tied to a real parameter, this entire equation can


Figure C.1: The electric field at various times within the simulation space with a wave inserted at the origin moving right. (a-c) The right PML of eight cells absorbs the signal, and (d) eventually the entire signal has been absorbed.
be set using different arbitrary parameters. The important part is that the parameter changes slowly over the PML, beginning with a small amount of absorption at the edge adjacent to the main problem space and increasing as the cells approach the simulation space boundary. One possible replacement of Eq. (C.15) is [1]

$$
\begin{equation*}
x_{a t t}(i)=\frac{1}{3}\left(\frac{i}{n_{P M L}}\right)^{3}, \tag{C.18}
\end{equation*}
$$

where $n_{P M L}$ is the number of cells in the PML at each boundary. In this work, $n_{P M L}=8$. Fig. C. 1 shows a simulation of free space with an 8-cell PML. A single-directional sine wave within a Gaussian envelope is inserted into the simulation at the origin. The right PML absorbs the entire signal.
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## Appendix D: Total Field/Scattered Field

The total field/scattered field approach is used to create a single-directional input pulse. This approach minimizes the input incident field to the simulation, reducing the amount of signal interacting with the boundary conditions. While the boundary conditions used in this work are nearly perfect and this is not a major a concern, generating only one pulse is still desirable for simplicity in simulation analysis. Here, an extremely simple application of the total field/scattered field approach is described to create a single-directional input.

The basic FDTD loop, including a simple source, can be written as

$$
\begin{array}{r}
E_{y}^{n+\frac{1}{2}}(i)=E_{y}^{n-\frac{1}{2}}(i)+S\left[H_{z}^{n}\left(i-\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)\right] \\
E_{y}^{n+\frac{1}{2}}(\text { origin })+=\text { Input }^{n+\frac{1}{2}} \\
H_{z}^{n+1}\left(i+\frac{1}{2}\right)=H_{z}^{n}\left(i+\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(i)-E_{y}^{n+\frac{1}{2}}(i+1)\right], \tag{D.1c}
\end{array}
$$

which is similar to Eqs. (2.19). The difference is the addition of a source at the origin cell. This is referred to as a soft source, since the input is added to existing data [1, 2]. A hard source would set the value at the origin to the input value instead and create a barrier for any reflected signals. The soft source shown here will allow reflected signals to pass through the point without interference. This simple soft source will generate one pulse moving to the left and one moving to the right as seen in Fig. D.1. The pulses travel in opposite directions, as apparent when looking at $E_{y}$ and $H_{z}$ on either side of the origin.

The reason for the creation of two pulses can be seen when looking at the $E_{y}$ and $H_{z}$ calculations around the origin. To look at $H_{z}$ calculated to the right of the origin, $i$ in Eq. (D.1c) is replaced by origin resulting in

$$
\begin{equation*}
H_{z}^{n+1}\left(\text { origin }+\frac{1}{2}\right)=H_{z}^{n}\left(\text { origin }+\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(\text { origin })-E_{y}^{n+\frac{1}{2}}(\text { origin }+1)\right] \tag{D.2a}
\end{equation*}
$$

This shows that $H_{z}^{n+1}\left(\right.$ origin $\left.+\frac{1}{2}\right)$ is based on $E_{y}^{n+\frac{1}{2}}$ (origin), which was updated with the input value in Eq. (D.1b). If the input at that time is greater than zero, $E_{y}^{n+\frac{1}{2}}$ (origin) will increase in value, and so will $H_{z}^{n+1}\left(\right.$ origin $\left.+\frac{1}{2}\right)$. For an input signal, if both $E_{y}$ and $H_{z}$ are positive, the wave moves in the positive x-direction. On the other hand, when looking at $H_{z}$ to the left of the origin, replacing $i$ in

Simple Source Input


Figure D.1: An input to an FDTD simulation with a simple input sinusoid added to $E_{y}$, in the manner of Eqs. (D.1), at the center of the simulation space, represented by the vertical green line.

Eq. (D.1c) with origin -1 , results in

$$
\begin{equation*}
H_{z}^{n+1}\left(\text { origin }-\frac{1}{2}\right)=H_{z}^{n}\left(\text { origin }-\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(\text { origin }-1)-E_{y}^{n+\frac{1}{2}}(\text { origin })\right] \tag{D.3a}
\end{equation*}
$$

This shows $H_{z}^{n+1}$ (origin $-\frac{1}{2}$ ) is also updated based on $E_{y}^{n+\frac{1}{2}}$ (origin). This time, if the input is greater than zero and $E_{y}^{n+\frac{1}{2}}$ (origin) increases, $H_{z}^{n+1}$ (origin $-\frac{1}{2}$ ) will decrease. If $E_{y}$ is positive and $H_{z}$ is negative, the wave moves in the negative $x$ direction.

Instead of the simple source, a single-directional source was used in this work. Since adding an input to $E_{y}$, as seen in Eq. (D.1b), creates a two-directional pulse, the principle of the total field/scattered field can be used to cancel out the input on $H_{z}$ to the left of the origin. A simple way to implement that is

$$
\begin{array}{r}
E_{y}^{n+\frac{1}{2}}(i)=E_{y}^{n-\frac{1}{2}}(i)+S\left[H_{z}^{n}\left(i-\frac{1}{2}\right)-H_{z}^{n}\left(i+\frac{1}{2}\right)\right] \\
E_{y}^{n+\frac{1}{2}}(\text { origin })+=\text { Input }^{n+\frac{1}{2}} \\
H_{z}^{n+1}\left(i+\frac{1}{2}\right)=H_{z}^{n}\left(i+\frac{1}{2}\right)+S\left[E_{y}^{n+\frac{1}{2}}(i)-E_{y}^{n+\frac{1}{2}}(i+1)\right] \\
H_{z}^{n+1}\left(\text { origin }-\frac{1}{2}\right)+=\text { Input }^{n+\frac{1}{2}-\delta}, \tag{D.4d}
\end{array}
$$

which is Eqs. (D.1) with one additional line. The time offset $\delta$ will be described below. If a positive


Figure D.2: An input to an FDTD simulation with a single-directional input sinusoid added to $E_{y}$ at the center of the simulation space, represented by the vertical green line. The input is defined by Eqs. (D.4) and (D.5).
input is added to $E_{y}, H_{z}$ to the left of the origin will be negative, as shown in Fig. D.1. Therefore addition is required to cancel the input to the left of the origin. The $\delta$ here must account for the time it takes the input to cross a one half cell. The half cell offset is due to the Yee cell configuration of Fig. 2.1. This $\delta$, assuming the medium is free space and the signal is moving at the speed of light $c_{0}$, is

$$
\begin{equation*}
\delta=\frac{1}{2}\left(\frac{\Delta x}{c_{0}}\right) \frac{1}{\Delta t}=\frac{1}{2} \frac{\Delta x}{c_{0} \Delta t}=\frac{1}{2 S} \tag{D.5}
\end{equation*}
$$

with $S$ defined in Eq. (2.17). The time offset, $\delta$, is defined in terms of time steps and must be a whole number. To convert this to an amount of time measured in seconds, it would need to be multiplied by $\Delta t$ in the usual manner. The input now moves only in the positive x-direction using Eqs. (D.4) and (D.5), as shown in Fig. D.2.

## References

[1] Allen Toflove and Susan Hagness. Computational electrodynamics: the finite-difference time-domain method, third edition. Artech House Publishers, 2005.
[2] Jennifer E Houle and Dennis M Sullivan. Electromagnetic simulation using the FDTD method with Python. John Wiley \& Sons, 2020.

