
Securing Remedial Action Schemes Under Data Measurement Cyber Threats

A Thesis

Presented in Partial Fulfillment of the Requirements for the

Degree of Master of Science

with a

Major in Electrical Engineering

in the

College of Graduate Studies

University of Idaho

by

Parviz Khaledian

Major Professors: Brian K. Johnson, Ph.D. and Saied Hemati, PhD.

Committee Members: Herbert L. Hess, Ph.D.; Yacine Chakhchoukh, Ph.D.

Department Administrator: Joseph D. Law, Ph.D.

August 2018



ii

Authorization to Submit Thesis

This thesis of Parviz Khaledian, submitted for the degree of Master of Science with a

major in Electrical Engineering and titled “Securing Remedial Action Schemes Under Data

Measurement Cyber Threats,” has been reviewed in final form. Permission, as indicated by

the signatures and dates given below, is now granted to submit final copies to the College

of Graduate Studies for approval.

Major Professors: Date
Brian K. Johnson, Ph.D.

Date
Saied Hemati, Ph.D.

Committee
Members: Date

Herbert L. Hess, Ph.D.

Date
Yacine Chakhchoukh, Ph.D.

Department
Administrator: Date

Joseph D. Law, Ph.D.



iii

Abstract

In this thesis, different methods for power grid vulnerability assessment under cyber

threats are developed and utilized. A new combined method is developed for better suscep-

tibility analysis. Critical lines are identified using several different methods and remedial

action schemes are examined on these critical lines to observe the reliability and resiliency

improvement of the system. Furthermore, a new method to detect and fix false measurements

on inputs to remedial action schemes is presented. With this false measurement detection

method, this type of attack is more difficult as the malicious party needs to compromise a

large number of meters in order to inject a manipulated measurement. As a result, actions

by remedial action schemes are taken based on more reliable data and at the same time the

true state of the local system is estimated. The required logic to correctly detect and fix the

measurements are tested using the 118 bus IEEE test system.

The thesis concludes by presenting a novel approach to detect and fix false measurements

developed in this project to ensure proper automatic action by remedial action schemes. It

can be further developed and extended to provide an alternative way to improve system

resiliency.
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Chapter 1: Introduction

A reliable power supply is one of the important requirements of our society. Disruptions

to electrical power grids paralyze the daily life in modern societies causing huge economic

and social costs for these societies. It is very difficult or even unfeasible to guarantee a

100% secure and reliable system, however, it is important to design a resilient system that

continues to operate with outages. Challenges to the power system include, but are not

limited to, increasing connection of renewable sources to the power grid, operating sensitive

loads on the system, continuous changes in online operations, relying more on vulnerable

communication components, and more possibility of intentional attacks. These challenges

lead to vulnerability and in some scenarios even instability in the system and eventually

may lead to a cascading outage and system failure. Therefore, power system vulnerability

assessment is crucial.

Therefore, as a primary task, identifying the vulnerable components in a power grid is

vital to the design and operation of a secure and stable system. One aspect of vulnerability

analysis is to identify transmission lines where the loss of that line or transformer leads to

major disruptions to the grid. Part of our work is to determine these crucial components of

the system.

Next step is to determine the fault chains and calculating vulnerability indices based on

fault chain theory. Cascading failures are the typical reasons for blackouts in power grids

[1]. The grid topology plays an important role in determining the dynamics of cascading

failures in power grids. Measures for vulnerability analysis are crucial to assure a higher level

of robustness of power grids. We use three different method to perform this analysis and

determine crucial lines. Hence, another task is to prioritize these critical lines in monitoring,

controlling, and implementing special protection schemes such as Remedial Action Schemes

(RAS).

RAS have been increasingly used by utilities to mitigate instability problems following

the loss of one or more transmission lines on a transmission corridor to prevent out-of-step
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conditions that may result in cascading system-wide outages. Application of RAS mitigates

the system problems and as a result reduces the system vulnerability and decreases the

possibility of cascading failures.

These remediation techniques are based on the real-time measurements from Phasor

Measurement Units (PMUs) along with Supervisory Control And Data Acquisition (SCADA)

system. Because these systems rely on data communication that is vulnerable to cyber-

attack, another important task is to ensure the reliability of a power system and its protection

by detecting false measurements, identifying any related event, and try to fix the data.

In this thesis, each chapter discusses results and outcomes for each task as presented in

a paper.

Chapter 2 is a paper that was submitted to the ?Industrial Electronics Society Conference

(IECON). In the paper, we use a power flow-based method to assess the vulnerability of the

system before and after applying remedial action schemes. To demonstrate the system

resiliency improvement, we model and simulate a modified version of the IEEE 9 bus system

in the Powerworld simulator to examine our method and verify the assessments’ results.

Chapter 3 discusses assessing the vulnerability of a system using both fault chain theory

and a power flow-based method and calculate the probability of cascading outages. Further,

we consider a Remedial Action Scheme (RAS) to reduce the vulnerability of the system and

to harden the critical components against intentional attacks. To identify the most critical

lines more efficiently, a new vulnerability index is presented. The effectiveness of the new

index and the impact of the applied RAS is illustrated on the IEEE 14-bus test system.

This chapter was presented at the 2018 International Conference on Probabilistic Methods

Applied to Power Systems (PMAPS).

In Chapter 4, the placement of PMUs using a method from the literature is discussed.

There are several methods to identify the false measurements, but each of them has its

own obstacles and disadvantages. In this chapter, we present a new method to detect the

false measurement with more immunity against attacks and measurement error and then we
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propose a method to fix the false measurement and provide valid data to the remedial action

scheme.

The objectives in this thesis can be summarized as followings:

• Recognize critical components and quantify vulnerability

• Apply remedial action schemes

• Detect and fix false measurements

• Reduce vulnerability

• Maintain or improve system reliability

• Improve system resiliency

In each chapter, the results of our work demonstrate the level of achievement on these

goals. Furthermore, in the conclusions chapter, Section 5.2 is allocated to review the accom-

plishments on our objectives, followed by suggestions for future work.
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Chapter 2: Power Grid Resiliency Improvement Through

Remedial Action Schemes

The results of this work have been submitted to the 44th annual IEEE Industrial Elec-

tronics Conference (IECON 2018) [2]. Here, the numbers for citations, equations, tables,

and sections have been updated for inclusion in this thesis and therefore differ from the

publications originally accepted form. The original paper is available upon request.

2.1 Introduction

Power grid resiliency is an important requirement for our community. The complexity

of the power system structure is constantly increasing as the power supply demand patterns

change every year and more renewable energy sources are connected to the network. While

they have many benefits, these intermittent renewable sources have potential to negatively

impact system resiliency and can cause instability in the system [3], which could result in

system problems. Thus, it is important to identify the critical lines in order to help prevent

cascading outages by applying corrective actions and protections such as remedial action

scheme (RAS). The analysis of critical parts of the system helps to explore the nature of

complex power grid. Therefore, power system vulnerability assessment is necessary to deter-

mine the most critical lines and provide proper RAS in these vulnerable areas. Furthermore,

vulnerability assessment of transmission lines is an important measure of the systems’ sus-

ceptibility [4].

The potential vulnerabilities in a power grid can be analyzed by identifying those areas

where a failure or an attack causes maximum disruption to the grid. We can quantify

disruptions in several different ways, including (a) sudden deviation of the voltage magnitudes

or phase angles at the buses from operating values, and (b) determining the minimal amount

of generation or load that must be shed in order to restore the grid to stable operation.

The rest of the chapter is organized as follows. First, in Section 2.2 fundamentals of RAS

are presented. Next, vulnerability assessment of the power grid is discussed in Section 2.3.
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In Section 2.4, our approach for assessing system vulnerabilities using a power flow-based

method is presented. Section 2.5 includes results from simulations using the IEEE 9-bus

test system to examine the power flow-based analysis, the proposed vulnerability index

calculation, and the effectiveness of the RAS. The positive impacts of the RAS on improving

system resiliency and mitigating system vulnerabilities are demonstrated. The chapter is

concluded in Section 2.6.

2.2 Remedial Action Schemes

An effective resilient system can adapt to, presume, and quickly recover from a disturbing

event [5]. A RAS is one way to achieve these goals for a power transmission system. These

schemes have been increasingly used by utilities to mitigate instability problems following

the loss of one or more transmission lines or generators under certain loading conditions. By

applying predetermined corrective plans, a RAS prevents the power system from reaching

out of step conditions that may result in cascading system-wide outages [6]. Remedial ac-

tion schemes, also known as special protection systems (SPS) or system integrity protection

systems (SIPS) are automatic protection systems designed to detect abnormal or predeter-

mined system conditions and then take corrective actions other than and/or in addition to

the isolation of faulted components to maintain system security. Such actions may include

creating sudden changes in demand, generation, or system configuration to maintain system

stability, acceptable voltage, or power flows [7]. Some advantages of RAS are listed below

[8]:

• Avoiding widespread outages after a severe contingency or sequence of events in the

power system.

• Increasing operational transfer capability within the restrictions on the transmission

system allows increased path capacity without building more power lines.

• Quickly detecting abnormal predetermined system conditions and takes a predefined
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action to prevent a system problem.

• Helping balance load and generation after a loss of a generator, major lines or major

loads.

• Increasing overall system reliability.

• Increasing power system resilience.

RAS do not include the following items [9]:

• Underfrequency or undervoltage load shedding.

• Protection for fault conditions that can be covered with standard relaying schemes.

• Out of Step Relaying that is not an integral part of a RAS.

• Sub-Synchronous Resonance (SSR) protection schemes.

• Auto-reclosing schemes.

A. Common RAS Classification

Depending on the method of detection, existing RAS can be classified as event-based

or response-based [10]. Event-based RAS are designed to operate on the recognition of a

combination of events (such as loss of several ties). Response-based RAS are based on real-

time measurement and initiate control actions when the responses hit the trigger level. Event-

based RAS can be fast. Therefore, there is no need to wait for the response development.

On the other hand, response-based RAS have mainly been applied for slower phenomena

and can operate for unknown events and varying operating scenarios. The next generation

of corrective controls requires fast detection of system instability based on both events and

responses from wide area monitoring. This has become possible with the deployment of real

time phasor measurement units (PMUs), as well as with modern communication systems.

In addition, PMUs may allow disturbances to be detected more quickly, requiring less severe

action. However, utilization of PMUs in RAS also opens new avenues for vulnerabilities for

RAS operation and to system stability. A cyberattack at the measurements used in the RAS

could lead to incorrect action, either in failing to act when it should, or acting when it should

not.
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B. Typical RAS Features

Critical details of the RAS design and operating characteristics must be determined

through appropriate studies. The results can be used to do the following [11]:

• Identify the problem to mitigate: The issue that needs to be reduced or eliminated.

• Arming criteria: Determining critical system conditions for which a RAS should be

activated to take action when required.

• Initiating conditions: Determining critical contingencies to initiate action once the

scheme is armed. Parameter-based RAS detect changes in critical system conditions

rather than directly detecting specific conditions.

• Actions to take: The minimum remedial action required for each contingency (when

armed) and the maximum acceptable remedial action for each contingency (when

pertinent).

• Time requirements or allowable time: The maximum time allowable for the remedial

action to be accomplished.

It is important to identify the critical system conditions where the RAS should be armed.

These conditions are often identified by one or more of the followings [12]:

• Generation patterns

• Transmission line loadings

• Load patterns

• Reactive power reserves

• System response as determined from the data provided by wide area measurement

systems (WAMS), or

• Other unsustainable conditions identified by studies of system characteristics

For example, during lightly loaded system conditions, a transmission line outage may

not cause any reliability criteria violations, but during heavier loading, the same outage may

result in generator instability or overloads on remaining facilities. Automatic single-phase or
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three-phase reclosing following temporary faults during stressed operating conditions may

avoid the need to take remedial action. Appropriate RAS action may still be required if

reclosing is unsuccessful. The RAS is designed to mitigate specific critical contingencies that

initiate the actual system problems. There may be several critical single contingency outages

for which remedial action is needed. There may also be credible double or other multiple

contingencies for which remedial action is needed. Each critical contingency may require a

separate arming level and different remedial actions.

C. Actions in RAS

Various possible remedial actions are usually available to improve system performance.

These may include but are not limited to [11]:

• Islanding or other line tripping

• Generator shedding

• Load shedding (direct, underfrequency, undervoltage)

• Braking resistors

• Static VAr or other Flexible Alternating Current Transmission System (FACTS) con-

trol units

• Shunt capacitor/Reactor/Resistor insertion

• DC line runback or oscillation damping

• Series capacitor bypass

The minimum remedial action required is determined through studies that define the

boundary between acceptable and unacceptable system performance and resilience. Re-

medial actions beyond this minimum level often can result in further system performance

improvements. At some higher action level, system performance standards may again be vi-

olated if system response approaches another part of the boundary of the region of stability

(e.g. high voltage due to extra load shedding). However, some extra remedial action (safety

margin) should be applied to ensure that at least the minimum action will still occur even

for a worst-case credible scheme failure. While actions above the necessary safety margin do
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not create new violations, they may make the scheme more costly and complex, as well as

result in a larger impact to customers (e.g. reduction of generating reserve, shed more load)

[13]. The maximum time acceptable to act will change with the type of problem for which

the RAS is a solution. Short-term angular and voltage stability problems typically require

the fastest response, as fast as a few cycles but usually less than one second. Actions to

mitigate steady-state stability and slow voltage collapse problems may allow several seconds.

Thermal overload problems allow several tens of minutes before action is required. Most of

the currently employed RAS are based on traditional, local measurements, but there has

been a movement toward using phasor measurement control units (PMCUs) in recent years.

The measurements from PMCU are easier to process and the local system state estimation

is faster. On the other hand, phasor measurement control units are introducing some vulner-

abilities to the system due to their communication schemes. In addition, there is an added

cost to provide many lines with PMCUs, RAS, Phasor Data Concentrators (PDC), and

communication systems (Figure 2.1) and structure them to meet NERC CIP requirements.

Figure 2.1: A sample of a transmission line with PMU and required components

Therefore, sensitivity analysis is performed to identify the most vulnerable locations in
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the system and focus monitoring on those areas. The new susceptibilities that are introduced

to the system by PMUs must be analyzed, which is out the scope of this project.

2.3 Identifying Vulnerabilities in Power System

Remedial action schemes rely on the real-time measured data from the power system.

In cases where these schemes are armed by system operators, there is a need provide real-

time visibility to system operators in a clear manner. Providing such information for all

possible contingencies in real time is impossible and therefore, there is a need to reduce the

number of monitored contingencies [14]. These contingencies are identified through system

vulnerability analysis. The recent rapid rise in distributed generation and renewable energy

generation introduces more stress to the whole power system, potentially exacerbating the

system vulnerabilities, and increasing risk of cascading events [15]. Much work has been

done to improve the system security and reliability. However, significant outages take place

all over the world [16]. Therefore, it is very essential to further apply new tools and methods

to prevent potential cascade blackouts. The power grid has developed to be one of the most

complex human-made systems. As such, this highly clustered network in some research is

presented as a small-world network [3]. Even in a large-scale network, a node can interact

with others far across the system through a limited number of steps. Due to failures, the

capacity of the transmitted power decreases greatly.

2.4 Power Flow Based Method

Although, remedial action schemes are generally applied to large power systems, here,

we study the IEEE 9 bus system to demonstrate our analysis approach and demonstrate the

improvement in system resiliency (Figure 2.2). This model is based on a directed graph and

weighted by the power flow. Unlike an electrical efficiency model, the edge with a higher

weight transfers more power in this method. In the power flow-based method, the capacity
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of a line and the actual power transfer determine a lines vulnerability ranking. This method

deals with the weighted network and directed power flow. The following assumptions are

made [17]:

• Each bus is a node and each line us an edge. Nodes are reliable, and edges are in either

working or fail states.

• Direction of the power flow in each transmission line is the direction of the related

edge.

• The minimum degree of each node is 2, except for the source and sink nodes.

To evaluate the vulnerability of transmission lines and rank them, the vulnerability index

(V.I.) is calculated using the following procedure [6], [18]:

• Build a connected network graph of the system.

• Estimate the steady-state power flow (Figure 2.2).

• Determine the weight and direction of the power flow on each edge of the network

(Figure 2.2).
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Figure 2.2: Steady-state power flow weights on the IEEE 14-bust test system.

• Evaluate the maximum flow for each source sink combination. Considering the network

as G = (V, E), for each edge (i, j), the capacity is denoted as C(i,j), and flow on the

edge is denoted as f(i,j). A source node is denoted as s, and a sink node by t. The

residual network of the system is presented by Gf (V,Ef ). The system capacity Gf is

defined by (2.1)

Cf(i,j) = C(i,j) − f(i,j) (2.1)

To obtain the maximum source-sink flow:

Initially, for each edge (i, j), set the flow at f(i,j) = 0. Given a path p from s to t in

Gf , for all edges (i, j) ∈ p, find

Cf(p) = min
{
Cf(i,j)|(i, j) ∈ p

}
(2.2)
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For each edge (i, j) ∈ p, set

f(i,j) = f(ij) + c(f(p) (2.3)

f(j,i) = f(j,i) − c(f(p) (2.4)

• To compute the vulnerability index Vi,j, sum the flow values. and get the flow on

each edge corresponding to the maximum flow in the network. Next, the vulnerability

index of edge (i, j) is defined as the amount of flow carried by edge (i, j) relative to the

maximum flow across the network between source and sink nodes.

Vij =

∑m
u

∑n
v f

uv
ij∑m

u

∑n
v f

uv
Max

(2.5)

where fuv
Max is the maximum flow from the source u to the sink v, fuv

ij is the portion of

the flow transferring through edge Eij.

• Label the lines based on the vulnerability index (Figure 2.3).
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Figure 2.3: V.I. distribution for the lines in the IEEE 9 bus system.

• Rank the lines according to V.I. values. The line with a high value of index is considered

as more critical in this analysis. Table 2.1 shows the vulnerable line ranking identified

from the power flow model.

2.5 Simulation and Results

The power flow-based method was applied to the IEEE 9 bus system in the previous

section. Here contingency analysis in applied followed by adding a RAS applied to the

recognized vulnerable lines. To make this approach more understandable, the vulnerability

index (V.I.) is calculated for line 4 (the line from node 3 to 9) as below:

• Step 1, 2, and 3 are done by Powerworld and the results are shown in Figure 2.2.

• Step 4: From the Powerworld flow information and branch information: f(39Max) =

86.41, f(27Max) = 163.37, f(14Max) = 76.87

• Step 5:
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∑m
u

∑n
v f

uv
Max = 86.41 + 163.37 + 76.87 = 326.65

V39 = 85.8/326.65 so V39 = 0.26288

• Step 6: Distribute the V.I. values on the network model (Figure 2.3).

• Step 7: Rank the lines according to V.I. values (Table 2.1).

Table 2.1: Vulnerability Ranking Based on V.I.

V-Rank V-Index Line from BUS to BUS
1 0.5114 7 2 7
2 0.2722 8 5 7
3 0.263 4 3 9
4 0.2392 6 8 7
5 0.2256 1 1 4
6 0.1871 3 6 9
7 0.1289 9 5 4
8 0.0967 2 6 4

An example of V.I. threshold: 0.24

9 0.0759 5 8 9

To provide more options for corrective actions, the IEEE 9 bus system was modified as

shown in Figure 2.4. The generator at Bus 2 was divided into three units with the same

total rating. Similarly, the loads at Buses 5 and 6 were divided into 2 loads with the ability

to shed less critical loads first. Next, we perform contingency analysis on a case where one

line (line 4) or one generator (bus 3) is lost (Figure 2.4). Power systems must be able to

handle one contingency, and the effort is to make a system resilient in cases with multiple

outages. Having this said, in this project we consider one major contingency since it is a

small system. Because, a major contingency such as losing generator or transmission line

can make the whole system unstable and cause a total blackout.
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Figure 2.4: The modified IEEE 9 bus system with power flow directions and a main contin-
gency.

As we discussed earlier, losing a transmission line or a generator is one of the major

contingencies and can have a huge impact on the system. This can be clearly seen in Figure

2.5. Except for line 3, line 7 and line 8, all other lines are experiencing a significant overload

(for line 5 the power flow is even reversed), and this will either lead to a failure of the

transmission lines or triggering the protection systems on the lines to disconnect the lines.

This process will include most of the lines and cause cascading outages.

Here, two important assumptions are made. First, the transmission lines can withstand

the extra power flow, and second, generators can feed the required extra generation in new

system configuration. Furthermore, the power flow on Line 7 is slightly less than the expected

power flow. This could be due to the loss in the new system configuration.
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Figure 2.5: The power flow-based model with one contingency

An updated vulnerability index distribution is calculated for this contingency, with the

results illustrated in Figure 2.6.

Figure 2.6: V.I. distribution of IEEE 9 bus system with one contingency
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Even if we assume that all transmission capacities are more than the new power flows, the

resultant V.I. listed in the Table 2.2 distinctly clarifies that the number of critical lines (by

considering same V.I. threshold) are now 67% larger than for the system with this loading

and no contingency.

Table 2.2: Vulnerability Ranking Based on V.I. With One Contingency

V-Rank V-Index Line from BUS to BUS
1 0.5126 7 2 7
2 0.4874 1 1 4
3 0.3584 6 8 7
4 0.2452 2 6 4
5 0.242 9 5 4
6 0.154 8 5 7
7 0.04 3 6 9

V
.I

.
th

re
sh

ol
d
:

0.
24

8 0.04 5 8 9

The next step is to apply a simple RAS in the same system with the same contingency

and observe the vulnerability improvement (Figure 2.7). After losing either transmission

line 4 or generator 85 MW on bus 3, the new power flow in the system is calculated using

a power flow program, 120MW load is shed at Buses 5 and 6, and 60MW generator on Bus

2 is shed. The corresponding power flow-based model and V.I. distributions are shown in

Figure 2.8 and Figure 2.9, respectively.
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Figure 2.7: The modified IEEE 9 bus system, with one contingency and applied RAS.

After evaluating the network and estimating the new power flow, the graph is modified

as Figure 2.8.
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Figure 2.8: The power flow based model with one contingency and applied RAS.

With the assumed contingency and the applied RAS, the new vulnerability index distri-

bution is depicted in Figure 2.9.

After applying RAS, the vulnerability for the system is improved by reducing the number

of lines over the threshold from 5 to 3 (using same V.I. threshold) and shown Table 2.3.

Table 2.3: Vulnerability Ranking Based On V.I. With One Contingency and An Applied
RAS

V-Rank V-Index Line from BUS to BUS
1 0.7 7 2 7
2 0.55 8 5 7
3 0.29 1 1 4
4 0.16 9 5 4
5 0.13 6 8 7
6 0.13 2 6 4
7 0 3 6 9
8 0 5 8 9

An example of V.I. threshold: 0.24

9 0 4 3 9
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Figure 2.9: V.I. distribution of IEEE 9 bus system with one contingency and applied RAS.

Table 2.4 compares the vulnerability rankings from the three cases. A minimum RAS

was applied to the system with a major contingency and it enhanced the resiliency of the

system to the same level with the system that has no contingencies. In addition, lines 7

and 8 are identified the most critical lines in both original network and the network with

contingency and RAS. This is clearly emphasizing that these lines are of a high importance.

and can be used to identify the lines that need more extra monitoring and protection.
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Table 2.4: Comparison of Vulnerability Rankings Based on V.I.

Ranks without contingency Ranks in one component lost Ranks with RAS
V-Rank V-Index Line V-Rank V-Index Line V-Rank V-Index Line
1 0.5114 7 1 0.5126 7 1 0.7 7
2 0.2722 8 2 0.4874 1 2 0.55 8
3 0.263 4 3 0.3584 6 3 0.29 1
4 0.2392 6 4 0.2452 2 4 0.16 9
5 0.2256 1 5 0.242 9 5 0.13 6
6 0.1871 3 6 0.154 8 6 0.13 2
7 0.1289 9 7 0.04 3 7 0 3

:

8 0.0967 2 8 0.04 5 8 0 5

V
.I

.
th

re
sh

ol
d
:

0.
24

9 0.0759 5 9 0 4 9 0 4

After the sensitive lines are determined by a V.I. threshold, they need to be prioritized in

protection, operation, and monitoring to improve the system resiliency and prevent blackouts

[19].

2.6 Conclusion

This chapter briefly reviewed the RAS and system vulnerabilities and utilized a power

flow-based method to perform vulnerability assessment on a system with an integrated RAS.

The most vulnerable lines were identified, and a special protection scheme was implemented

for those lines. By protecting them, the system resiliency was noticeably increased. As

the simulation results demonstrate, a considerable vulnerability improvement was achieved

by applying even a simple remedial action scheme. The vulnerability indices and their

ranking can clearly verify the resiliency improvement of the power system and therefore

better immunity against failures.
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Chapter 3: Power Grid Security Improvement by Remedial

Action Schemes Using Vulnerability Assessment Based on Fault

Chains and Power Flow

The results of this work were published in the Proceeding of the International Conference

on Probabilistic Methods Applied to Power Systems (PMAPS 2018) [6]. Here, the numbers

for citations, equations, tables, and sections have been updated for inclusion in this thesis

and therefore differ from the publications originally accepted form. The original paper is

available upon request.

3.1 Introduction

A resilient power supply is an important requirement for our society. The power demand

increases every year and the structure of power systems becomes more complex as more

renewable energy sources are connected to transmission and distribution networks. These

new generation sources potentially have a negative impact on the resiliency of the power

grid and can possibly cause network instability [3]. Such instability could lead to blackouts

in some scenarios. Critical transmission lines must be recognized by assessing the systems

vulnerability and special protections and corrective actions such as Remedial Action Schemes

(RAS) must be applied on these lines to prevent cascading blackouts.

In this chapter, we aim to (1) identify the most critical lines that contribute to cascading

blackouts due to failures or intentional attacks, (2) analyze effects of applying RAS on

these lines, and (3) illustrate the resulting decline in the probability of cascading blackouts.

The domino effect of the failures demonstrates that each event of the cascading failure is

dependent on other failures [20]. Thus, a series of step by step failures results in a cascading

blackout. The vulnerable transmission lines of the power systems play a significant role and

constitute a measure of the systems susceptibility [4]. Therefore, recognizing those lines

or components and analyzing the network vulnerability degree are essential prerequisites to
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monitor and control these systems. The fault chain theory deals with the possible sequence

of faults in the network and its criticality ranking is based on the number of the segments

in each sequence. While in power flow-based method, the amount of power carried, and the

line capacity determine the vulnerability ranking. Each approach has its drawbacks. To

overcome these, a new vulnerability index is presented, combining the best features of each.

By identifying critical components of the system and protecting them, its vulnerability

can be improved, and the system becomes more resilient. An effective resilient system is

able to prepare and plan for, anticipate, withstand, adapt to, and rapidly recover from a

disturbing event [5]. One way to accomplish these objectives is to utilize RAS. RAS have

been increasingly used by utilities to mitigate stability problems following the loss of one or

more transmission lines or generators. A RAS prevents the power system from experiencing

out of step conditions that may result in cascading system-wide outages. The remedial

strategies prevent potential cascading events by applying predetermined corrective plans to

the most critical lines.

The IEEE 14-bus test system is utilized to examine the fault chain-based analysis, the

power flow-based analysis, the proposed index calculation, and the effectiveness of RAS.

The proposed approach provides a better understanding of the operational characteristics of

the network and helps in determining where to focus RAS and other protection actions by

exploiting fault chains and power flows. Here, we use two different approaches to evaluate

the vulnerability of transmission networks. First, we use the fault chain theory to determine

the most probable sequences of failures and calculate the related vulnerability indices, which

is presented in Section 3.2. Next, we assess the system vulnerability using a power flow-

based method in Section 3.3. In Section 3.4, a new vulnerability index is presented to better

determine the critical lines. Section 3.5 demonstrates the impacts of RAS in improving

the system resiliency and mitigating the vulnerabilities to cascading outages by providing

predetermined corrective actions on the critical lines.



25

3.2 Fault Chain Theory

In this section, four stages are discussed. First, the basic of cascading failure and fault

chain is presented. Next stage is about determination of the fault chains. Then, the criticality

ranking procedure is discussed. Lastly, this approach is applied on the IEEE 14 bus system.

A. Cascading Failures and Fault Chains

The primary reason for a widespread blackout is cascading failures. The possible causes

of these failures might be human factors, relay maloperation, mismanagement, weather,

overload, and intentional attacks [1]. In fault chain theory these are called the influencing

factors. Suppose that in a network, the protection system isolates one line due to a fault.

To supply the load, other lines must carry additional power and therefore would be loaded

more heavily and potentially results in an overload risk. This process propagates through the

network, overloading the lines one after another to eventually cause total system instability.

The contingency analysis process contains top and basic events [21]. Basic events are those

faults that create a fault chain, while a top event is a cascading outage.

In earlier literature, a fault-tree was a minimal cut-set that was achieved offline, and

which was obtained by experience or contingency evaluations [21]. This was not always

practical and accurate. The method in this chapter accomplishes the fault chain online by

using system stability measures and operational parameters [22].

B. Fault Chain Determination

Fault chains and their segments are defined as

L =
{−→
L1,

−→
L2, ...,

−→
Ln
}

(3.1)

L = {Ti1, Ti2, ..., Timi
} (3.2)
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where n is the number of fault chains; mi is the number of segments of the ith fault

chain; L is a fault chain set of a network; Tij is the jth segment of the ith fault chain
−→
Li, and

j = 1, 2, ...,mi. The fault tree logic is shown in Figure 3.1.

Figure 3.1: Fault chain logic indicating influencing factors, fault segments, and fault chains
that can cause cascading outages.

All fault chains are included in the cascading outages vulnerability analysis by a single

OR gate. Each fault chain is a result of an AND gate that comprises all related basic events

and segments. Therefore, it can be understood from the tree that if all segments of a fault

chain occur in sequence, then the system will be unstable, and cascading outages happen

[23].

All fault chains are included in the cascading outages vulnerability analysis by a single

OR gate. Each fault chain is a result of an AND gate that comprises all related basic events

and segments. Therefore, it can be understood from the tree that if all segments of a fault

chain occur in sequence, then the system will be unstable, and cascading outages happen

[23].
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The segment faults are due to the influencing factors. These factors and the related

influencing function are defined as

Vi = {vi1, vi2, ...viki,} (3.3)

φ(
−→
Li) =

kx∑
j=1

ωHij
vij +

ki∑
j=kx+1

ωHij
vij (3.4)

where vij is the jth factor, ωHij
is the sensitivity coefficient of the jth factor for ith fault

chain, kx is the number of certain factors, and ki is the number of all factors. The probability

of the ith fault chain occurring is defined as

q−→
Li

= q(Ti1Ti2...Timi
) = q(

mi⋂
j=1

Tij) (3.5)

where j is the sequential number of basic events, and q−→
Li

is the ith fault chain probability.

From Figure 3.1, the probability of cascading outages can be obtained from the fault chain

probabilities by:

Qs = 1− (1− q−→
L1

)(1− q−→
L2

)...(1− q−→
Ln

) (3.6)

With each line outage, a new path is taken as the most efficient one to redistribute the

power flow. Using the former segments, the new segment T(i(j+1)) is predicted with highest

probability. Let’s assume T(i(j−2)) is the fault segment on line k-2, T(i(j−1)) is the fault segment

on line k-1, T(j+1) is the fault segment on line k, and T(i(j+1)) is the fault segment on line k-1.

To identify the fault chains, the following should be taken into consideration to determine

lines [24, 25]:
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• Power flow change;

αk+1
ij =|

Sk+1
ij − Sk+1

i(j−2)

Sk+1
i(j−2)

| + |
Sk+1
i(j−1) − S

k+1
i(j−2)

Sk+1
i(j−2)

| (3.7)

• Overload capability;

βk+1
ij =|

Sk+1
i(j−1)

Sk+1
Max

| + |
Sk+1
ij

SMax

| (3.8)

• Power flow change due to the previous fault segments;

γk+1
ij =|

Sk+1
ij − Sk+1

i(j−1)

Sk
i(j−1)

| + |
Sk+1
i(j−1) − S

k+1
i(j−2)

Sk−1
i(j−2)

| (3.9)

where S
(k+1)
max is the maximum power capacity of line k+1; S(i(j − 2))(k+1); S

(k+1)
(i(j−1)), and

S
(k+1)
ij are complex power flows of line k+1 after the fault on segments T(i(j−2)), T(i(j−1)), and

Tij; S(i(j − 1))k is the complex power of line k after the fault on segment T(i(j−1)); S
(k−1)
(i(j−2)) is

complex power of line k-1 after the fault on segment T(i(j−2)). The edge-weight can normalize

the three indices [26]:

Rk+1
ij =

| Sk+1
ij |∑n

u−1 | Su
ij) |

(3.10)

ωk+1
1 =


0 Sk+1

ij <Sk+1
i(j−2) ∩ S

k+1
i(j−1) <S

k+1
i(j−2)

Rk+1
ij otherwise

(3.11)
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ωk+1
2 =


1 Sk+1

ij > Sk+1
Max

Rk+1
ij otherwise

(3.12)

ωk+1
3 =


1 4Sk+1

ij > Sk+1
Max

Rk+1
ij otherwise

(3.13)

where ω
(k+1)
1 , ω

(k+1)
2 and ω

(k+1)
3 are the weight normalizers [22]. The next segment to

fault on the ith fault chain is presumed by the value of F
(k+1)
(i(j+1)). The next occurrence will be

on the line with maximum F.

F k+1
i(j+1) = ωk+1

1 αk+1
ij + ωk+1

2 βk+1
ij + ωk+1

3 γk+1
ij (3.14)

The sequence of occurrences is presumed by calculating F repeatedly until the system is

unstable. This sequence is the ith fault chain. By applying the same process for all lines, a

set of fault chains are obtained.

C. Vulnerability Assessment

In vulnerability assessment by fault chains, if a transmission line is involved in a larger

number of fault chains, it will be more vulnerable. Each line has different vulnerability in

each fault chain. As a starting point, suppose that the impacts of influencing factors on all

segments stay the same.

If the failure event Mi occurs on a specific transmission line, then all fault chains which

comprise this event are expressed as

L1 =
{
L1
1, L

1
2, ..., L

1
b1

}
(3.15)
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L2 =
{
L2
1, L

2
2, ..., L

2
b2

}
(3.16)

Ls =
{
Ls
1, L

s
2, ..., L

s
bs

}
(3.17)

The occurrence probability of the fault chain increases with a decrease in the number

of segments in the chain. Therefore, the number of the segments of a chain determines its

relative occurrence probability. The vulnerability index of an event is defined as

φ(Mi) =

∑
i(

ami

bi
)∑

j

∑
k(

aj
bk

)
(3.18)

where i=1,2, ..., s, j=1,2, ..., q, and k=1,2, ...,sj. Here, sj is the number of the fault

chains including the jth transmission section, q is the number of all the transmission sections

in network, s is the number of all chains. And ami is the number of transmission lines related

to the event Mi [22].

D. Case Study IEEE 14-Bust Test System

The IEEE 14-bus test system is simulated using Powerworld software to verify the per-

formance of vulnerability assessment methods (Figure 3.2).
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Figure 3.2: IEEE 14-bus test system implemented in Powerworld software.

This system contains 20 transmission lines, 5 generators, and 11 loads. Table 3.1 shows

the fault chains and Table 3.2 ranks the lines by vulnerability index (V.I.) [22].
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Table 3.1: Fault Chains of The IEEE 14 Bus System

No Fault Chains No Fault Chains
L1 b1, b4 L11 b11, b12, b8
L2 b2, b6, b3, b7, b8 L12 b12, b8, b11
L3 b3, b7, b2 L13 b13, b8, b17
L4 b4, b1 L14 b14, b13, b1, b4
L5 b5, b1, b4 L15 b15, b16, b17, b1, b4
L6 b6, b2, b1, b4 L16 b16, b19, b17, b1, b4
L7 b7, b3, b2 L17 b17, b8, b13
L8 b8, b13, b17 L18 b18, b1, b4
L9 b9, b8, b11 L19 b19, b1, b4
L10 b10, b1, b4 L20 b20, b1, b4

As previously explained, the lines in fault chains with fewer segments are more probable

to cause cascading outages, such as L1 or L4. On the other hand, L15 and L16 have smaller

possibilities to lead to cascading outages. For these longer chains, the probability of failing

several lines is smaller, especially in that exact sequence which would lead to cascading out-

ages. Even if these less likely events do occur, due to the high number of segments, the fault

propagation time is long enough to let the protection systems kick in and prevent further

failures.

Table 3.2: Vulnerability Indices and Ranking By Fault Chain

Rank Failure event V.I. Rank Failure event V.I.
1 b1 0.18379 10 b7 0.02748
1 b4 0.18379 10 b19 0.02748
2 b8 0.11336 11 b16 0.02061
3 b13 0.06441 12 b5 0.01718
4 b2 0.05702 12 b9 0.01718
5 b17 0.05496 12 b10 0.01718
6 b11 0.05153 12 b18 0.01718
7 b6 0.04784 12 b20 0.01718
8 b3 0.04466 13 b14 0.01288
9 b12 0.03435 14 b15 0.01031
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3.3 Power Flow Based Method

Another approach to assess the vulnerability index is use of a power flow-based method.

This approach is based on a weighted directed network with the following assumptions [17]:

• Buses and lines in a power grid are classified as nodes and edges, respectively. Each

node is perfectly reliable, and each edge has two states: working or failed.

• Each edge has its own direction, which is the same as the direction of the power flow

on the transmission line.

• The degree of all nodes is at least 2, except for the source nodes and sink nodes.

The procedure of calculating and ranking the V.I. follows [18]:

• Build a connection network model of the power system.

• Calculate the steady-state power flow of the grid and collect data (Figure 3.3).

• Weight the edges in the network model with the power flow and determine the flow

directions (for e.g. Figure 3.3).

• Calculate the maximum flow of the network for each source – sink combination. Given

a network G = (V, E), the capacity and flow on the edge (i, j) are denoted by c(ij) and

f(ij), respectively. A source node and a sink node are denoted by s and t. The residual

network of G is shown by Gf (V,Ef ). The capacity of Gf is defined by (2.1).

The maximum flow is calculated as follows: Initially, for each edge (i, j), set the flow

at f(ij)=0. Given a path p from s to t in Gf , for all edges (i, j) ∈ p, find cf(p) from

(2.2) For each edge (i, j) ∈ p calculate fij and fji from (2.3) and (2.4), respectively.

• Using the equation (2.5), sum up the flow values and compute a vulnerability index Vij.

We can get the flow on each edge corresponding to the maximum flow in the network.
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Then the vulnerability index of edge (i, j) can be defined as the level of flow carried

by edge (i, j) compared to the maximum flow of the network.

• Rank the lines according to values of vulnerability index (Figure 3.3). The line with

a high value of index is considered as more critical in this analysis.

Figure 3.3: Steady-state power flow (blue text) and vulnerability index weights ( black text
in green box) on the IEEE 14-bust test system.

In Figure 3.3, line numbers are denoted with b1 through b20, the branch power flow,

which is the Powerworld simulations result, is shown on each line, and the related vulnera-

bility index is highlighted in a green box. The immediate lines that connect the generators

to the network are not in the Table 3.3 ranking.



35

The ranking results are presented in Table 3.3.

Table 3.3: Vulnerability Indices and Ranking By Power Flow

Rank Failure event V.I. Rank Failure event V.I.
1 b1 0.4785 11 b10 0.0516
2 b2 0.3326 12 b6 0.0482
3 b4 0.1938 13 b11 0.0467
4 b8 0.1277 14 b17 0.0294
5 b7 0.1254 15 b13 0.0234
6 b3 0.1131 16 b14 0.0228
7 b9 0.0863 17 b13 0.0194
8 b5 0.0844 18 b20 0.0162
9 b12 0.0838 19 b18 0.0114
10 b16 0.0541 20 b19 0.0051

3.4 The New Vulnerability Index

The fault chain theory determines the possible sequence of faults in the network and

the criticality ranking is based on the number of the segments in each sequence, while, the

maximum power flow of the network and of each source-sink combination is overlooked. On

the other hand, in the power flow-based method, the amount of transfer power and the

maximum capacity of the network are important factors, but this method doesn’t provide

any information regarding the sequence of events in fault chains and their occurrences. Each

approach has its drawbacks. To overcome these drawbacks, a new vulnerability index V Mi
st

is presented that comprises both approaches.

The best way to combine these two indices is to find the product of indices for each line

and use it in criticality ranking. Thus, the impacts of both indices are effectively applied.

Other forms of combination are not suitable. For example, if they combine to form ab, due to

the fraction numbers for b, the result is actually the root of number a, which is diminishing

the impact of a therefore it is not desirable. If they form a+ b, due to the range differences

between two indices, the impact of the smaller one will be overlooked. Therefore it is not is
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not a proper combination too. From (3.18) and (2.5);

V Mi
st = φ(Mi) Vij =

∑
i(

ami

bi
)∑

j

∑
k(

aj
bk

)

∑m
u

∑n
v f

uv
ij∑m

u

∑n
v f

uv
Max

(3.19)

where Mi is the event occurs on line i, which is between buses s and t. Here, to avoid

confusion, the node labels are changed to s and t. The new ranking based on V Mi
st index is

shown in Table 3.4.

Table 3.4: Vulnerability Indices and Ranking By New V.I.

Rank Failure event V.I. Rank Failure event V.I.
1 b1 0.08794 11 b9 0.00148
2 b4 0.03562 12 b5 0.00145
3 b2 0.01896 13 b13 0.00125
4 b8 0.01448 14 b16 0.00112
5 b3 0.00505 15 b10 0.00089
6 b7 0.00345 16 b14 0.00029
7 b12 0.00288 17 b20 0.00028
8 b11 0.00241 18 b15 0.00024
9 b6 0.00231 19 b18 0.00020
10 b17 0.00162 20 b19 0.00014

In the new ranking, the critical lines are those which carry the higher power flow in the

network and contribute in a larger number of fault chains. Figure 3.4 shows the most critical

lines relative to a sample V.I. threshold. By choosing 0.01 for V.I., lines b1, b4, b2, and b8

are recognized as the most critical lines.
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Figure 3.4: Determining the most critical lines when 0.01 is the V.I. threshold.

Some inferences from these three vulnerability rankings are:

• The critical lines vary by selecting a different V.I. threshold.

• The smaller the V.I. threshold the higher the number of lines recognized as critical.

• The highlighted lines b1, b2, b4, and b8 are recognized as the top 25

• The results from the proposed V.I. are more useful in recognizing the critical lines than

using fault chains or the power flow method alone.

After setting a sample vulnerability index threshold and obtaining the sensitive lines,

these lines must be prioritized in monitoring, operation, and special protection of power

system to prevent the cascade failures [19].

3.5 Critical Line Protection and Vulnerability Improvement

The most critical lines and components can be protected by:

• Remedial Action Schemes,
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• Improving cybersecurity associated with relays, SCADA, and PMUS related to these

lines and components, and

• Improving physical security of substations.

Since the most critical lines are involved in the largest number of fault chains, preventing

their failure, dramatically decreases the probability of cascading outages and the whole

system vulnerability improves [14, 19].

Assume the influencing factors for simplicity are the same for all segments in fault chains

and therefore the probability of an event for all segments q(T(ij)) will be the same as well.

For example, let the probability of each segment be 0.5. From (3.5), the probability of the

ith fault, q−→
Li

, occurring is obtained and from (6), the cascading outages probability QS is

calculated as 0.92 (Figure 3.5).

This probability is obtained by considering all the possible fault chains (Table 3.1).

However, by applying proper protection and preventing a specific fault chain from occurring,

in the cascading outages probability calculation that fault chain will not be involved and

consequently, the QS probability will be reduced. By providing protection for lines that have

higher q−→
Li

and more criticality, the outcome QS will be less likely and the system is more

hardened.

If line b4 or b1 is protected, for instance via RAS, the vulnerability is improved and the

cascading outages probability QS is decreased by 27.5% (see Figure 3.5). It is noteworthy

that the smallest fault chain that contains b4 has 2 lines. There are 3 lines in the smallest

fault chain associated with b7 or b2 lines and by protecting these lines the improvement

is 11.2%. By protecting lines that are in a fault chain with 4 lines the improvement will

be 5%. Therefore, the longer the chain that includes the protected line is, the smaller the

vulnerability index improvement will be.
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Figure 3.5: Probability of cascading outages and removal of vulnerable transmission line in
probability calculations

It is obvious that the system security would be greatly improved if a special protection

(e.g. a RAS) is applied to the lines with higher vulnerability indices to better control

the system and prevent cascading failures. The procedure for determining critical lines to

protect with remedial actions schemes to reduce the system vulnerability can be scaled to
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larger systems and will be tested on larger IEEE test cases.

3.6 Conclusion

In this chapter, a new vulnerability indexing approach is proposed to better analyze

and determine the critical transmission lines. Vulnerability assessment of the IEEE 14-bus

test system is performed by using three different approaches and the results are compared

and analyzed. The most critical lines are recognized, and special protection schemes are

considered for these lines. The resultant improvement of the system vulnerability is verified

by studying the cascading outage probability. By protecting the most critical line with the

highest vulnerability, the cascading outage probability is noticeably reduced.
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Chapter 4: A New Method of Securing RAS by Detecting False

Measurement Using Cause and Effect Analysis and Measurement

Consistency

4.1 Introduction

For any power grid, the threat of physical events and cybersecurity events need to be

analyzed. In physical security, the goal is to secure the electric grid against physical attacks.

Similarly, cybersecurity tries to secure the grid against cyber-attacks. Both security events

could lead to disturbances to the electric services and subsequently impact on the public

safety and health, economy, and national security.

Up to now, most physical incidents in the United States and Canada have had relatively

minor consequences. While, cybersecurity events have been increasing [27]. Physical and

cyber threats tend to be different, and demand different approaches to improve, protect and

mitigate. In this project, cyber threats are under focus, and the following are of a high

importance: system monitoring, state estimation, and defense against bad data injection

and false measurement.

Monitoring power grids is necessary to provide system observability. By application of a

proper monitoring system, there is sufficient information to reliably operate the system, and

take proper corrective actions. These actions are based on the estimated state of the system,

which are determined through analyzing measurements and system models. Measurements

might be compromised or falsified by failures or by malicious parties. Therefore, false data

detection techniques must be utilized to detect and replace the false data and provide reliable

information for the RAS and thereby assure a reliable action based upon this data.

A. System Monitoring

System monitoring uses the measurements from Phasor Measurement Units (PMUs) and

the Supervisory Control And Data Acquisitions (SCADA) system in the power grid to collect
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and transfer the required data about the system conditions and thereby assures the reliable

operation of the system. The measurements are normally real and reactive power, and bus

voltages, which are generally provided and preserved by SCADA, and phase angles, which

are estimated or provided by PMUs. This data is used for system analysis and monitoring.

B. State Estimation

In state estimation (SE), by analyzing the data and the power system models, the state

of the system is estimated, and the unknown variables are evaluated. Contingency analysis

uses the SE results and evaluated the possible causes of the operational issues. In order to

prevent these issues, some actions may be taken, and the aftereffect of these actions will

be analyzed. As an example, when a fault happens (such as isolating a system component

or path), the power generation may be increased to maintain the reliable operation of the

system [28]. Power flow modeling is the basis of the SE, which is a set of equations that

illustrate power flow on each line of a grid. Alternating Current (AC) modeling studies

both real and reactive power and formulates them by nonlinear equations. In SE, it is more

common to use an approximated Direct Current (DC) power flow model instead of its AC

model, since it uses linear equations. Thus, the computational expenses are reduced and a

convergence to a solution is guaranteed [28, 29].

C. False or Compromised Measurement Detection

To achieve their goals, attackers may directly manipulate the measurements at the substa-

tion meters or indirectly at the data collectors or computers that store meter measurements.

These bad measurements affect the SE results and reduce the situational awareness. There-

fore, the corrective actions based on this information are not reliable and may result in the

system instability.

We need to develop techniques to first detect them and then fix them or filter them out.

If the attackers know the exact current configuration of the system at the time of attack,

they can bypass almost all existing defense algorithms. Most of these algorithms detect

bad measurements when there is a significant difference between estimated and observed
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data. To consider the worst case with the most sophisticated attackers, by knowing the

system configuration, the attackers can generate bad measurements in a way that the injected

difference is not significant enough to be detected and is not an abrupt change to trigger the

detection techniques [30][31][32].

However, for the following reasons, it is not easy for attackers to practically launch these

attacks. First, because of the regular maintenance and irregular events in power grids,

configurations of these systems alter frequently. Moreover, accessing the control center of

power companies to access such data is nearly impossible to attackers.

Second, to manipulate a specific value, the attackers need to compromise about 10 meters

in most cases in the IEEE 300–bus system [32]. In our work, we use a measurement con-

sistency method on the IEEE 118 bus system. For the area under focus, which only has 10

buses, malicious parties need to compromise at least 50 measurements to inject a single false

data, which is a signal of the effectiveness of our approach. The reason for this is explained

in Section 4.4.

For a successful attack, a malicious party needs to corrupt the following information and

perform the following activities:

• Knowledge of the current system configuration

• Hardware failure or physical attack

• Measurements manipulation

• Communication and data collection interference

• Knowledge of maintenance and operation schedule and procedure

• Knowledge of the most effective parameters to compromise and therefore impose the

most negative impacts

In our method of defense, attackers need to accomplish a higher degree of information

and compromise more meters, therefore it is more reliable. In this chapter, we assess the
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system vulnerability and optimally situate the PMU location using the Unified Approach

and a sufficient set of RAS measurements. Further, we detect and fix the false measurement

based on the proposed method called False Data Detection and Fixing (FDDF). After fixing

measurements, we consider a remedial action scheme (RAS) to reduce the vulnerability of

the system and harden the critical components against intentional attacks.

The rest of this chapter is organized as follows. In Section 4.2, as the primary step,

we consider optimizing PMU locations based on Unified Approach [33] and sufficient RAS

measurements (the idea of locating PMUs in those areas that makes the RAS hardening

possible). In Section 4.3, a new structure for RAS is proposed. The proposed false data de-

tection method is presented in Section 4.4. This section examines and validates the method

through simulation using IEEE 118 test systems. Simulation results are provided to demon-

strate the success of new securing method in filtering out the compromised data. In Section

4.5, we conclude our work.

4.2 Optimized PMU Location

For better system observability, protection and control in the power grid, PMUs are

a promising equipment. PMUs provide important measurements for the system and are

beginning to play an important role in system monitoring. Due to the high price of PMUs

and their related support systems [34], only specific nodes can be equipped with PMUs.

Therefore, it is very important to maximize the system observability with the minimum

possible number of PMUs. In this project, the results of the approach used in article [33] are

utilized to optimize number and location of PMUs for power system state estimation. This

approach considers the impacts of both existing conventional measurements and PMU loss

possibility into the decision strategy. The PMU location optimization results come directly

from [33].

This approach is called Unified Approach, where the location of PMUs is defined using

binary integer linear programming (BILP). Here, the variable is binary and determines the
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installation requirement for PMUs at each bus. These placements comply with the goal of

maintaining the system observability and minimizing the metering cost.

Using the referred approach, 24 PMUs are required for the IEEE 118 bus system (without

considering PMU loss), with two of them in the area under our focus that will be discussed

in Section in Section 4.4. The added PMUs are on buses 113 and 22. This number of

PMUs make the network observable. A system is observable if the state estimate is able

to determine a specific solution for a set of measurements and specify the network topology

and measurement locations [33].

Reliable data is a significant requirement for a secured RAS. Therefore, we added two

other PMUs to give redundancy for RAS (see Section 4.4). Furthermore, these extra two

PMUs provide additional data for the process of false data detecting and fixing.

4.3 Improved RAS

By knowing the vulnerability of a system, proper actions can be created to improve system

resilience. An effective resilient system is able to presume, adapt to, and rapidly recover from

a disturbing event [5]. One way to accomplish these objectives for a power system is to utilize

a RAS. These schemes have been increasingly used by utilities to mitigate stability problems.

A RAS prevents the power system from experiencing out-of-step conditions that may result

in cascading system-wide outages. The remedial strategies prevent potential cascading events

by applying predetermined corrective plans to the most critical lines.

These corrective and remediation actions are taken based on the received measurements.

False or compromised data can fake or hide an abnormality in the system and mislead the

RAS to take a wrong action and exacerbate a situation with vital failures. Generally, the

important components of RAS structure are measurements, arming conditions, RAS logic,

and the triggering actions (Figure 4.1).
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Figure 4.1: RAS structure without detection logic

To insure proper corrective action from RAS, Bad Data Detection (BDD) techniques can

be used. These techniques verify the output of RAS prior to trigger the actions. (Figure

4.2).

Figure 4.2: RAS structure with bad data detection (BDD) logic

In our approach, the RAS will not be armed unless the FDDF approves the data and

validates its accuracy. Therefore, actions taken based on this reliable data are reliable as

well. The modified RAS structure is shown in Figure 4.3.

Figure 4.3: The new approach by applying false data and detection logic.
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4.4 Proposed False Data Detecting and Fixing Method

This section includes three subjects. First, measurement consistency is discussed, which

is fundamental to our method of fixing and detecting false data. Then, a case study with the

highlighted zone of focus is presented. The analysis results and extracted logic are included

at the end of this section.

A. Measurement Consistency

A malicious party might manipulate measurements to bypass the state estimator bad

data detection logic or deceive the operators. Here, the measurement consistency check is

used to detect and fix the data at the RAS level. To ensure a reliable action taken by RAS,

providing reliable data is significantly advantageous. In this method, by using Kirchhoff laws,

the measurement from neighborhood buses and lines are used to form a set of logic to verify

if the measured value is false or valid. Here, we have simulated our network using Dynamic

Security Assessment (DSA) tools [35]. Then, we extracted the logic from our measurements

to use it in the process of verifying and fixing false measurements.

B. Case Study on IEEE 118 Bus Test System

In this work, the simulation and case study are done on the 118 IEEE bus test system

(Figure 4.4). Our focus is on the highlighted part of the network which is expanded in

Figure 4.5.
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Figure 4.4: Case study IEEE 118 Bus system with the area under focus highlighted.
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Figure 4.5: The area under focus with 10 buses and 4 PMU locations. Black rectangles
indicate PMUs located by Unified Approach, and the purple triangles are located based on
the RAS requirement.

C. Analysis Results

The DSA tools (including Powerflow and Short circuit Assessment Tool (PSAT) and Volt-

age Security Assessment Tool (VSAT) packages) are used to apply 43 contingency scenarios

on the system and observe the responses and changes on neighborhood buses and lines. The

analysis results consist 78 parameters for each of the scenarios. The resultant table includes

3354 (43 x 78) measurements (see Appendix A). Table 4.1 shows a small portion of the

analysis results just for explaining purpose. The full results are shown in Appendix A.

As an example, in scenario number 14, Line1 (L1) is assumed to have a failure (originally

144.3 MW, changed to 0 MW) and observe the changes in other measurements on other

buses and lines.

D. FDDF Logic

FDDF logic is applied to the measurements (in the area under focus) from the simulation
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Table 4.1: A Small Part of The Result Matrix Related to 10 scenarios for 20 lines in the
Area Under Focus
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results. To make decision based on the measurements, it is crucial to consider the data

reliability. Based on the hardware attack or failure possibilities, two different sets of logic

are applied.

Without considering hardware attack or failure, the logic is shown in Figure 4.6. Here,

we are assuming the measurements as reliable and every single of them can be used to verify

the event. Therefore, the malicious party needs to compromised more measurements to

inject a false event.

For example, suppose that a false measurement is received showing an abnormal voltage

decline on Bus 27. Assume that the malicious purpose is to hide a failure on Generator 1 by

compromising the data to show a voltage decline on Bus 27. As it is shown in Figure 4.6,

to inject this false data, malicious party must compromise 4 different measurements. In this

example, voltage on Bus 27, power of Line 12 and Line 15, and the voltage on Generator 1

bus must be compromised.

By compromising only 3 of these 4 measurements, the attackers will fail. Here, the

injected data (B27-Vdrop) is detected and the real failure (Ge1-Vdrop) is extracted. Fur-

thermore, an alarm will be sent to operators to inform them of the compromised data and

as well as the real event.
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Figure 4.6: Extracted logic for three measurements without considering physical failure or
attacks
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If there is a hardware failure or attack on measurements, the measurements are less

reliable. Thus, a false event can be injected by compromising fewer measurements. In this

case, instead of allowing a single measurement to change the decision results, only a set of

measurements can impact the decision. Thus, a voting strategy can be used to decrease

the impact of the false data. In our example, two out of three measurements must verify

the event to allow any decision. Therefore, compromising a single measurement cannot

change the decision. In addition, to inject a specific false input, 3 measurements have to be

compromised.

The voting strategies for two out of three, three out of four, and four out of five are

shown in Figure 4.7, respectively in Part b, Part c, and Part d. Part a is the logic gates

related to a simple voting scheme for two of three. Part b, c, and d, show a representative

symbol for voting logic for simplicity.

Figure 4.7: Voting logic for two of three, three of four, and four out of five measurements.
Part a is the logic gates and Part b, c, and d are representative symbols.

For the same example, suppose that a false measurement is received indicating a decline in

voltage on Bus 27. Assume that the malicious purpose is to hide a failure on Generator 1 by

compromising the measurements to show a voltage decline on Bus 27. As shown in Figure 4.6,

to inject this false data, malicious party must compromise three different measurements. In

this example, three of the following must be compromised to inject a false measurement;

voltage on Bus 27, power of Line 12 and Line 15, and the voltage on Generator1.

By compromising only two of these four measurements, the attackers will fail. Here,
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the injected data (B27-Vdrop) is detected and the real failure (Ge1-Vdrop) is extracted.

Furthermore, an alarm will be sent to operators to inform them of the compromised data as

well as the real event.

4.5 Conclusion

In this chapter, state estimation and bad data detection are briefly reviewed, and two

types of remedial action scheme structures are listed and a new structure is presented. A

false data detection and correction method is proposed, and it is tested on the IEEE 118 bus

system. The system is simulated using DSA tools and the results are used to extract the

required logic for new detection method. The false data is detected and fixed. Furthermore,

in case of detecting a false measurement, the operators are informed about the injected data

and the real event.
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Figure 4.8: Extracted logic for on measurement with considering physical failure or attacks.
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Chapter 5: Summary, Conclusions, and Future work

5.1 Summary

The risk of cascading outages and cascading failures in power grids can arise due to

vulnerable transmission lines and lack of proper remediation techniques after recognizing

the failures. Therefore, under fault conditions, other disturbances, and cyber or physical

attacks, the resiliency of the power grid could be severely jeopardized.

A commonly used solution to improve operational security is to recognize the critical

lines or generators and use remedial action schemes to reduce vulnerability and maintain the

system operational security.

The RAS takes corrective actions based on the input data. As a result, these data need

to be very reliable. One way to insure the data is not false or compromised is to detect bad

data and fix it.

In our work, we used power flow–based method and fault chain theory to determine

the critical lines. Furthermore, a new vulnerability index is presented to identify the most

critical lines more efficiently. We consider applying RAS on these critical lines and measure

the improvement in vulnerability after applying the RAS. The effectiveness of the new index

and the impact of the applied RAS is illustrated on the IEEE 14 bus and IEEE 9 bus

systems. Moreover, the probability of large–scale blackout before and after applying RAS is

calculated and the improvement is showed. To verify the measurement to RAS and insure

its right corrective action, a new false data detection and fixing (FDDF) method is proposed.

The method is examined by IEEE 118 bus system and the results are demonstrated.

5.2 Conclusions

In this thesis, the accomplishments can be outlined as the followings:

• Assessed the system vulnerability before and after applying RAS

• Demonstrated resiliency improvement (40%) by considering a simple RAS
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• Proposed a way to assess vulnerability indices to better recognition of critical lines

• Analyzed effects of applying RAS on these lines

• Illustrated resulting decline (27.5%) in the probability of a failure cascading to a black-

out

• Analyzed the IEEE 118 bus system for 43 contingency scenarios and for 87 parameters

• Offered FDDF, which is a new method of detecting and fixing false data

5.3 Future work

Some topics meriting further study are listed below, and a short description is provided

for each suggestion.

A. Compare additional vulnerability analysis methods and try to rank and categorize the

methods.

There are several assessment methods available to assess the power system vulnerability.

For a given power system, each approach has its own criticality ranking and determines a

specific set of components as critical. This is confusing and causes researchers or power

system planners to mistake the criticality ranking of system components. Therefore, study

of all available common vulnerability assessment approaches and comparing them would be

useful in determining the best assessment method for each application. Having a list of

methods with their limits and merits can a valuable guidance to select the proper method

of analysis.

B. Integrate the fault chain theory with the false data detection.

The fault chain theory determines the next line with the highest probability to fail. Thus,

the measurement of the next line to fail can be used to verify if the previous line is actually

failed or the data was compromised. This is another level of detection logic that can be
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integrated with the bad data detection logic to further validate the results of the detection

methods.

C. Define Proper RAS schemes related to the extracted fixed data from FDDF.

A new detecting and fixing method was proposed to provide more reliable data as RAS

input. The RAS related to each scenario can be defined and the number of RAS schemes

can be optimized by finding the common action requirements in each scenario.

D. Evaluate the FDDF by applying random contingencies and observe the results.

To evaluate the False Data Detecting and Fixing (FDDF) method, random contingencies

can be applied to the logic and observe the final output of the FDDF. Then, compare the

result and the applied contingency to verify if they are the same. If they are not, the FDDF

is not properly built and the logic must be modified.

E. Extract the FDDF logic for the whole IEEE 118 bus system.

The case study in Chapter 4 was on the IEEE 118 bus system. We focused on an area

with 10 buses and recorded the results for this area. The extracted logic is also related to

the focus area. The same method can be applied to the whole 118 bus system and try to

optimize the detecting and fixing logic and minimize the RAS actions needed to secure the

system and reduce the cost and complexity.
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Appendix A: The full results from DSA tools for IEEE 118 bus

system

The results are specific to the area under the focus of this project. It includes 43 scenarios

for 78 parameters.
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