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Abstract 

Nanoparticles, due to their small size and radiation absorption property, are widely used in 

nano nuclear nanotechnology as well as radiation environment. Radiation-induced defects 

could negatively affect mechanical properties, potentially leading to accidents. In this study, 

the molecular dynamics (MD) method, as a powerful atomic-level simulation tool, is applied 

to investigate and characterize the formation and evolution of point defects in irradiated Fe 

nanoparticle (NP) and core-shell Ti-TiO2 NP by using a recent updated many-body 

interatomic potential. MD especially helps us gain access to length and time scales that are 

not accessible experimentally and learn more about the multi-scale phenomena that occur 

during the irradiation of nanomaterials. Computer simulations provide information at the 

microscopic level, acting as a bridge to the experimental observations and giving insights 

into processes that take place at small time and length scales. The increasing computer 

capabilities in combination with recently developed scalable codes, and the availability of 

realistic potentials set the stage to perform large scale simulations, approaching phenomena 

that take place at the atomistic and mesoscopic scale in a more realistic way. This dissertation 

has focused on understanding the atomic-level mechanism of irradiation damages and defect 

formations in Fe nanoparticle (NP) and core-shell Ti-TiO2 NP. To test the NPs compatibility 

for several neutron energy and temperature stability, a series of MD simulations have been 

done for Fe NP and core-shell Ti-TiO2 NP. The results from the simulation provide the defect 

orientation on NP after irradiation and can be used to predict the experimental results. 
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Chapter 1: Introduction to Radiation Effect on Nanoparticles 

1.1 Nanoparticles and Nuclear Nano Technology: 

The word nanotechnology is defined as "particles with two or three dimensions less than 100 

nm and of a size greater than 1 nm and not exhibiting a size-related intensive characteristic". 

Nanoparticles are also defined as zero-dimensional nanomaterials, distinguished from one- 

and two-dimensional nanomaterials, which have dimensions larger than nanoscale. The 

differences between them and their bulk counterparts are based on size, chemical reactivity, 

mobility, energy absorption, etc1. Many bottom-up and top-down strategies have been 

developed over time, each giving the researchers a certain degree of flexibility to construct 

NPs with the desired capabilities.  NPs can be categorized into various types based on their 

synthesis materials. Based on the nature of the parent material and other factors, different 

types of NPs have distinct properties and target applications. NPs have a range of properties 

depending on the synthesis strategy and experimental conditions, such as their size, shape, 

and surface area. The synthesis conditions can be modified to produce shape- and size-

controlled NPs2. 

A significant benefit of nanotechnology is the ability to tailor the structures of materials at 

microscopic scales to achieve specific properties, thus greatly extending materials science's 

toolkit. Materials can be made stronger, lighter, more durable, more reactive, more sieve-like, 

or better electrical conductors, among many other characteristics, with nanotechnology. 

Along with various applications such as biomedical, environmental, sports, electronics, NPs 

also used in the nuclear industry. 
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The Nano-Nuclear Technology (NNT) focuses on applying nanomaterials to enhance nuclear 

energy capabilities and safety and bring new generations of power plants and a new advanced 

civilization. In the history of humanity, many lessons have been learned through the 

development of nuclear technology. Some of these lessons have been more significant than 

those gained through non-nuclear power stations. Around the world, scientists are working 

on various methods to achieve this goal, including Nano-Nuclear technology as an effective 

and efficient means to secure utmost safety and performance. Here are some of our most 

influential focuses in the nuclear fuel cycle, including the use of nanoparticles, 

nanostructured materials, and nano-processes to enhance mechanical, chemical, physical, and 

thermo-hydraulic properties. 

Nanostructured-ODS Materials - There is potential to improve radiation tolerance and 

mechanical performance by using (in-core) materials like oxide dispersions strengthened 

(ODS) materials. 

Nano-Scale Coatings - It is possible to include nanoscale coatings on the exterior or the 

interior of the fuel cladding to improve corrosion resistance, surface hardening, and pellet 

interaction on the cladding interior. 

Nanomaterials for Fission Product Capturing - The use of nanoparticles and/or nano-

porous materials on reprocessing operations and within reactor core assemblies can allow for 

the capture of fission product gases and, therefore, reduce the likelihood of releases during 

normal operations or accidents. 

Nanotechnology Engineered Fuels - Nanotechnology integrated materials designed and/or 

engineered with enhanced fission gas retention, plasticity, radiation tolerance, heat transfer 
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capabilities, and reduced chemical and mechanical interactions with fuel cladding longer 

service lives reduced failure rates in typical or accident environments. 

Nano Radiation Sensors, Detectors and Monitors - Sensors, detectors, and/or in-service 

monitors with nanotechnology that can measure radiation, temperature, pressure, material 

properties, corrosion, neutron flux, stress/strain, or even chemical composition with minimal 

impact on the system performance and with significantly improved sensitivity, performance, 

and functionality. 

Nano Nuclear Waste separation - For reprocessing and reusing nuclear waste, chemical 

interaction and separation methods utilizing nanoparticles and nano porous materials are 

employed to isolate actinides from the wreckage. 

1.2 Nuclear Radiation: 

A common phenomenon in nature is radiation. The sources of cosmic radiation and terrestrial 

igneous decay are both factors contributing to their formation. The semiconductor and 

nuclear industries are notable examples of areas where radiation effects are finding 

increasing applications. A nuclear power application will expose materials to high-dose 

irradiation from highly energetic fission and fusion products. Fission products of existing 

nuclear power plants are converted into heat and electricity through thermodynamic 

conversion. In the future, thermonuclear reactions will provide energy for fusion reactors. In 

these applications, the particles' energy is converted into valuable energy by heating the 

material. Still, at the same time, it damages the material and compromises the properties 

essential for reactor operation, including mechanical, thermal, transport, and other properties. 

This is one of the central issues for fusion reactors where metal structural components must 
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withstand high neutron fluxes and radiation such as helium, which is intensely discussed3–5. 

Similarly, fission products, such as heavy nuclei and neutrons, and alpha decay processes, 

which produce heavy radioactive nuclei and alpha particles, may damage nuclear reactor 

materials. A further problem facing the nuclear industry relates to radiation damage in 

materials intended to encapsulate long-term radioactive waste6–12. Moreover, the public 

acceptance of nuclear power depends on the ability to immobilize nuclear waste. 

1.3 Basic of Radiation Effects: 

The radiation process involves the emission of energy by one body, which travels through a 

medium or through space to be absorbed by another body. Radiation refers to the emission of 

energy by microscopic particles, called photons. Radiation interacts with matter employing 

the fundamental interactions in our nature, primarily the electromagnetic (for charged 

particles and photons) and strong interactions (for hadrons). Generally, radiation falls into 

two categories: ionizing radiation and non-ionizing radiation. Radiation ionizing produces 

ion pairs, such as neutrons, protons, pion, muons, etc., which are not visible to the human 

eye, and appropriate instruments must detect that. Since neutrons are neutral particles, they 

do not ionize directly, but they produce ions through secondary mechanisms. The energy 

carriers in non-ionizing radiation do not generate ions in a physical medium, such as soft 

ultraviolet, infrared, visible light, microwave, radiofrequency, etc. 

Radiation damage occurs when energetic particles displace atoms, which also replaces other 

atoms in the system. A collection of these atoms are often referred to as a “collision 

cascade"13–15. An average collision cascade produced by a 100 keV particle can spread and 

relax in a matter of picoseconds, spanning nanometers. As a result of these structural 

damages, amorphous pockets and point defects with their clusters and the evolution of these 
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defects over time determine how much the material's mechanical and thermal properties have 

been altered. For example, radiation-induced defects and their structures can reduce the 

materials' thermal conductivity, resulting in inefficient energy transfer in fission and fusion 

reactors, heat localization, and other undesirable effects, such as brittleness. 

1.4 Importance of Molecular Dynamics (MD) Simulation: 

The development of physical models is required to understand significant aspects of radiation 

interaction with solids, including radiation effects, defect investigation, ion-beam 

modification, electronic and ionic transports, materials characterization, and predicting the 

materials' behaviour under intense radiation environments16. Simulation can provide insights 

into the microscopic level that are not obtained by experiments. Computer simulation is a 

modern tool to study such phenomena. 

Molecular dynamics (MD) provides access to the trajectory of the system in phase space. 

MD simulations solve the equation of motion F = ma numerically, describing the system at 

any time. In this regard, MD modelling is helpful when studying radiation damage in 

materials, as it provides detailed information on atomic-scale damage on time and length 

scales. 

Radiation damage has been the subject of previous MD simulations that have provided 

interesting insights17–20. Although the size of the system limits MD simulations, the reported 

results are limited to energies of about 100 keV. For a particle moving with a velocity 

equivalent to high energy within an MD simulation box, a larger box size is required to 

accommodate the penetration path of the projectile. Until recently, computer resources only 

allowed for simulations of small systems, resulting in lower energy events. Energies relevant 
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to fission products and fusion have not been studied yet are essential to simulate and give us 

a more realistic view of the effects of high energy irradiation on matter20. The impact of iron 

knock-on atoms on 14 MeV neutrons in fusion reactors can produce energy of up to 1 MeV, 

with an average energy of approximately 0.5 MeV20. The fission products of nuclear 

reactions have energies between 50 and 100 MeV, transferring high energy to the 

surrounding material. It has been emphasized that realistic energy cascade simulations are 

necessary, which can contain novel qualitative characteristics.  

1.4 Research Scope: 

Previous documentation showed that core-shell NPs with oxide as the shell and metal NP as 

the core possess very sensitive electrical conductivity and magnetic properties even under an 

extremely low dose ion flux regime with hardly any effect of temperature up to 200 °C.21. 

Also, studies revealed that the core-shell arrangement of NPs is reduced under irradiation. 

Nanomaterials with core-shell cores are highly functional nanomaterials with modified 

properties. The ratio between the core and shell can be altered to alter the properties. Core-

shell nanoparticles contain an interface between the core and shell, which acts as a defect 

sink22. When irradiating a defect, it is necessary to know how it reaches the surface or 

interface and how it is distributed. By analyzing this information, we can learn why the size 

of the core-shell structure changes when radiation is present. 

1.5 Outline: 

Chapter 2 primarily discusses the effects of irradiation on the properties and structures of 

nanomaterials. An overview of nanostructures' behaviour under the influence of high energy 

ions and neutrons is presented, along with some microscopic approaches and MD modelling 

results. 
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In Chapter 3, we give a brief overview of MD simulations. There are also descriptions of the 

basic features used in this thesis' simulations, as well as how the LAMMPS code's 

implementation works. 

In Chapter 4, we study collision cascades in Fe NP caused by recoils that carry up to 40 keV 

of energy from high-energy neutrons radiation. We simulate collision cascades for different 

directions of the recoil in a system consisting of about 144431 atoms. A series of 6 cascades 

for each primary knock-on atom (PKA) energy (5 keV, 10 keV, 20 keV, 30 keV and 40 keV) 

was simulated to assure statistical precision. We describe the large-scale damage by 

describing the morphology of the cascade, and we discuss the damage mechanisms. Defect 

analysis is summarized, and new defect structures that have not been experimentally 

observed are presented. 

In chapter 5, the radiation effect on core-shell Ti-TiO2 nanoparticles is studied by using 

molecular dynamics simulations. A series of several cascades for each neutron recoil energy 

(50 keV, 100keV, 150keV, 200keV and 250 keV) for several temperatures (100 K, 300 K 

and 500 K) is simulated assure statistical precision. From these simulations, it has been 

observed that radiation creates a small number of defects. The defects are either single SIAs 

or Vs. In each of the cases, many defects accumulate both in the surface and interface zone. 

In all cases, the core remains intact, but the mean square displacement for core-shell NP 

changes with increasing recoil energy. 
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Chapter 2: A Literature Review of Computational Simulation of Radiation 

Effect on Nanomaterials  

 2.1 Introduction: 

Nanomaterials (NMs) are materials where at least one dimension is less than 100 nanometers. 

In this nanoscale, unique optical, magnetic, electrical and other properties emerge, which 

shows the potential for significant impacts in applications of electronics, medicine, radiation 

protection and other fields[1]. Over the past few years, NMs have been discovered for 

potential applications in various areas, including drug delivery, enhanced magnetic resonance 

imaging, information storage, reduction of carbon dioxide, groundwater remediation and 

nano-nuclear technology[2–6]. 

 

Nano-Nuclear Technology (NNT) deals with using the latest engineered nanomaterials in 

each phase of the nuclear fuel cycle to improve nuclear power performances and safety, 

bringing new generations of nuclear power units, and a new advanced technological 

civilization. The use of nanoparticles, nano-structured materials, and/or nano-processes to 

enhance mechanical, chemical, physical, or thermo-hydraulic properties and performance in 

nuclear fuel cycle applications, such as: a) Nanostructured-ODS materials that could improve 

mechanical performance as well as radiation tolerance, b) Nano-Scale coatings that could be 

included on the exterior or the interior of fuel cladding to improve corrosion resistance and 

surface hardening, and pellet-clad interactions on the cladding interior, c) Nanomaterials for 

fission product capturing that can enable techniques to capture fission product gases either 

from reprocessing operations or directly within a reactor fuel assembly thereby reducing the 

potential for releases from normal or accident conditions, d) Nano-Technology engineered 
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fuels that enable longer service lives, reduce fabrication process losses, and/or reduce the 

potential for failure in normal or accident conditions including increased fission gas 

retention, plasticity, radiation tolerance, heat transfer capability, as well as reduced fuel 

cladding chemical and/or mechanical interactions, e) Nano Radiation Sensors, detectors and 

monitors that can directly monitor for radiation, temperature, pressure, in situ diagnostics of 

material properties and mechanical response, corrosion, neutron flux, stress/strain or even 

chemistry with little effect on system performance with significantly reduced size and weight 

and increased sensitivity, performance, and functionality, and f)  Nano nuclear waste 

separation that utilities nanoparticles and/or nano-porous materials for separating the 

actinides and other radioactive elements from the nuclear waste for reprocessing and reusing. 

 

A typical picture of a solid body with radiation defects will give a better idea. In general, 

when high energy ions and neutrons irradiate any material, a partial energy transfer to the 

displaced atoms of crystalline lattice, which guides the formation of primary knocked-out 

particles (PKA). This process produces displacement cascades containing the Frenkel pairs 

because of a process in which an atom is displaced from a lattice site, coming to rest some 

distance away from its initial position. An initially occupied lattice site becomes a vacancy, 

and the atom that occupied the site becomes embedded in the lattice far away from its 

original position, forming a SIA defect. When these defects gather any places named cluster 

defects, it creates a vacancy loop or nanopores and dislocations. The point defects can collide 

and annihilate both at meeting each other along grain boundaries (GBs (A grain boundary 

(GB) is the interface between two grains or crystallites)), which can act as sinks for radiation 

defects. High intense radiation on materials conducts the following general effects based on 
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the material structure, properties, and content: amorphization; radiation hardening; high-

temperature creep growth; material swelling; and some nuclear reactions and decays[7]. 

Compared to coarse-grain (CG) materials, the production of radiation defects, development 

and properties in various NMs, is relatively trivial since many of these studies are still in 

their infancy[8,9]. In the presence of a developed interface system in nanomaterials, the 

chance of radiation defect sinks increases and decrease the radiation effects, whereas this 

accumulation of radiation defects at GBs can introduce the nanostructure amorphization 

process during the displacement cascade development. 

 

Here we mainly focus on radiation effect observation by using molecular dynamics 

simulation. We also include density functional theory (DFT), Monte Carlo simulations 

(MCS) and Rate theory for observing the radiation effect on nanomaterials. MD simulations 

can model the creation and evolution of collision cascades that are not accessible 

experimentally from time and length scales. DFT uses electronic configuration and MCS 

applies probabilistic theory to predict the radiation defect. The rate theory is for the 

amorphization process for nanostructured material. The internal observation from these 

simulations is vital for understanding the main physical phenomena during radiation damage 

and their effect on material properties.  

 

Molecular dynamics is a simulation tool that has become a standard method for modelling 

materials at the atomistic level. MD simulates the time evolution of a system of classical 

particles by repeatedly solving Newton's second law of motion for each particle; It simulates 

the trajectories of individual particles rather than the material's bulk properties. In an MD 
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simulation, time is first discretized (i.e., represented by a discrete set of times ti, where i = 0, 

1, 2, and such that each time ti is separated by a defined time interval Δt. Assuming that at 

some time ti, the positions r(ti), velocities v(ti), and masses m of the particles are known, the 

MD algorithm will proceed as follows: 1) Using a user-provided potential V (r0, r1, r2, …), the 

net force F = -ΔV on each particle is computed at time step ti. 2) Using Newton's second law 

F = ma, the acceleration of each particle is computed at time step t. 3) Using the acceleration 

a(ti), the position r(ti), and the velocity v(ti) of the particles at the next time step, r(ti +1) and 

v(ti +1), are computed. 4) Steps 1-3 are repeated for time step ti+1. The smaller the time step 

is, the more accurate is the solution of the equations of motion. After the changes have been 

performed, the process is continued by calculating the forces in the new positions. Molecular 

simulations' predictive power is primarily affected by the force field or interaction function 

used, and the degree of sampling applied to the relevant configurational degrees of freedom. 

Consequently, they determine how various accurate properties can be calculated from 

trajectories or configurational ensembles. Nonetheless, inadequate thermodynamic or spatial 

boundary conditions or simulation input parameters may compromise the accuracy of a 

simulation based on a properly calibrated force field and extensive sampling[10]. 

 

2.2  Threshold Displacement Energy: 

Threshold displacement energy (TDE) is the minimum kinetic energy that an atom in a solid 

need to be permanently displaced from its lattice site to a defect position. It is also known as 

displacement energy (DE) or threshold energy (TE). The velocity of the recoil atom is much 

higher than the thermal velocity. One can imagine that produced defect depends only on its 

incident energy, but one model illustrated that TE depends on the direction of the recoil and 
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crystal lattice[11]. Several studies have investigated threshold displacement energy (TDE) 

probabilities to account for the radiation damages[12–14]. Bai and Uberuaga[15] have shown 

the defect productions depend on the initial distance of the PKA from the grain boundary 

after being used 2 keV Ti PKAs with grain boundaries at 300K and 1000K. They also found 

that fewer interstitial clusters produce at 1000K than 300K because of higher atomic 

mobility. The threshold energies are observed to occur very roughly around the crystal 

direction <1 2 3> found in Nordlund et al. [16]. In a study by Trachenko et al.[17,18], using 

uranium projectiles with 40 and 100 keV to observe radiation damage, they found point 

defects were produced, and atoms were displaced due to the radiation damage cascade. As 

opposed to PKA's initial distance, they found that the proportion of oxygen defects to 

titanium defects changes during the radiation cascade and that interstitials are best 

concentrated at the periphery of the cascade. Cluster analysis of the MD simulation confirms 

that the cluster of vacancies contains 10000 vacancies during the ballistic phase, whereas less 

than 1000 vacancies are present during the annealing phase[19]. L. A. Zepeda-Ruiz et al. [20] 

showed that TDE for vanadium varies from 13 to 51 eV, depending on the orientation and is 

nearly temperature independent between 100 K and 900 K. The lowest TDE is in the <1 0 0> 

direction. In addition, the study found that TDE is also direction-dependent for GaN, in 

agreement with experimental findings[21]. The other study showed that TDE varies with 

temperature as well[22]. Although this temperature effect is associated with thermally 

induced correlated recombination, it cannot be considered for primary radiation damage. 
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2.3  Radiation Damage in Nanocrystalline Metals, Non-metal and Amorphous: 

Most of the computational simulation work to date have focused on the radiation response of 

nanocrystalline (NC) on pure metal systems from the literature review. Still, little work in 

NC metallic alloys systems will also be highlighted. 

 

2.3.1  Radiation Damage in Metallic Nanomaterial: 

Radiation damage in metals has been studied extensively last few years [23–25]. Metallic 

materials are widely used in nuclear reactors as structural materials, including nickel, copper 

alloy and austenitic stainless steels.  In most cases, pure metals are irradiated as model 

systems, where the consequences of chemical reaction do not need to be considered. 

Radiation damage and its role in irradiation-induced changes in material properties depend 

on the crystal structures such as Body centred cubic (BCC), Face centred cubie (FCC) and 

Hexagonal closed packed (HCP). Nevertheless, the important parameters are not only the 

total number of Frenkel defects per cascade but also the population distribution within 

clusters, as well as the form and mobility of these clusters like faulted dislocation loop 

(faulted dislocation loops nucleate and grow because of the high mobility of interstitials), 

sessile loop (immobile dislocations called sessile) and glissile loop (mobile dislocations 

known as glissile). Bacon and his coworkers [26] have shown that self-interstitial atoms form 

clusters in the cascade process in all metals, and the extent of this clustering does appear to 

vary from metal to metal. Vacancy clustering is also variable. The mobility of all clusters 

depends on their dislocation character, crystal structure and stacking fault (a stacking fault is 

a planar defect that can occur in crystalline materials) energy. An analysis of cluster defects 

in different crystal structures is presented below based on MD simulations. 
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Multiple studies have been conducted regarding BCC metals and the requirement for a 

certain amount of energy in both defect formation and defect migration. According to BCC 

metals, the vacancies migration and vacancy formation energy are 0.5-2 eV and 1.6-3 eV, 

respectively. The BCC metals' high stacking flaw energies prevent large flaw dislocation 

loops from forming[27]. BCC metals have sessile loops with {1 0 0} habit planes with b = a 

<1 0 0>, whereas glissile loops have {1 1 0} habit planes with b = a/2 <1 1 1>[26]. Radiation 

damage in BCC Fe has been vastly investigated by simulations[24,28]. Moreover, E 

Zarkadoula et al. [24] demonstrated that three different types of damage were produced and 

relaxed, including reversible deformation by elastic expansion, irreversible structural damage 

by ballistic displacement, and smaller reversible deformation by shock waves. Nevertheless, 

MD simulation studies suggest that the interaction between two ½<1 1 1>  loops could have 

several possible scenarios, one of which leads to the formation of <1 0 0> loops[24,29].  

 

FCC: In FCC metals, vacancy migration energy varies from 0.7 to 1.7 eV, generally 50-70% 

less than the vacancy formation energy, and interstitial migration energy is 0.05-0.1 eV, 

which is significantly less than vacancy migration energy. It is well known that interstitials 

are more mobile even at room temperature, whereas vacancies generally move at high 

temperatures. This temperature-dependent property of defects has a good impact on the 

accumulation of radiation damage and void swelling in FCC metals and alloys. The Stacking 

fault tetrahedron (SFT) is another intriguing defect, often observed in irradiated FCC metals. 

MD simulations have observed the formation of SFTs. The Silcox-Hirsch mechanism 

showed that SFTs could emerge from vacancy clusters during MD simulations [30]. It has 

been demonstrated in several collision cascades that the stability of SFTs and loops and the 
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proximity of clusters of different natures influence defect formation when one cascade 

overlaps debris from another, as illustrated in Figure. 2.1a [25].  

 

Figure 2. 1 (a) MD simulations on the formation and evolution of regular SFT and two 

adjunct SFTs in Cu[25]. (b)MD simulations show the development of a void into an SFT[31]. 

 

Additionally, the MD simulations reveal that vacancy clusters evolve even into void 

originating SFTs rather than Frank loops, as seen in Figure 2.1b. Even though entropy is a 

barrier to this transformation, an increase in potential energy is a factor[31]. From room 

temperature to below 600 K, 40% of the vacancy clusters contain more than three vacancies, 

while 80% of the interstitial clusters contain more than four interstitials[25]. Radiation 

temperatures that increase lead to a decline in vacancy cluster fractions, while radiation 

temperatures that increase lead to a rise in interstitial cluster fractions[25]. 

 

HCP: For light water reactors, HCP alloys based on Zr are employed as fuel cladding tubes, 

and MD simulations can be used to examine the effect of radiation on HCP materials. Metal 

HCP systems have more complex vacancies and interstitials than cubic systems. For 
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vacancies, the formation and migration energies are typically 0.6–2 eV and 0.3–1 eV, 

respectively. Based on [32,33], the formation of monovacancies generally ranges from 0.78 

to 0.97 Ω. Zr has smaller activation energy for self-diffusion in the non-basal plane than Mg 

or Co, with less than the ideal ratio of c/a [32,33], and the vacancy migration occurs more 

isotopically for Mg and Co. 

 

2.3.2  Radiation Damage in Non-metallic Nanomaterials: 

MD Radiation studies on non-metallic NC materials are comparably limited to metallic 

materials. Radiation damage evolution, sintering, and many other technologically essential 

applications rely on how point defects interact with grain boundaries in oxides. As 

demonstrated by MgAl2O4, oxide grain boundaries can enhance annihilation of point defects, 

which causes zones of interstitial dislocation loops to vanish near boundaries, with greater 

porosity near grain boundaries under different radiation conditions[34]. In comparison with 

large grain counterparts, nanocrystalline oxides tend to be more radiation-tolerant[35]. 

Despite the importance of these interactions, there are many unanswered questions, 

especially regarding how boundaries that may be damaged during the irradiation process 

interact with residual defects throughout the grain. Blas Pedro Uberuaga et al. showed that 

how vacancies interact with three different grain boundaries in MgO. They compared the 

vacancy interaction with both pristine and 'damaged' boundaries. They found that the excess 

interstitials significantly changed the interaction of the vacancies with the boundaries, and 

this change was sensitive to the atomic structure of the boundary. They also observed the 

complex electrostatic effects dominate the interaction and boundaries absorb defects [34]. On 

a much shorter timescale, MD simulations can predict the disorder-based mechanisms 
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governing grain growth in ceramics, including ceramic oxides [36]. The mechanism 

described by Dilpuneet S. Aidhy and his colleagues observed the fast grain growth 

experimentally under both material synthesis and irradiation conditions.  

2.3.3 Radiation Damage in Amorphous Nanomaterials: 

In contrast to metallic and non-metallic materials, amorphous nanomaterials are very difficult 

to simulate using MD radiation. Fan Xiong and his colleagues undertook a simulation of the 

microstructural evolution of an amorphous-nanocrystalline alloy (ANA) under neutron 

irradiation [37]. They discovered that defects fully recover following cooling and structural 

relaxation, meaning ANA materials are highly resistant to neutron irradiation. In addition, 

they found that the nanocrystal-amorphous boundary is driven by localized melting of the 

melted local region, which can become nanocrystal during cooling, indicating a self-healing 

behaviour associated with the nanocrystal grain. 

 

2.4  Defect Absorption and its Sink Strength by Nano Crystal Grain Boundary: 

Radiation damage has long been reported to be mitigated by nanocrystalline materials with 

high grain boundaries. Yet, a complete mechanistic understanding of defect reduction has not 

been developed, especially the interaction between grain boundaries and clustered defects 

during irradiation. 

2.4.1  Defect Absorption: 

In irradiated materials, GBs are defined as the mitigated damages, the effects of which 

become noticeable when the average grain size forms near the mean free paths of the SIAs 

and Vs during the cascade events. It is possible to examine the effects of GB structure and 

character in MD simulations, which are difficult to investigate using irradiation experiments. 
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Figure 2. 2 (a) Selected area of the 12-nm NC grain size sample showing the grain boundary 

(GB) atoms and the displacement vectors (.1.5 Å) between the particles due to a 5 keV PKA. 

The inset shows a magnified view of the defect region after cooling down. (b) An example of 

the GB acting as an interstitial sink, by the annihilation of (RCS) interstitials with free 

volume in the GB (marked in yellow)[38]. 

 

GB structure at the nanoscale regime strongly affects the state of primary damage, according 

to M. Samaras. et al., Figure 2.2. GB often acts as an interstitial sink that allows defect 

resolidification and a defect structure dominated by the vacancy that can sometimes be 

removed entirely by nearby GB/TJ (triple junction) regions[38]. Using MD simulations at a 

resolution of picoseconds, one of the main benefits is determining the physical mechanism. 

The radiation-induced interstitials and vacancies also prefer to diffuse to the GB region 

energetically, with the interstitials being more active. Self-healing can explain this, as 

observed by Liang [39–42] Liu and colleagues. 
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On top of that, interstitials can quickly diffuse to the GB region and result in eradicating the 

bulk vacancies [43]. GBs have been shown to play a role in absorption effects in an 

interstitial emission model from Bai et al. [44]. According to Bai, SIAs move towards GBs 

much faster than Vs do, altering the formation and migration of other defects in the vicinity 

of SIAs (Figure 2.3). According to this simulation, point defects with their clusters are 

predicted to form in or near-pristine boundaries more often than in grain interiors since point 

defects end up being more easily diffused in an interstitial-loaded grain boundary[44] (Figure 

2.4). 

 

 

Figure 2. 3 Representative snapshots of a MD simulation of a collision cascade near a S11 

symmetric tilt GB at 300 K. The atoms are colored by their potential energy; atoms with 

energies less than 3.43 eV are treated as non-defective and are not shown. The top and 

bottom layers are fixed surfaces. (A) Initially, a 4-keV PKA is initiated at 25 Å below the GB 

with its velocity directed perpendicularly toward the GB. (B) After 0.5 ps, the cascade 

reaches its maximum size. (C) After 62 ps, the cascade cools down with some vacancies 

remaining below and above the GB. In this display scheme, a vacancy is characterized as a 
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12-atom cluster, as indicated in (C), because of the increase in energy of the 12 nearest 

neighboring atoms of the vacancy[44]. 

 

 

Figure 2. 4 Influence of interstitial loading on defect properties near the symmetric P 11 GB 

in Cu. (A) Vacancy formation energy profile of a pristine GB. (B) Vacancy formation energy 

profile of a GB loaded with 10 interstitials, representing the situation occurring after a 

collision cascade. (C) Defect diffusion barriers as a function of distance from a pristine and 

an interstitial-loaded GB. Number 1–6 represents vacancy diffusion barriers near the pristine 

GB, vacancy diffusion barrier in the bulk, interstitial diffusion barriers near the pristine GB, 

interstitial diffusion barrier in the bulk, vacancy diffusion barriers near the interstitial-loaded 

GB and interstitial emission barriers near the interstitial-loaded GB, respectively[44]. 

 

According to Chen et al.[45], cascade damage is absorbed by the boundary after the 

boundary structure accounts for the cascade damage. This study has demonstrated that the 

interactions are always mediated by the formation and annealing of chain-like defects that are 

interstitials and vacancies alternately positioned. In essence, point defects travel a long 

distance by travelling through chain-like defects to annihilate one another. For this reason, 

grain boundaries act as highly effective defect sinks that cannot fill up with debris under high 

levels of radiation. Also, self-ion irradiated NC Ni can produce damages that have a high 

vacancy content after cooling down. A complex partial dislocation network forms at higher 
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energies, and this is called a Truncated stacking fault tetrahedron (TSFT)[46]. The other 

significant aspect is understanding how GBs and the networks that accompany them move 

within NC materials due to the radiation damage and temperature rise. After cascade events 

but before GBs reach their final positions, the MD simulations demonstrate that GBs can 

move in ps. It was shown by Wolfgang Voegeli [47] and his colleagues that grain growth in 

response to ion beam irradiation is directly proportional to the amount of recrystallization of 

the thermal spike volume. Thus, the grain growth in an annealing simulation is 

fundamentally different from one recorded in a long-term thermal annealing simulation. In 

such a scenario, the cascade damage would be absorbed, or the thermal spike would result in 

fast GB migration. 

 

2.5  Sink Strength of Grain Boundaries: 

Generally, a grain boundary sink strength should be defined as the average level of defect 

concentration within a grain. Numerous simulations of the grain size effect have been 

performed by molecular dynamics [39–42]. Tschopp et al.[48] utilized molecular statistics 

simulations to analyze sink strength as a function of GB character. Several significant results 

were found in this study: (1) GB sites generally have a much lower vacancy/interstitial 

formation energy than bulk sites. There are situations, though, where such sites will 

preferentially eliminate radiation-induced point defects. (2) While both LAGBs and HAGBs 

are effective sinks for point defects, HAGBs are more efficient defect sinks because part of 

the reason for this is their lower point defect formation energy. (3) There is also a decrease in 

point defect (vacancy and interstitial) formation energies with increasing misorientation 

angles for LAGBs (less than 150) but not for HAGBs. (4) With increasing GB energy, point 
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defect formation energies decrease. In the boundary, the defect structure appears due to either 

the initial manufacturing process, mechanical deformation, or radiation damage in the past 

[49]. It is also predicted that a GB can hold several cascades without a decrease in sink 

efficiency. It will perform better under radiation than a single crystal of a similar 

configuration[45]. It is expected that the same structural evolution will not accompany the 

new cascade events. In contrast to conventional thoughts that GBs in NC metals serve as 

efficient sinks, there is a different principle than single-crystal tungsten has an advantage 

over nanocluster tungsten because SIA movement in this system is hindered[50]. In the 

current study, GBs in NC metals can incorporate defects resulting in multiple sequential 

cascades resulting in a typical radiation environment. Simulation results by Li et al. have 

demonstrated the complexity of the annihilation pathways involving trapped interstitials near 

a GB[51]. The GB contributes to reducing the formation energy and diffusion barriers near 

vacancies and interstitials. The authors continue to show that the extraordinarily large 

reduction in the interstitial formation energy alters the annihilation mechanism near the GB. 

The annihilation occurs through a concerted motion of several atoms with a low barrier, and 

the interstitial motion lags the vacancy. 

 

2.6  Mechanical Properties: 

We still lack a comprehensive understanding of the effect of radiation on NC mechanical 

properties and the formation and distribution of irradiation-induced defects in NC metals. 

Irradiation-induced defects induced by GBs are not fully understood from the corresponding 

atomistic mechanisms. Molecular dynamics (MD) can be applied to observe tools to 

determine mechanical behaviour's microscopic mechanisms. 
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2.6.1  Tensile Properties: 

A molecular dynamics (MD) simulation can be used to study tensile properties of materials 

exposed to radiation[52] of nanosized single crystals of Ti-Al alloy nanoparticles with 

varying compositions using the Embedded Atom Method (EAM). Vacancy concentrations 

have been estimated for diverse sizes and temperatures of irradiated crystals in the hope that 

they will provide helpful information about the damage. As the velocity of the PK increases, 

A.Behera's[52] study shows that the damaging effect of the crystals also increases. The 

irradiated particle also significantly lost more strength and flexibility than the non-irradiated 

particle of the same size and composition. 

 

The irradiation effects of nanocrystalline tungsten (W) have been studied by MD 

simulations[53] which reveal that the ideal tensile strength of monocrystalline and 

nanocrystalline W decreases and increases with increasing irradiation energy, respectively. 

Moreover, smaller tungsten nanoparticles possess higher tensile strength under irradiation 

because of more grain boundaries absorbed with more interstitial atoms. Min Li [54] and his 

colleague also worked on tungsten by injecting 50 eV to 50 keV tungsten atoms for 

sputtering. It was found that if the NP was smaller, the atoms sputtered more quickly since 

the cohesive energy of the atoms changed.  

 

2.6.2  Oxide Dispersion Strengthened (ODS): 

In next-generation reactors, more corrosive environments and higher temperatures require 

more radiation-tolerant structural materials. Materials that are popular for use in this 
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technology include oxide dispersion strengthened (ODS) steels. Fission reactors have 

proposed using ODS steel for duct, cladding, and structural purposes, whereas fusion reactors 

have proposed using ODS steel in the first wall and as a blanket material. In oxide dispersion 

steels (ODS), nanoclusters (NCs) were investigated for radiation resistance. Analyzing the 

generation of NC on ODS steels as a result of radiation, molecular dynamics simulations 

could be used. Y2O3 NCs have been shown by M.P.Higgins [55] to improve radiation 

resistance of ODS steel by diminishing peak defect production during the cascade within the 

Fe matrix. As a function of PKA energy, NC can also affect collision cascade morphology. In 

addition to absorbing defects and defect clusters, the NC boundary also modifies the cascade 

morphology, which leads to significant recombination of interstitials and vacancies away 

from the NC. 

Further, M. Mustafa Azeem [56] has shown that the size of oxide plays a vital role in the 

depinning mechanism and oxides larger than 2 nm produce new dislocations around 

themselves. In contrast, more minor oxides allow dislocation bypassing without shearing. 

With his colleagues, M. Mustafa Azeem[57] showed that ODS displays better stability and 

recombination properties than regular steel under harsh environments. 

 

2.7  Nanolayers Response on Irradiation: 

In numerous nanolayer systems, various interfaces have been studied for their role in 

mitigating radiation damage. Each interface exhibits a unique efficiency for sinking 

radiation.  
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2.7.1  Dislocation: 

Two important interface characteristics (i.e., misfit dislocation arrays and miscibility) are 

highlighted here to uncover their respective influences on interface-defect interactions. 1) 

Misfit dislocation arrays are defined by a missing or dangling bond in the lattice between two 

layers with different lattice constants. Radiation produces various vacancies and interstitial 

clusters. If these clusters migrate to layer interfaces, the interface may modify simultaneously 

by dissociating in point defects. During the removal or insertion of atoms, M. J. Demkowicz 

[58] demonstrates how interfaces shift between alternate planes, creating jogs that cover two 

planes in opposite directions. This extended jog makes CuNb interfaces virtually 

inexhaustible sinks for radiation-induced point defects and catalysts for efficient Frenkel pair 

recombination. The MD intersection density, which exhibits a higher density in Figure 2.5 

(a–b)[59], can store more He atoms. 

 

 

Figure 2. 5 (a) and (b) show the MDIs in Cu/Nb and Cu/V interfaces. The dashed lines 

indicate interface misfit dislocations[59]. 
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2) Immiscible nanolayer interfaces can hold layer interfaces under irradiation because 

positive heat of mixing between the layer constituents thermodynamically prompt separate 

mixing to maintain chemically distinct layer interfaces during irradiation or annealing [60]. 

The opposite is documented by H.L.Heinisch and his co-worker [61], who demonstrated that 

nanolayers miscible with water could experience significant interdiffusion. 

 

2.7.2  Dynamic Interactions of Interfaces with Vacancies and Interstitials: 

Frenkel pair defects and cluster defects are considered the most direct atomic-level damage 

sustained by an irradiated material in a collision cascade[62]. These defects are responsible 

for many of the adverse effects of irradiation on material properties, such as void swelling, 

hardening, and radiation-induced segregation. After doing simulations on Cu–Nb interfaces, 

Kedarnath Kolluri et al. revealed that point defect clusters at interfaces are 

thermodynamically unstable concerning decomposition into isolated defects[63], and this 

observation has significant aftermath for the stability of these interfaces under irradiation, 

which leads to defects agglomerates (reduce cluster) and generate voids. The presence of 

reducing clusters could also lead to increased absorption of supersaturated interfacial point 

defects under irradiation. It is interesting to note that asymmetric tilt boundaries have similar 

behaviours concerning defect clustering and may have similar responses to radiation damage 

[64]. 
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2.8  Radiation Damage Response in Nano-twinned (NT) Metals: 

Nano-twinning in materials is identified in grain boundaries as a shifted segment of a crystal. 

The crystal lattices on each edge are linked across imaginary twin planes by mirror 

symmetry.  

 

2.8.1  Coherent Twin Boundary (CTB) and Incoherent Twin Boundary (ITB): 

Some simulations suggest that coherent twin boundary (CTB) has limited effects on 

alleviating radiation damage. Using high dose, He implantation near room temperature, 

Michael J. Demkowicz et al. described the collective impact of a high-volume fraction of Ʃ3 

twin boundaries near the nanoscale. Although he found no evidence that it curtails the 

formation of vacancies or interstitial clusters[65], others have shown that twin boundaries 

(TB) can act as effective sinks in real-time. As a result of diffusion channels for radiation-

induced defects, NT materials are more radiation-tolerant[66,67]. Recently, MD simulation 

revealed that CTBs could resist slip transmission. The slip has been shown to interact with 

the boundary differently depending on the material and strain applied by Z.H.Jin et al. [68]. 

When external forces force a 60° dislocation into a CTB, it dissociates into multiple partial 

dislocations that glide into the twin and along its boundary. The material-dependent energy 

barriers govern the interactions between the dislocations at the location where the distance 

between the dislocations intersects the boundary. Furthermore, Ting Zhu[69] has shown that 

slip transfer reaction is mediated by twin boundaries using atomistic reaction pathway 

calculations. In addition, the mechanism of controlling the plastic flow, the relatively high 

ductility of nano-twinned copper, and the hardening of twin boundaries are gradually lost to 

plastic deformation. CTB also interact with lattice dislocations to facilitate the multiplication 
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of partial dislocations and form imperfect/ defective CTBs [70,71]. A further study by Wang 

et al.[72] pointed out that as-grown CTBs in NT Cu are inherently defective with kink-like 

steps and curvatures. The imperfections on CTBs consist of incoherent segments and partial 

dislocations, which play a crucial role in the deformation mechanisms and defect-TB 

interactions. Ʃ {1 1 2} ITBs are of great interest as they are low-energy, thermally stable 

boundaries that separate one column from the others in NT metals. The structure and stability 

of Ʃ3 GBs in FCC metals like Cu with low SFE (Stacking fault energy) and Al with high 

SFE were examined using atomic simulations [73–77]. Many dislocations are generated 

during irradiation and frequently interact with the high density of CTBs, possibly due to the 

above mechanisms. Due to this, large quantities of incoherent twin boundary (ITB) steps are 

generated. Recent research revealed that CTBs could not absorb acceptable point defects due 

to their coherent nature[78]. Yet, no simulations have shown dislocation loop TB interactions 

during radiation. Based on molecular statics simulations, defects in NT Cu preferentially 

nucleate at ITBs and migrate more rapidly than those in the crystal lattice. Formation energy 

for an interstitial at ITBs (-1.3 eV) is much lower than that within a crystal lattice (~3 eV) 

(Figure 2.6), suggesting that interstitials prefer to stay at TBs[67]. 
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Figure 2. 6 Absorption and diffusion of interstitials in nanovoid-nanotwinned Cu. (a) Fast 

interstitial diffusion pipes enabled by ITB-CTB networks in NT Cu. (b) Two fast diffusion 

channels at ITBs and (c, d) the corresponding diffusion mechanisms. (c) For channel 1, an 

interstitial initially stays at a dislocation core in a {1 1 1} layer sandwiched between b1 and 

b3. The interstitial then migrates downward to another low-energy site, with energy at the 

same level as its initial low-energy site. (d) For channel 2, an interstitial has a spreading core 

associated with the distributed free volume along a dislocation line. The migration of the 

distributed interstitial requires a shallow energy barrier (0.01 eV) and shows a crowdion-type 

behaviour [67]. 

 

Incoherent twin boundaries (ITB – Incoherent twin boundary) have a plane that is not the 

same as the plane of the twin plane. The ITB response on radiation can be observed using 

MD simulations. ITBs can dissociate into two-phase boundaries (PBs), binding the 

hexagonal 9R phase containing multiple arrays of partial dislocations, Wang et al.[79] 
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reported. As a result of interface disconnections, ITBs with high stacking energies migrate 

and slide through interface disconnections, a process known as Interface Disconnection Glide 

(IDG). Based on MD simulations as shown in Figure 2.7, Niewczas and Hoagland 

[66]  hypothesized that R3 [1 1 1] CTBs could destroy SFTs via interaction with partial 

dislocations (on CTBs). The explanation for these observations lies in atomistic simulations, 

which show that the formation energies of vacancies and interstitials at CTBs are nearly 

identical to those of Cu matrix high-angle GBs in NC metals [80]. 

  

 

Figure 2. 7 MD simulation results show a growing twin's destruction of a large SFT in apex-

down configuration [66]. (a) The parent SFT is partially incorporated into the twin lattice. (b) 

Destruction of the parent SFT during further twin growth.  

2.8.2  Alleviation of Irradiation Damage by Nanovoid-Nanotwinned Architecture 

Based on MD simulations, a neighbouring dislocation loop appears to heal the nanovoid 

(Figure 2.8). With cascade running, partial dislocation loops are nucleated near the Frank 

loop and spread toward the void, transferring atoms into voids. This lead to loops and voids 

is shrinking. PKA with higher energy generates a greater cascade so that the void can absorb 
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more Frank loops[81]. The initial growth along the longitudinal direction is also influenced 

by the slow nucleation kinetics of vacancies on basal facets and the anisotropic diffusivity of 

the vacancy layers, as suggested by Weizong Xu et al. [82].  

 

Figure 2. 8 Two-dimensional projected view of an interstitial loop–nanovoid interactions. (a) 

A 5 keV PKA generates a cascade at one corner of the loop for a stand-alone Frank loop (b). 

During the quenching process, the cascade shrinks, accompanied by recovery of the Frank 

loop. After the retreat of the cascade, the Frank loop evolves back to its original 

configuration, apart from a vacancy at the loop and an interstitial out of the loop (a Frenkel 

pair) (c). (d) A similar cascade was performed for a Frank loop immediately next to a void (d 

= 3 nm). (e) Accompanying retreat of the cascade, interstitials are absorbed into the void (f), 

leading to a shrinkage of the void and substantial removal of the Frank loop. No defects 

appeared outside the Frank loop. (g) For a Frank loop ~1 nm away from a void (d = 3 nm), a 

similar cascade generated by an 8 keV PKA was performed (h). The interstitials of the Frank 

loop were attracted into the void (i), leading to shrinkage of the void and Frank loop. No 

defects appeared outside the Frank loop in cases (d) and (h)[81]. 
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As shown in Figure 2.9, Zhang et al.[83] found that the vacancy energy increased in Au 

nanowires from the surface to the bulk region from 0.96 to 1.02 eV. They found that the 

formation of vacancies becomes increasingly difficult when the distance between the 

vacancy and the surface is less than 1 nm. On the other hand, Misra et al. [9] demonstrated 

that defect formation energy varies depending on the material layer. For example, immiscible 

Cu/Nb multilayers decreased (from ~1.25 to ~0.2 eV in Cu and ~2.75 to ~1.1 eV in Nb) their 

defect formation energies from the bulk region to the layer interface, respectively, relative to 

nanowires. 

 

 

Figure 2. 9 Vacancy formation energy vs vacancy-to-surface distance in Au nanowires [83]. 
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Figure 2. 10 MD simulations illustrate surface roughening in an 8.2 nm-thick Au nanowire 

after 20 keV self-ion irradiation[84]. (a) Irradiation process at 80 ps, and (b) a crater formed 

on the surface of the Au nanowire after 170 ps, leading to a rough surface.  

 

The MD simulations can demonstrate a fascinating phenomenon after irradiating Au 

nanowires with 20 keV self-ions, as shown in Figure 2.10[84]. A gold nanowire had a 

relatively smooth surface after 80 ps of ion bombardment (Figure 2.10a), but it exhibited a 

large crater after 170 ps of bombardment. It is hypothesized that the micro explosion of hot 

atoms could affect the stability of metallic nanowires when the PKA energy is sufficiently 

high (over 10 keV). 
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Figure 2. 11 Radiation-induced crystal structure changes of FePt nanoparticles (experiment 

(a) and modelling (b)). (a) A FePt nanoparticle, which exhibited multiple twinned structure 

before irradiation (top) transformed into an FCC single crystal particle (bottom) after 5 keV 

He irradiation at a fluence of 3 * 1017 ions/cm2. (b) MD simulation results show the transition 

from icosahedral to single-crystal morphology in a partly molten cluster. The upper part 

shows images of the transition. The atoms are FCC (blue), surface (red), HCP (light blue), 

and fivefold symmetry axis (yellow); liquid atoms are not shown. Initially (a’), the cluster 

was a partly molten icosahedron. After some point the liquid part almost completely 

absorbed the solid (b’). The solid then recrystallized with only one TB between two FCC 

components (c’). The boundary existed for several nanoseconds (d’) but migrated in the 

crystalline part of the cluster. After some time, it reached the liquid boundary (e’) and 

vanished, leaving a single-crystal solid (f’)[85].  

 

MD simulations can illustrate how objects change after cascading. Earlier results by Javri et 

al. demonstrated the transition from icosahedral to single-crystalline morphology can be 

achieved from just one cascade event. According to their findings, the nanoparticle melted 

and resolidified as it transitioned, as illustrated in Figure 2.11b. It is possible to observe 

energy barriers for pure metals and multiphase metal composites through atomistic 
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simulation models. Near interfaces, defect migration is observed to be lower than in bulk. In 

addition, defects near an interface often exhibit less barrier diffusion into the interface 

[44,48,86]. There are many incoherent GBs that contain sites with zero or negative vacancy 

formation energies. These boundaries are all expected to behave like perfect sinks. Similar 

results have been observed at heterophase interfaces [87,88].  

2.9 Summary: 

To develop the advanced nuclear energy systems, novel nanostructured materials are an 

essential requirement. It allows designers and fabricators to design and fabricate refined 

nuclear fuels, capture fission products, provide radiation-resistant materials such as ODS, do 

corrosion-resistant nanocoating, and develop environmental remediation materials. Research 

on radiation damage in nanostructured materials has grown into an interdisciplinary field that 

connects nanostructured materials, radiation effects, physics, mechanics, modelling, and 

simulation. This review focuses primarily on direct damage; however, we also give a brief 

overview of the physics and simulation tools that can address the changes brought about by 

the primary event. The reviews demonstrate the significant progress made toward 

determining the radiation effects of nanostructured materials. Despite that, there are still a lot 

of unanswered scientific questions. Many defect sinks transform as they interact with 

radiation-induced defects, and these defect sinks could become incapable of continuously 

absorbing or eliminating radiation-induced defect clusters. Interfaces' ability to absorb point 

defects depends on how they are crystallographically arranged and what kind of defect is 

being absorbed. Interface sink efficiency differs depending on the competition between 

defect annihilation and trapping at interfaces. The damaged structure of the interface, 

radiation, temperature, and the damage process itself, determine all these factors.  



39 

 

Researchers cover several types of nanostructure material for observing the radiation effect 

using computational methods. Having said that radiation effect mechanism on core-shell 

nanoparticles is still unknown. Qiang and his group[89] found that core-shell NP can sense 

the radiation using its resistivity. They have used Si ion irradiation and found super-

exponential decay with the dose. However, the research for radiation effects on 

nanomaterials and nanotechnologies in the field of nuclear energy has just started. Further 

research and mechanism are still a critical need to avoid various scientific hindrances in the 

NNT. As computer capabilities continue to improve, new algorithms are developed, and 

artificial intelligence is developed, computational modelling will predict radiation effects 

from first principles at a broad time and length scale. 
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Chapter 3: Computational Methods 

This chapter provides a brief introduction to MD methods and describes the features applied 

during the simulations.  

3.1 Molecular Dynamics (MD) Simulations: 

The Molecular Dynamics (MD) method predicts the movement of one atom under a force 

created by other atoms of a typical size of millions. For the trajectory of each particle, we solve 

Newton's law of motion F = ma. By computing coordinates and velocities based on atoms' 

trajectories, one can predict the system's state at any time. To provide information about the 

dynamics of a system at the microscopic level, MD simulations use accurate force fields to 

describe the interactions between the atoms of the system. 

 

In 1957, Alder and Wainwright1 first introduced MD methods to describe the hard-sphere 

interaction. In 1960, Rahman2 performed MD simulation on argon, and later, Stillnger3 with 

his colleagues did the MD simulation in liquid water. R.P. Webb and his colleague4,5 were 

the first scientists who have used MD simulation for radiation damage research. After that, in 

the 1990s, several MD simulations were done on defects and displacements for radiation 

damage6–9. Since then, with the development of computer facilities, MD simulation has 

explained several experimental and predicted radiation damage10,11. Several radiation damage 

research has been done using MD simulation such as diffusion, grain growth, grain 

boundaries, and phase transitions12–16.  

 

The critical part of MD simulation is the force calculation, which depends on potentials. The 

accuracy of a MD simulation is determined by how accurate the interatomic potentials are. 
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These potentials must come from more complicated quantum mechanics treatments. In many 

cases, even the most advanced calculations cannot serve the purposes well, and a 

combination with experimental data is necessary to reflect the intrinsic properties of the 

materials. The primary approaches to get interatomic potentials include ab initio method, 

empirical method, and semi-empirical method. Examples of such potentials for metals are the 

Finnis-Sinclair potential, Mendelev et al. potential, Ackland et al potential, and Dudarev-

Derlet potential, and their modifications in the embedded atom method (EAM) potential was 

applied. Other examples include the Tersoff potential for silicon, Ferrari et al. potential for 

phase transitions in potassium tetrachlorozincate, a modification of Fisler potential for a 

range of carbonate structures, Schelling et al. and Yu et al. potentials for zirconia, and 

Mendelev and Ackland potential for phase transformations in zirconium17,18,27–30,19–26. 

 

Several codes use MD techniques, for example, MOLDY, DYMOKA, LIVCAS, MDCASK, 

LAMMPS, and DLPOLY. The last two show scalable behavior meaning double the number 

of cores double the efficiency for calculation. Increasing with computing capabilities and the 

development of interatomic potential, MD code provides better and accurate results. The 

progress on code scalability, interatomic potential development, and computer capabilities set 

the stage for high energy radiation damage simulations in large systems, up to 1 billion 

atoms. 

  

Several works on radiation damage have shown that the damage recovery results from the 

amorphization for different materials31. Based on extensive analysis of experimental data, 

theory, and ab initio simulations, it was proposed that the type of interaction and the nature of 
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chemical bonds play a crucial role in this process31–33. The results from radiation damage 

modelling are good fit with experimental34–36 results, implying that MD simulation can 

predict the radiation damage and explain experimental results. 

 

3.2 Algorithms: 

The foundation of the MD simulation is Newton’s second law. To integrate Newton’s 

equation, position and the velocity of each atom can be calculated by Taylor’s expansion 

(3.1) 

 
r(t + δt) = r(t) + v(t) +

1

2
a(t)δt2 + ⋯ 

   v(t + δt) = v(t) + a(t)δ(t) +
1

2
b(t)δt2 + ⋯ 

a(t + δt) = a(t) + b(t)δ(t) + ⋯ 

(3.1) 

where r is the position, v is the velocity, and a is the acceleration. we can rewrite the 

displacements at small time steps as       

 
r(t + δt) = r(t) + v(t)δt +

1

2
a(t)δt2 + ⋯ 

r(t − δt) = r(t) + v(t)δt +
1

2
a(t)δt2 + ⋯ 

(3.2) 

Summing these two equations, one obtains 

 r(t + δt) = 2r(t) − r(t − δt) + a(t)δt2 + ⋯ (3.3) 

 

The above formula uses positions at time t and t − δt to calculate new positions at time t +

δt. The advantage of the calculation is that it reduces the errors introduced when a relatively 

a larger time step is used. In MD simulations, this formula is used as basic integration 
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algorithms. Figure 3.1 schematically shows the MD simulation procedure. In the beginning, 

positions and velocities of all atoms are defined, then forces are calculated based on the 

potential gradients. Then, displacement equations are solved for all atoms in the system over 

time, and physical quantities of interest are extracted, such as temperature, energy, pressure, 

etc. If the total computational time satisfies t < tmax  , the program will go back to the stage 

of calculating forces, so on repeating the steps within the loop, until finally t = tmax . 

 

Figure 3. 1 The simulation proceeds of molecular dynamics simulation 

 

3.3 Interatomic potential: 

The critical part of MD simulation is the force calculation, which depends on potentials. The 

efficiency of a MD simulation is determined by how correct the interatomic potentials are. 

These potentials must come from more complicated quantum mechanics treatment. In many 
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cases, the advanced calculation cannot serve the purpose well, and a combination with 

experimental data is needed to reflect the materials' fundamental properties. The primary path 

to get interatomic potentials includes ab initio method, empirical method, and semi-empirical 

method. 

 

Ab-initio methods rely on quantum mechanics. The potentials are created from solving a 

multi-body Schrödinger equation by the quantum mechanical calculation. The benefit of this 

method is that it starts from the first principles. However, some errors exist due to 

assumptions and approximations used to simplify the process. 

 

Semi-empirical potentials are also based on quantum mechanics calculation, some items are 

ignored in the analysis, for example, in Hartree-Fock calculations, and experimental results 

replace this calculation.  

The overlap of specific atomic orbitals is neglected for empirical potentials, and many free 

parameters are introduced to predict experimental observations. 

 

In a molecular system, the potential is divided into two parts: inter-molecule potential and 

intra-molecule potential. These two parts can be considered separately. 

 U = Uintermolecular potential in pairs + Uintramolecular potential (4) 

A triple potential, which considers three-body interactions, can extremely slow down the 

simulation  

 U(r1⃗⃗  ⃗, Ω1
⃗⃗ ⃗⃗  ; r2⃗⃗  ⃗, Ω2

⃗⃗ ⃗⃗  …… rn⃗⃗  ⃗, Ωn
⃗⃗⃗⃗  ⃗) = ∑ U(r1⃗⃗  ⃗, Ω1

⃗⃗ ⃗⃗  ; r2⃗⃗  ⃗, Ω2
⃗⃗ ⃗⃗  )Pair,i,j                                                                (5) 

 



58 

 

Intra-molecular potential consists of several parts: bond stretching, angle bending, torsion 

and improper torsion, as shown in Eq.6: 

 Uintramolecular = ∑ kb(r − r0)
2 +bonds ∑ kθ(θ − θ0)

2 +angles

∑ kx[1 + cos (nX0 − δ0)] +torsion ∑ kψ(ψ − ψ0)
2

improper                                                                                              

(6) 

where k is a force parameter, r0 is the equilibrium bond length, θ0 is the equilibrium angle, 

δ0 is the twisting angle and ψ0 is the equilibrium angle in improper torsion. 

With respect to inter-molecular pair potential, the Lennard-Jones potential is the most used 

potential in spherical models: 

 UL,J(r) = 4ε[(
σ

r
)12 − (

σ

r
)6]   (7) 

σ is the distance at which the particle-particle potential energy UL,Jis zero,  ε is the depth of 

the potential well, and r is the distance between two interacting particles. 

 

With respect to the electrostatics potential, partial atomic charges are used in Coulomb 

charge-charge interaction to the multi-polar potential 

 Uelectrostatics(r) = ∑
qi∗qj

rij
i>j                                                                                                            (8) 

Adding all the potential energy, the total potential of the molecular system will look like: 

 
U = 4ε [(

σ

r
)
12

− (
σ

r
)
6

] + ∑
qi∗qj

rij
i>j + ∑ kb(r − r0)

2 +bonds ∑ kθ(θ −angles

θ0)
2 + ∑ kx[1 + cos (nX0 − δ0)] +torsion ∑ kψ(ψ − ψ0)

2
improper                                                         

(9) 

3.4 Embedded Atom Model (EAM) Potential:  

In the case of the metallic model, only the interatomic part is considered. Lennard-Jones (LJ) 

potential is appropriate in a system with weak bond interactions, e.g., gas. However, it is not 

suitable for solid bonding systems such as covalent, metallic, or ionic bonds. Furthermore, 
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metallic bonds are also dependent on the surrounding atoms37. For this reason, novel 

empirical many-body potentials have been developed for metallic bonds. In this potential, (1) 

the many-body term is introduced in the potential to capture the nature of many-body 

interactions in the metallic system, and (2) commonly used many-body potentials are 

Embedded Atom Method (EAM) potential22 and Finnis-Sinclair (F-S) potential29. EAM 

potential is based on Density Functional Theory (DFT), and F-S model is based on Tight 

Binding Theory, and these two potentials can share the same38 form Eq. 10: 

 

U =
1

2
∑ ∑ V(rij) + ∑F(ρi)

N

i−1

N−1

j−1

N

i=1

 

(10) 

V(rij) is pairwise potential, F(ρi) is the many bodies part, ρi is the electron density, and rij is 

the separation of atom i and j. In the F-S model, the F(ρi) is in square root form. In the EAM 

model, 

 ρi = ∑ϕ(rij)

j≠i

 (11) 

Eq. 11 represents the electron density contribution at the position of atom i from all other 

atoms j. F(ρi) is the corresponding embedding energy from putting one atom i in the electron 

environment. V is the electrostatic energy. Three parts are needed in EAM potential: two-

body pair potential V(rij), electron density function rij and the embedding energy function F. 

Eq. (10) and Eq. (11) can combine: 

 

U =
1

2
∑ ∑ V(rij) + ∑F(∑ϕ(rij)

j≠i

)

N

i−1

N−1

j−1

N

i=1

 

(12) 
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3.5 COMP Potential: 

EAM potentials have been extensively applied in the metallic system during the past thirty 

years. However, the application of the EAM potential is limited in the metallic system; EAM 

potentials are incapable of handling a system with a complex bonding environment. To solve 

this problem, another potential formalism, Charge-optimized many-body (COMB) potential, 

has been developing in the past ten years39–41. The COMB3 formalism is a bond-order type 

potential with variable charge. The general form for COMB3 is: (1) 

Utot = Uele(q, r) + Ushort(q, r) + UvdW(r) + Ucorr(i, j, k) 

where the total potential energy Utot is given as the sum of the electrostatic energy Uele(q, r), 

the short-range energy Ushort(q, r), the long-range or van der Waals energy UvdW(r) and a 

correction term Ucorr(i, j, k). The comb3 potential is constructed by fitting to a large 

experimental database and comparing with other ab initio data.  

The COMB3 potential can describe titanium, Titania, oxygen. The details of the COMB3 

formalism and other examples of its applications are described elsewhere 42,43. The 

development of potential for such a wide range of materials inevitably requires some 

compromises regarding the fidelity of any specific system. In particular, COMB3 

successfully reproduces the relative stability of these phases of Ti, with the α(hcp) phases 

predicted to be the ground state phase. In addition, rutile is correctly expected to be more 

stable than the other standard, high pressure, or hypothetical AB2 phases. The potential 

reproduces many of the properties of the three low Miller index rutile surfaces [(1 1 0), (0 0 

1), and (1 0 0)]. This potential has been successfully used in the previous investigation of Ti 

and TiO2 for various purposes. Therefore, it is good to examine metal clusters on TiO2, 
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which are important heterogeneous catalysts 43–46. They have developed metallic Ti and TiO2 

within the framework of the third generation COMB (COMB3) potential. 

3.6 LAMMPS: 

LAMMPS is a classical molecular dynamics code with a focus on materials modeling. It's an 

acronym for Large-scale Atomic/Molecular Massively Parallel Simulator. To use LAMMPS 

to run MD simulations, only three key pieces are needed. These essential pieces are an input 

script, an atom file, and a potential file.  

 

The input script is a text file formatted in a way to instruct the LAMMPS program. This file 

gives LAMMPS such information as what units to use, coordinates/velocities of atoms, types 

of atoms, as well as what to do to the atoms such as heating the atoms, minimizing energy, 

and so on, and then finally how long the simulation will last given in terms of time steps. The 

typical structure of a LAMMPS script is as follows: 

Initialization tells LAMMPS what units to use, what type of atom potential is used, and how 

to parse the use of the processors for parallelization. 

Atom Definition can be done in one of three ways. i) Specific LAMMPS commands are 

from the input script to make and load atoms into memory, read atom positions and velocities 

from a specially formatted text file. ii) For any atomic arrangement other than the most basic 

structures, atoms are typically not created using the input script. Reading a specifically 

formatted text file containing the information about the atoms’ position allows flexibility 

generated by other software. iii) Reading restart files are valuable if the script is continuing a 

simulation that was previously run. LAMMPS restart files are binary files that contain all the 

information about a previous simulation. 
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Settings allow the user to adjust several parameters in simulation such as temperature, 

pressure, labeling, and tracking certain groups of atoms, specify the output format, or 

constrain the system in many other ways. This is essentially where the user tells LAMMPS 

what actions to take. 

Run: This command tells LAMMPS to start evaluating forces on each atom and integrate a 

specified number of steps over time. Steps three and four in the overall process may be 

repeated until the desired result is obtained. 

Atom Files: Atom files are the text files that specify the location of the atoms. The first two 

lines of the atom file are comment lines meant to clarify what the file contains. The following 

three lines give the dimension of the simulation box or terms of the unit offered in the input 

script. Lines six and seven tell LAMMPS how many atoms and types of atoms are included 

in the simulation. The following lines are the heading followed by the list of atoms. Atoms 

are specified by their ID, type, and three-dimensional location.  

Potential file: A potential file is necessary to read the atom-atom interaction. There are more 

than 50 styles of pair potentials that can be read into LAMMPS. However, each of these 

styles must be formatted correctly.  

Features 

Some features have been used for doing simulations that will be discussed in the below 

sections, including a brief description of the condition. 

Units –tells LAMMPS what units to use: e.g., the keyword metal specifies the distance in 

angstroms, time in picoseconds, pressure in atmospheres, and so on 

Atom_style – determines what type of information is associated with each atom 

Boundary – specifies what kind of boundary to implement on each face of the simulation 
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box; this can have values of periodic (if an atom goes outside the boundary, it shows up on 

the opposite side; see Figure 3.2 ), fixed (atoms are lost if they go past the boundary), or 

shrink-wrapped (non-­‐periodic, but atoms are not lost if they go outside the boundary) 

Periodic Boundary Conditions- If surface properties are not concerned in the simulation, 

periodic boundary conditions are typically implemented to diminish the property’s 

calculation’s surface effect. For example, in a 1000 atoms system, around half of the atoms 

are on the outer faces. Under the periodic boundary conditions, when one atom moves out of 

the simulation cubic, it will re-enter the cubic from the opposite side. In the cascade 

simulation, atomic collisions and thermal spike can cross the system boundary if the 

computational cell is quite small; thus, the cascade may interact. If the cross-boundary 

happens, the heat should be extracted by damping the boundary atoms or replacing the 

system with a sufficiently larger cubie47,48. In our modeling of radiation damage effects, we 

are interested in the nanosystem. We use fixed periodic boundary conditions (PBC) to 

replicate the nanoparticle, which imitates the initial MD cell in all directions. PBC enables 

the calculations to be performed from a small number of particles, increasing the calculation 

efficiency. 
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Figure 3. 2 Representation of periodic boundary conditions. 

Newton – specifies Newton’s 3rd law (two atoms exert equal and opposite forces on one 

another) when evaluating forces; turning this on gives a slight boost in performance in most 

circumstances 

Read_data or read_restart – these commands read the atomic data from a text file or a 

binary restart file, respectively 

Pair_style – tells what type of potential is being used 

Pair_coeff – this loads the potential file into memory and specifies what kind  of atoms are 

used in the potential file 

Velocity – gives the atoms some initial velocity based on a Gaussian distribution of speed as 

determined by the temperature 

Fix – this command has a variety of purposes: for instance, this command can tell   LAMMPS 

to raise the temperature from 300K to 600K 

Unfix – removes the specified fix command 

Thermo and thermo_modify – means LAMMPS to print thermodynamic information and 
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modifies how or what is printed 

Timestep – specifies how much simulation time to integrate over 

Compute – tells LAMMPS to calculate specific quantities at every time step 

Dump – in addition to a standard log file, LAMMPS can create custom output files using this 

command 

run – simulate a specified number of time steps 

minimize – adjusts the coordinates of each atom in such a way as to reduce the total energy of 

the system (also known as quenching) 

NVE - The microcanonical ensemble represents a constant number of particles N, constant 

volume V, and constant energy E. The NVE ensemble was applied to all the system atoms, 

except for in the boundary layer for the cascade simulations where the electronic effect 

mechanisms are not implemented. 

NPT - The isothermal-isobaric NPT ensemble in which the system is coupled to a Berendsen 

thermostat, an external bath with constant temperature and pressure49. The thermosetting and 

barostatting are achieved by adding dynamic variables coupled to the particle velocities 

(thermostatting) and simulation domain dimensions (barostatting). In addition to basic 

thermostatting and barostatting, these fixes can also create a chain of thermostats coupled to 

the particle thermostat and another chain of thermostats coupled to the barostat variables. 

System equilibration - Core-shell systems are equilibrated in the NPT ensemble coupled to 

a Berendsen thermostat for 20 ps, with a constant timestep of 0.001 ps. The system’s 

temperature is rescaled after each step during equilibration. We then allow the system to relax 

for 2-3 ps using the same timestep until the atoms settle in their equilibrium positions. 

Variable timestep - We have used variable timestep for the simulations of the collision 
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cascades, which accounts for the different dynamics of the system during the cascade 

evolution. The variable timestep is the practical approach because at the beginning of the 

simulation, the atomic motion is fast due to the atoms' high energy, and then a tiny timestep 

is needed. When the development of the cascade slows down, an enormous value of timestep 

is required. The initial timestep can be 0.005 fs, reaching the order of 0.01 fs as the system 

relaxes. 

Boundary Thermostat - In our core-shell simulations, a layer of the MD box is coupled to a 

constant temperature to replicate the effect of energy dissipation into the sample. In this case, 

the velocity of the atoms is contained and scaled after each time step which is necessary for 

the highly non-equilibrium process to replicate heat transfer by phonons.  

 

3.7 Displaced and Defect Atoms: 

The Wigner-Seitz (W-S)50 method is applied in this work, and the advantage of this method 

is to be convenient for identifying defects (vacancies and interstitial atoms). A W-S cell is 

constructed around every atom in the simulations; these cells consist of all points closer to a 

given atom than any other atom. They have the property that is guaranteed to contain exactly 

one atom. This network of W-S cells is then superimposed on the simulation output that 

contains defects, and the number of atoms in each cell is counted. A cell containing zero 

atoms is counted as a vacancy, while two atoms are counted as an interstitial. Cells that have 

precisely one atom are treated as being defect-free. The detailed procedure is outlined in 

Figure 3.3 (a) The atom lattice position in the stable equilibrium structure after relaxation 

before irradiation. (b) W-S cells are superimposed on equilibrium structure and count no 

defects because each cell contains a single atom. (c) displaced atoms after radiation and (d) 
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W-S cells are superimposed on the displaced structure and counted. It has been found some 

cells contain more than one atom that considers as an interstitial, no atom as a vacancy, and a 

single atom believes to a defect-free. 

 

 

Figure 3. 3 Weigner-Seitz (W-S) method for counting point defects: (a) equilibrium lattice 

atom, (b) reference system with W-S cell, (c) displace atoms (d) displace atoms with W-S 

cell. 
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4.1 Abstract:  

Molecular dynamics simulations were conducted to explore primary radiation damages on 

body­centered cubic (BCC) Fe nanoparticle. A series of 6 cascades for each primary knock­

on atom (PKA) energy (5 keV, 10 keV, 20 keV, 30 keV and 40 keV) was simulated to assure 

statistical precision. It has been observed that defects created due to the interactions have 

stayed as single to several size clusters. Most of the clusters are either single interstitials 

(SIAs) or vacancies (Vs). In each of the energy cases, it produces one block of a big cluster. 

The block cluster of SIAs stays at the near surface of the nanoparticle; however, Vs stay 

inside the nanoparticle. The study has shown that the total number of vacancy defects is 

larger than the total number of interstitial defects because more PKA energy gives more 

mobility that some SIAs can get enough energy to leave the Fe nanoparticle. 

4.2 Introduction: 

Nanomaterials are materials where at least one dimension is less than 100 nanometers. In this 

nanoscale, unique optical, magnetic, electrical and other properties emerge, which show the 

potential for great impacts in applications of electronics, medicine, radiation protection and 

other fields1. Over the past few years, iron­based magnetic nanoparticles have been 

discovered for potential applications in various areas, including drug delivery, enhanced 
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magnetic resonance imaging, information storage, reduction of carbon dioxide, and 

groundwater remediation2–6. Recently, nuclear scientists have found their interest in magnetic 

nanoparticles (NPs) to be used as a nuclear radiation sensing material to be utilized in 

upcoming generation IV nuclear reactors for safe and secure production of nuclear energy7. 

It was previously reported that Fe­Fe3O4 core­shell NPs with Fe3O4 as the shell and body­

centred cubic (BCC) Fe as the core have very sensitive electrical conductivity and magnetic 

properties under Si2+ ion irradiation, even at shallow dose ion flux regime with the minimal 

effect of the temperature up to 200 °C8. Also, studies have shown that the average size of the 

Fe in the Fe­Fe2O3/Fe3O4 core­shell structure decreases9, and  Fe core reduces its Fe 

valence10 under irradiation.   

Core­shell nanoparticles are highly functional nanomaterials with modified properties. These 

properties can be changed by changing the core to shell ratio11. Scientists confirmed for core­

shell Fe­Fe2O3/Fe3O4 NPs, iron core is BCC structure. There is an interface between core and 

shell, which can act as a defect sink12. It is necessary to know how defect reaches from core 

to surface or interface and how they distribute during the irradiation. This information will 

help to explain the reason for the size change of Fe­Fe2O3/Fe3O4 core­shell structure in the 

presence of radiation. 

Moreover, BCC Fe with other material NPs is currently of interest for high radiation dose 

applications, specifically where the dose is more significant than 20 displacements per atom 

(dpa)13,14. These high radiation dose conditions induce significant microstructure changes, 

including defect clustering, dislocation loop formation, void, and bubble formation13.  Thus, 

it is essential to understand the behavior of the Fe NP alone under irradiation to investigate 

further the scientific reason for forming defect clusters or void formation. It will also help 
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describe the scientific reasoning behind the structure of the change in Fe­core behavior in the 

core­shell NP. By far, it has been no report of this type of research that has been conducted to 

understand the irradiation behavior of the BCC Fe NP. 

For the intended purpose, Our simulation work will be in two steps. In 1st step, we performed 

a molecular dynamics (MD) simulation on the BCC Fe NPs. We investigated defect 

production, defect orientation, and cluster (as an aggregate) formation and distribution with 

varying the radiation energy from 5 keV to 40 keV, which is for this journal. In 2nd step, core­

shell Fe­ Fe2O3/Fe3O4 will be used for MD simulation to observe the radiation effect. 

4.3 Methodology 

MD simulations were carried out using a Large­scale Atomic/Molecular Massively Parallel 

Simulator (LAMMPS)15 to study the effects of primary irradiation damage in Fe NPs. The 

available visual tool (OVITO)16 was utilized to analyze microstructural evolutions during the 

cascade collision. The model Fe NP was spherical with a diameter ~14.5 nm. The previous 

work17,18 has shown that the average size of the BCC Fe nanoparticles is in the range of 15 

nm in diameter. The x, y and z directions correspond to the [1 0 0], [0 1 0] and [0 0 1] crystal 

axes of the BCC­Fe, respectively. Mendelev et al.19 had developed an embedded atom model 

(EAM) potential, which could properly predict the Fe­Fe interaction in radiation damage 

studies. This paper also describes the cohesive energy (­4.3 eV) and defect (interstitial (4.1 

eV) and vacancy (1.8 eV)) formation energy. Three­dimensional boundary conditions have 

been used as fixed20,21,22 to represent only isolate Fe nanoparticle. The simulation was run 

with boundary regions at 300 K for 22 ps. To prepare the Fe NP for collision cascade 

simulations, the outermost layer of the simulation box with 10 Å thickness was equilibrated 

using a Berendsen thermostat at 300 K for 22 ps that acted as a heat source. The remaining 
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innermost atoms could evolve dynamically using the microcanonical (No. of atoms, volume 

and energy are constant) ensemble. For the simulations of the collision cascades, adaptive 

timestep was used, which was accounted for the different dynamics of the system during the 

cascade evolution. We considered maximum distance for an atom to move in one timestep is 

0.05 Å and maximum new timestep 0.001 ps between two integrations and the simulations 

were stable. A random atom was selected as a primary knock­on atom (PKA) and provided 

the initial energy (neutron recoil energy is converted to the PKA energy and this PKA energy 

is converted into a velocity to apply on the PKA) and the incident direction as random 

direction.  

Post simulation, a new position of each lattice atom was obtained, and the new structure was 

compared with the reference structure before radiation. The Wigner­Seitz (W­S)23 method is 

applied in this work, and the advantage of this method is to be convenient for identifying 

defects (vacancies and interstitial atoms). 

A W­S cell is constructed around every atom in the simulations; these cells consist of all 

points closer to a given atom than any other atom. They have the property that is guaranteed 

to contain exactly one atom. This network of W­S cells is then superimposed on the 

simulation output that contains defects, and the number of atoms in each cell is counted. A 

cell containing zero atoms is counted as a vacancy, while two atoms are counted as an 

interstitial. Cells that have precisely one atom are treated as being defect­free.  
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Figure 4. 1 Weigner-Seitz (W-S) method for counting point defects: (a) equilibrium lattice 

atom, (b) reference system with W-S cell, (c) displace atoms (d) displace atoms with W-S 

cell 

The detailed procedure is outlined in Fig. 4.1. (a) the atom lattice position in the stable 

equilibrium structure after relaxation before irradiation. (b) W­S cells are superimposed on 

equilibrium structure and count no defects because each cell contains a single atom. (c) 

displaced atoms after radiation, and (d) W­S cells are superimposed on the displaced 

structure and counted. Some cells contain more than one atom that considers interstitial, no 

atom has a vacancy, and a single atom is considered defect­free. 

4.4 Result and Discussion 

4.4.1 Evolution of Primary Damage 

Prior irradiation produces point defects in the Fe NP, containing self­interstitials (SIAs) and 

vacancies (Vs). Figure 4.2 has shown the dynamic evolution of defects (SIAs) (Figure 2a) 

and Vs. (Figure 2b). The defect evolution can be described in 4 stages: (i) Collision, (ii) 

Thermal spike, (iii) Quench or recombination, and (iv) Anneal or stabilization. In the (i) 

collisional stage, the primary recoil atom initiates a cascade for developing collision, and it 

continues till the atom contains enough energy to create further displacement. This stage lasts 
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around 1ps that as shown in Figure 4.2. During this time, defects include SIAs and Vs., 

though stable defects do not form yet. In the (ii) thermal spike stage, the energetic SIAs 

atoms share their energy with neighbor atoms and generate a high energy density deposited 

region. This region also resembles the molten or liquid material24and Fe NP temperature 

increase average 986K and 813K for 40keV and 30keV. After that, neighbor atoms share 

energy with their neighbors, and energy is transferred to the surrounding atoms, and the 

molten region becomes condensed. The (iii) stage is called the quenching stage. The 

quenching stage in Figure 4.2 takes around 10 ps. In this stage, SIAs and Vs are reunited in 

maximum quantities, and the rest form some stable defects as a single defect or a cluster of 

defects. In (iv) the annealing stage (11 ps to 22 ps), further rearrangement occurs by 

thermally activated diffusion of mobile defects24, and the numbers of SIAs and Vs remain 

almost the same. 

 

Figure 4. 2 The dynamic evolution of (a) SIAs (yellow) and (b) Vs (purple) under 40 keV of PKA 

directed in a random direction. The stages of (i), (ii), (iii), and (iv) are the collisional, thermal spike, 

quenching, and annealing stages, respectively.  

4.4.2 Peak Time Features  

A plot of the SIAs evolution of different PKA energy as a function of time during the cascade 

collision is shown in Figure 4.3(a). For characterizing the damage peak, the time interval 
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between cascade initiation and the moment, when the number of generated atomic point 

defects reached its maximum (i.e., peak time). The damage peak time as a function of PKA 

energy has been shown in Figure 4.3(b), including error bars in the figures denote the 

standard error of the average dataset for each case.  It follows the power law  

 𝑇𝑃𝐾𝐴 = 0.1𝐸𝑃𝐾𝐴
0.7  (1) 

where 𝑇𝑃𝐾𝐴 and 𝐸𝑃𝐾𝐴  are the time for maximum defect and PKA energy, respectively. It 

illustrates that the damage peak takes more time with increasing PKA energy. The larger 

PKA energy reaches the more neighbor atoms to distribute the energy, which takes more time 

than smaller PKA energy. It is also seen that the slope of the curve decreases with increasing 

the PKA energy. The reason is that sub­cascades form by splitting atomic displacement 

cascades triggered by secondary knock­on atoms (SKAs) with energy lower than the PKA 

energy. These sub­cascades generated by SKAs have shorter peak times than the main 

cascade, decreasing the peak time linearly with increasing PKA energy25. 
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Figure 4. 3 (a) Number of SIAs dynamic evolution and with several PKA energy, (b) damage 

peak average time shift with changing the PKA energy with standard deviation, (c) number 

of SIAs at peak as a function of PKA energy and (d) number of Vs at peak as a function of 

PKA energy 

The number of defects at peak time as a function of PKA energy has been shown in Figure 

4.3 (c and d). The number of defects during peak time increase as a power law  

 𝑁𝑝𝑒𝑎𝑘 = 𝑎𝐸𝑝𝑘𝑎
𝑏   (2) 

by increasing PKA energy, where 𝑁𝑝𝑒𝑎𝑘  is the number of defects (SIA and Vs) during 

damage peak, 𝐸𝑝𝑘𝑎 is the PKA energy, a = 7.9 and b = 1.5 (for both SIAs and Vs) are 

constant. It is expected to do if the computer-generated defect numbers for presentation at 

COSIRES'9426 model are considered for the ballistic phase except for 40 keV. The deviation 

for maximum defects (for 40 keV) during peak time from the linear dependence could be 
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associated with the generation of shock waves by a cascade that increases the number of 

displaced atoms27.  

 

4.4.3  Surviving Defects 

The number of survived defects produced by the end of a cascade evolution is primarily 

interested in estimating radiation damage. The surviving atomic defects may contribute to 

subsequent defect mobility or radiation-induced microstructural changes in the 

nanomaterials. After the recombination or quenching stage, only a reduced fraction of defects 

generated in the collisional phase survived through the thermal-spike-enhanced 

recombination phase. An average number of surviving defects after the cascade simulation 

(∼20 ps) has been shown in Figure 4.4 as a function of PKA energy. These results 

demonstrate that PKA energy has a significant influence on equilibrated defects. The 

surviving number of defects increases with increasing PKA energy. The number of surviving 

defects NNRT produced per cascade is conventionally expressed by the Norgett­Robinson­

Torrens (NRT) formula28 

 
NNRT = 0.4 

 EP

Ed
̅̅ ̅

 
(3) 

where Ed
̅̅ ̅, is the average threshold energy for defects formation and Fe is equal to 40 eV and 

EP is the damage energy available for elastic collisions and approximately equal to EPKA 

when electronic losses are not considered. This expression is based on a binary collision 

description and neglects the many­body effects in the thermal­spike phase. The below 

empirical power presents an alternative way of expressing the above equation result law29  

 NF  =  a(EPKA)b (4) 
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where NF is the number of defects, and EPKA is the primary knock­on atom energy, a and b 

are fitting parameters. The surviving defects increase gradually with an increase in the PKA 

energy. The reason is that the PKA produced a subsequent chain of atomic displacement 

events in the sample material as soon as energy is provided to the PKA. The energy of the 

PKA is then transferred to many other atoms of the sample material during multiple atomic 

interactions, and these collisional events continue until the energy transfer to the PKA is 

distributed over the entire volume of the simulation cell, and no atom has energy greater than 

the threshold displacement energy of that material24. In the case of Fe, for 10 keV, Stoller30 

showed the number of surviving defects follow the empirical power law where a = 5.67 and b 

= 0.779 for 100 K; however, our results follow the empirical power law, but coefficient 

values are: a = 1.096 and b = 1.282 for SIAs and a = 1.036 and b = 1.333 for Vs. This 

difference could be the reason for the bulk Fe system and Fe NP system. Moreover, these 

coefficients also depend on temperature31, and the maximum number of defects were 

observed at room temperature. At higher temperatures, atom recombination and return to 

atomic sites are higher because the atoms are in higher energy level31. Another reason could 

be the size of our particle system because the scientist uses a bulk system for larger PKA 

energy. Figure 4.4 demonstrates that vacancy defects remain more than interstitial defects. 

This reason is, SIAs are mobile than Vs32, and more PKA energy gives more mobility that 

some SIA can get enough energy to leave the Fe NP.  
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Figure 4. 4 Number of surviving defects as a function of PKA energy in Fe (yellow 

represents SIAs and purple for Vs) at 300 K 

4.4.4  Cluster Size Analysis 

The propensity of defect cluster formation and the production mechanism of large defect 

clusters are always pointed to practical interest for analyzing the radiation damages. This is 

because the defect clusters of smaller sizes behave as nuclei for the evolution of prolonging 

defects that eventually may lead to changes in the physical and mechanical properties of the 

irradiated nanomaterials. Besides the production of survived defects, we have examined the 

SIAs and Vs cluster size with respect to the PKA energies. We define clusters (aggregates) 

based on defects being within 3 Å of a defect, i.e., for vacancy­vacancy (V­V) distance and 

interstitial – interstitial (SIA­SIA) distance less than 3 Å. The cluster size distributions of 

interstitials and vacancies for Fe over the six random directions at each of the PKA energies 

explored are presented in Figure 4.5 (a) and (b), where Figure 4.5a and 4.5b for SIAs and Vs, 

respectively. The cascade cluster graphs show most of the interstitial and vacancy clusters are 

single for Fe. D.J Bacon et. al. observed29 that most interstitial and vacancy clusters contain 

single defects for cascade in Fe for PKA energies 10 keV and 50 keV. In addition, lower PKA 

energy produces smaller size cluster defects compared with large PKA energy. However, in 
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most cases, vacancy clusters are bigger than SIA clusters, and almost in all cases, bigger 

clusters are available at the surface of the Fe nanoparticle.  

This trend explains that vacancies in the irradiated materials remain close to the PKA path, 

whereas interstitials are scattered away from the path24,33. Generally, during the collisional 

phase, 

 

Figure 4. 5 Distribution of cluster sizes for all cascades as a function of PKA energy. (a) The 

average number of SIAs and (b) the average number of Vs. 

 

PKA's energy displaces many energetic atoms along the cascade path. Those energetic atoms 

use their energies either by replacement collisions with neighbors or by moving away from 
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the path of the PKA into the surrounding crystal. In both cases, vacancies are left near the 

PKA path to form a depleted zone, and they can aggregate to form large clusters. 

 

4.4.5  Cluster Orientation 

The largest SIA cluster has been found at the end of the simulation, which contains around 92 

SIAs (Figure 4.6(b) the largest SIA (yellow) cluster) for 40 keV, where 86% of them are 

single clusters and 13% are smaller size clusters. Large vacancy clusters have been observed 

with the 124 vacancies (Figure 4.6(b), the largest V (purple) cluster).  In all the cases, 

damage creates one big SIA and one V cluster. Figure 4.6(a) represents the orientation of the 

defects after a simulation time of 22 ps. To better understand the defect orientation, a 

supplementary video has been provided.  In Figure 4.6(a), it is shown that 152 of the vacancy 

defects stay inside the Fe nanoparticle, whereas SIA defects reach the nanoparticle's surface. 

During the irradiation in heavy, dense metals, 92 interstitials are formed at the outskirts of the 

cascades; vacancies are left in the thermal spike. It has a strong tendency to rearrange 

perfectly. In that case, the empty volume of the liquid is pushed towards the center of the 

cascade, and it forms a loose network of single vacancies or vacancy clusters34. For the 

interstitials, two mechanisms have been reported34, one of them is atom rearrangement after 

the thermal spike stage and isolating a molten zone with an excess of atoms and leaving 

behind SIA clusters35. The other mechanism is that the interaction of two hypersonic recoils 

produces supersonic shock fronts near the thermal spike region and leads to the stronger front 

injecting atoms into the low­density core of the other one, thus leading to the formation of 

SIA rich region36. Later, it is found that interstitials are more mobile than vacancies32, and 

They can produce stable damage near to the surface37.  
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Figure 4. 6 (a) SIAs (yellow) and Vs (purple) orientation for 40 keV with different positions. 

(b) big SIA cluster (92 SIAs) and big V cluster (124 Vs). Axis positions are different, just for 

the best view of the cluster defects 
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4.5  Conclusion 

In summary, we have discussed our MD simulation on high energy radiation damages in Fe 

NPs, which could serve as the radiation detection used in nuclear reactors. This work has 

shown that the radiation creates a small number (average 0.114 % SIAs and 0.122% Vs for 

40 keV) of defects. The defects are either single SIAs or Vs. In each of the cases, they 

produce one chunk of a big cluster. The cluster of SIAs stays near the nanoparticle's surface; 

however, the Vs one stays inside the nanoparticle.  The Fe SIA clusters, which remain near 

the surface, could predict the reason for NP structure change38–41 and cluster formation42 

during the irradiation.  The Vs clusters inside the NPs also anticipate the formation of voids 

in the irradiated BCC Fe NP. 
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5.1 Abstract: 

The core-shell nanoparticles (CS-NPs) and NP-assembled nanomaterials have become an 

important research area in the last decades due to their potential applications in various fields 

like catalysts, magnetic and biomedical applications, and radiation detection applications. In 

this work, the radiation effects on core-shell Ti-TiO2 nanoparticles were studied by 

molecular dynamics simulations. A series of several cascades for each neutron recoil energy 

(50 keV, 100 keV, 150 keV, 200 keV, and 250 keV) were simulated for different 

temperatures (100 K, 300 K, and 500 K) to assure statistical precision. The simulation results 

have shown that radiation creates a small number of defects with either single interstitials 

(SIAs) and/or vacancies (Vs). In each case, the accumulated defects are both on the surface 

of NPs and in the interface zone between the core and shell. In all cases, the core remains 

intact, but the mean square displacement for CS-NPs changes with increasing recoil energy.  

5.2 Introduction: 

In the domain of nanotechnology, nanoparticles (NPs) with size in the range of 1-100 nm 

[1,2]occupy a significant position. . Being on the edge of the macroscopic and atomic realm, 
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NPs show several enthralling properties which emerge at the frontier between materials 

physics and chemistry, and many other fields, such as electronics, biomedical, 

pharmaceutical, optics, and catalysis. Among the NPs, core-shell (CS) NPs are gradually 

attracting more attention. These CS-NPs can consist of different combinations in close 

interaction, including inorganic/inorganic, inorganic/organic, organic/inorganic, and 

organic/organic nanomaterials.  

CS-NPs are widely used in different applications such as biomedical [3–6] and 

pharmaceutical applications [7], catalysis [8], electronics [9], enhancing photoluminescence 

[10], creating photonic crystals [11], etc. Recently, the development of metallic core/TiO2 

shell particles offers activity under radiation. For instance, Ag@TiO2 nanoparticles exhibit 

substantial photocatalytic activity under UV irradiation because of the accumulation of the 

electrons photogenerated by TiO2 in the metallic Ag core and their discharge in the presence 

of electron acceptors [12]. It was also informed that TiO2-coated titanium nanorods 

demonstrate enhanced photocurrent efficiency in the vis region compared with pristine TiO2 

nanotubes [13]. Moreover, it was also proclaimed that a simple and environmentally friendly 

synthesis of Ti-TiO2 CS-NPs exhibiting vigorous photothermal catalytic activity in the 

reaction of hydrogen generation under vis/NIR light irradiation in the absence of any noble 

metals [14]. More importantly, the active interfaces between individual components within a 

CS-NP might give rise to outstanding new properties. 

It was previously reported that Fe-Fe3O4 core-shell NPs with Fe3O4 as the shell and body-

centered cubic (BCC) Fe as the core have very sensitive electrical conductivity and magnetic 

properties under Si2+ ion irradiation, even at shallow dose ion flux regime with the minimal 

effect of the temperature up to 200 °C [15]. Also, studies have shown that the average size of 
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the Fe in the Fe-Fe2O3/Fe3O4 core-shell structure decreases [16], and Fe core reduces its Fe 

valence [17] under irradiation. In addition, since the metal core-shell NPs exhibit radiation 

sensitivity even for low dose flux and Ti-TiO2 CS-NPs have sensitivity for radiation, it is 

essential to investigate the radiation effect on core-shell Ti-TiO2. 

The TEM image Figure 5.1 shows that the Ti-TiO2 CS-NPs with uniform and spherical shape 

is synthesized by nanocluster deposition system in our lab; the NP size has an average 15 nm 

in diameter. The CS-NPs have been utilized to make a radiation detector irrdiated by neutron 

beam in the near future, like what has been done for the Fe-Fe3O4 nanodetectors[15]. 

 

Figure 5. 1 TEM image of Ti-TiO2 CS-NPs with a mean size of 15 nm. 

For the intended purpose before actual irradiation experiments, we performed a molecular 

dynamics (MD) simulation on the core-shell Ti-TiO2 NPs and investigated defect production, 

defect orientation, mean square displacement for all atoms with varying radiation energy 

under different temperatures. 
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5.3 Force Field Model: 

For doing MD simulations, a force field is a crucial factor, so that Third-generation Charge 

Optimized Many-Body (COMB3) have been chosen. The COMB3 formalism is a bond-order 

type potential with variable charge. The general form for COMB3 is:   

 𝑈𝑡𝑜𝑡 =  𝑈𝑒𝑙𝑒(𝑞, 𝑟) + 𝑈𝑠ℎ𝑜𝑟𝑡(𝑞, 𝑟) + 𝑈𝑣𝑑𝑊(𝑟) + 𝑈𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝑘)                                               (1) 

where the total potential energy 𝑈𝑡𝑜𝑡 is given as the sum of the electrostatic energy 

𝑈𝑒𝑙𝑒(𝑞, 𝑟), the short-range energy 𝑈𝑠ℎ𝑜𝑟𝑡(𝑞, 𝑟), the long-range or van der Waals energy 

𝑈𝑣𝑑𝑊(𝑟) and a correction term 𝑈𝑐𝑜𝑟𝑟(𝑖, 𝑗, 𝑘). The COMB3 potential is constructed by fitting 

to an extensive experimental database and compare with other ab initio data.  

The COMB3 potential can describe Titanium, Titania, Oxygen. The details of the COMB3 

formalism and other examples of its applications are described elsewhere [18,19]. The 

development of potential for such a wide range of materials inevitably requires some 

compromises regarding the fidelity of any specific system. In particular, the COMB3 

successfully reproduces the relative stability of these phases of Ti, with the α(hcp) phases 

predicted to be the ground state phase. In addition, rutile is correctly expected to be more 

stable than the other standard, high pressure, or hypothetical AB2 phases[20]. The potential 

reproduces many of the properties of the three low Miller index rutile surfaces [(1 1 0), (0 0 

1), and (1 0 0)]. This potential has been successfully used in the previous investigation of Ti 

and TiO2 for various purposes. Therefore it is an excellent choice to examine metal clusters 

on TiO2, which are essential heterogeneous catalysts [19,21–23]. They have developed 

parameters for metallic Ti and TiO2 within the framework of the COMB3 potential. 
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5.4 Simulation Method 

The MD simulations were conducted using the Large-scale Atomic Molecular Massively 

Parallel Simulator (LAMMPS) code developed by Sandia National Laboratory [24]. Results 

were visualized in Open Visualization Tool (OVITO) developed by Stukovski [25].  

The Ti-TiO2 CS-NP was spherical with a diameter ~15 nm, where ~10 nm was core 

diameter, and ~ 2.5 nm was shell thickness, as shown in figure 5.1. The previous work [26] 

has shown that the core-shell nanoparticles' average size is 15–21 nm, and the thickness of 

the oxide shell is ~2.6 nm, where the core diameter is 9-15 nm. The core-shell Ti-TiO2 

structure was constructed by two grains with perfect lattice, as introduced by Pierre Hirel in 

his work [27].  Ti-TiO2 NPs were constructed from an hcp core of Ti and a rutile shell of 

TiO2. The Ti core diameter ~10 nm contains 31531 Ti atoms, and the thickness of the TiO2 

shell contains 116783 atoms. Core-shell Ti-TiO2 NPs were separated by a gap of 3.0 Å 

between the core and shell atoms, as illustrated in the structure of core-shell shown in Figure 

5.2. The x, y and z directions correspond to the [1 0 0], [0 1 0] and [0 0 1] crystal axes of the 

core-shell Ti-TiO2, respectively.  

The system was equilibrated using isothermal-isobaric (npt) at 300 K for 20 ps. Then the 

molecular statics (MS) technique was used by the conjugate gradient (CG) to find the most 

stable structure of the core-shell system.  

The simulation box had a cubic geometry containing about 148314 atoms, and the recoil 

neutron energies were set to vary the radiation energy from 50 keV to 250 keV during the 

whole study. To prepare the core-shell configurations for collision cascade simulations, the 

outermost layer of the simulation box with 5 Å thickness was fixed throughout the collision 
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cascade simulation. To control the temperatures, the outer part of the box is defined as the 

thermostat region. Berendsen and Nose-Hoover temperature control methods[28] were 

applied to the outer region to control the temperature of the whole system during the 

relaxation and incidence period, respectively. The cascade simulation has a total length of 22 

picoseconds, divided into two stages. In the first stage, cover the most period of the thermal 

spike effect, and the number of displaced atoms reached its peak, and the timestep was set up 

to 0.2 femtoseconds each step. The last stage included the system's cooling and 

recombination of defects; therefore, it is relatively longer in simulation time. The periodic 

boundary conditions were adopted at the X, Y, and Z directions, corresponding to the crystal 

orientations. 

 

Figure 5. 2 Core-shell NP. The left side image illustrates the entire system, and the right-side 

image cross-sectional view. The core is constructed by Ti (hcp phase), and the shell has been 

built by TiO2 (rutile) 

The simulations were run at 100 K, 300 K, and 500 K to study the different temperature 

effects of the cascade on core-shell structures. To incorporate statistical variations in the 

simulations, for each core-shell configuration, 10 simulations were carried out. 
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Wigner-Seitz method was used to analyze the defects during the MD simulations [29]. The 

reference structure was the initial structure at the start of the simulation before the recoil 

energy was initiated. The initial structure was divided into cells, and only one atom was 

supposed to be in each cell. During the cascade simulation, atom numbers in every cell are 

checked every timestep. For every cell, if the atom number is zero, it is defined as a vacancy. 

Similarly, interstitial is determined if there are two or more atoms in one cell. The atom type 

is also analyzed in the process of defining the interstitials. 

5.5 Defect Formation Energy (DFE): 

Single interstitial (SIA) and vacancy (V) formation energies (𝐸𝑆
𝑓
 and 𝐸𝑉

𝑓
 respectively) were 

calculated in shell, interface, and core using the MS technique. An interstitial was created by 

adding an extra atom, and a vacancy was created by deleting an atom. The system was first 

equilibrated by isothermal-isobaric (npt) at 300 K for 20 ps. Then MS technique was used by 

the conjugate gradient (CG) to find the most stable structure of the core-shell system, and the 

system's energy was calculated. The 𝐸𝑆
𝑓

 and 𝐸𝑉
𝑓
 ware calculated as the difference in energy 

between the initial configuration and the configuration with interstitial/vacancy 

 
𝐸𝑆

𝑓
= 𝐸𝑓 −

𝑁0 + 1

𝑁0
∗ 𝐸𝑖 

𝐸𝑉
𝑓

= 𝐸𝑓 −
𝑁0 − 1

𝑁0
∗ 𝐸𝑖 

(2) 

where 𝐸𝑓 , 𝐸𝑖, and 𝑁0 represent the final energy after the atom is adding/removed from the 

cell, the initial energy before the atom was adding/removed, and 𝑁0 is the total number of 

atoms in the cell before the interstitial/vacancy. Several simulations have been done for 

SIAs/Vs at different locations from shell to core through the interface to determine the defect 
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formation energy as a distance function. A total of 59 simulations were executed by either 

adding an atom or removing an atom. These simulations were accomplished starting from 25 

Å (angstrom) from one side and 30 Å on the other side with a step size of 2.5 Å.  

From the simulations, the defect formation energy, mean square displacement of atoms, the 

number of Frenkel pairs (FPs), and defect distribution was determined for core-shell Ti-TiO2 

under irradiation. This study on core-shell NP could understand the ability of defect 

accumulation near the core-shell interface. Figure 5.3 illustrates the simulation summary. 

Initially, the CS nanoparticle was equilibrated, and DFE was calculated using the MS 

technique. Finally, the MD was used to produce a cascade simulation using recoil energy. 

 

 

Figure 5. 3 Workflow of the collision cascade simulation for core-shell Ti-TiO2 

 

5.6 Results and Discussion: 

The results were obtained by averaging ten MD cascade simulations for each combination of 

temperature and PKA energy. Cascade simulations continued until recombination of vacancy 
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and interstitial was achieved. When the recoil energy transferred to PKA, a sequence of 

atomic displacements occurred to evolve in the simulation system. The displacement cascade 

produced several defects, interstitials, and vacancies. After displacement cascade initiation, 

the peak number of atomic defects and the surviving number of Frenkel pairs were analyzed. 

As soon as the energy was transferred to PKA (i.e., the ballistic phase), the number of atomic 

displacements and the size of the radiation damage region increased simultaneously via 

temporal evolution. A total number of displaced atoms reached its maximum in the ballistic 

stage, which recombined and got a relatively stable number of Frenkel pairs. We found a 

similar temporal behavior of thermal spike, its lifetime and produced several defects for each 

given recoil energy. To obtain a clear dependence of energy and temperature, detailed 

comparisons of damage properties are shown below. 

5.6.1 Defect Formation Energy (DEF): 

The defect formation energies for core-shell Ti-TiO2 are shown in Figure 5.4, which 

illustrates that the defect formation energies were relatively lower in the interface of the core-

shell NPs than in the shell and core side. This could be because of the spatial atomic 

arrangement in the interface giving extra space for the accommodation of defects. The lower 

defect formation energy at the interface would also favor the trapping of these defects at 

interfaces. A positive defect formation energy signifies an endothermic process and a 

negative one an exothermic process [30]. The decrease in 𝐸𝑉
𝑓
means, vacancies can be created 

easily and attracted between vacancies and interface whereas negative 𝐸𝑉
𝑓
 implies energy of 

the system actually drops by creating vacancies [31]. Further investigation also reveals that 

the sites where 𝐸𝑉
𝑓
 are negative consider as an unstable site and tend to recombine with the 
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available interstitials [32,33]. This means that irradiation-created vacancies at these sites or 

the vacancies coming from the bulk will be instantly annihilated with the interstitial. 

 

Figure 5. 4 Defect formation energies for interstitials and vacancies for core-shell Ti-TiO2. 

The blue region -5 to 5 is the interface between the core and shell that occurred the DFE 

drops. 

5.6.2 Peak Time Features and Ballistic Stage 

For understanding the cascade, the maximum number of damages during the thermal spike 

period and the survived number of defects (Frenkel pairs) as a function of recoil energy have 

been studied for different temperatures.  

In cascade simulations, the peak number of defects generated is also one of the main features 

for characterizing the ballistic/peak displacement cascade stage. We determined the 

dependence of atomic point defects caused at peak number of defects as a function of PKA 

energy (Figure 5.5). The peak number of defects increases linearly by increasing PKA 

energy. As described earlier, sub-cascades appear as the several lower energy cascades for 

high PKA energy. Moreover, these peak numbers of defects also exhibit a small but clear 

temperature dependence. This difference also tends to increase with PKA energy going up. 
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Overall, the range of the number of defects generated with high energy PKAs at different 

temperatures was larger than those with low cascade energy, which can be attributed to the 

much more extended period of the thermal spike for higher irradiation temperature and recoil 

energy. 

 

Figure 5. 5 Number of defects at peak time versus recoil energy at different temperatures 

5.6.3 Surviving Frenkel Pairs and Recombination Stage 

The surviving number of Frenkel pairs (FPs) generated by the end of a cascade evolution is a 

parameter of primary interest for estimating the radiation damage because the surviving 

atomic defects may contribute to radiation-induced microstructural changes and subsequent 

defects mobility in the material. After the recombination/relaxation stage, only a reduced 

fraction of defects generated in the ballistic phase survived through the thermal-spike-

enhanced recombination phase. An average number of surviving Frenkel pairs after the 

cascade simulation (∼20 ps) is given in figure 5.6 as a function of irradiation temperature and 

recoil energy, respectively. These results demonstrate that irradiation temperature 

considerably influences the number of equilibrated defects. The surviving number of defects 

increased with an increase in irradiation temperature, attributed to the increased motion and 

recombination of defects at a higher temperature. The chances of surviving FPs are larger at 
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elevated temperatures because the atoms are in higher energy levels. The period of thermal 

spikes increases at elevated temperatures, allowing defects to be more mobile before 

equilibrium, leading to more vacancies and interstitials. The number of surviving Frenkel 

pairs versus PKA energy indicates a continuous rise with the increasing PKA energy (figure 

5.6), which could be well-described by the empirical power law [5]. For different PKA 

energies, the power law is given as follows. 

 NFP  =  A(EPKA)
𝑏  (3) 

Where EPKA is the energy of the PKA, and A and b are constants. As seen in figure 6, the 

values of constant A = 0.5, 0.9, and 2.1, and exponent b = 1.0, 0.9, and 0.8 are for the 

temperatures of 100, 300, and 500 K, respectively. 

 

Figure 5. 6  Survived defects versus recoil energy at different temperatures 

5.6.4 Mean Square Displacement: 

In MD simulation, the movement of the particles happens continuously with time, and each 

particle has changed position at each instant. Mean square displacement (MSD) is the 

average of the square of particle displacement, which is often used to analyze the mobility of 

particles [34]. As the atoms can only move around their equilibrium positions in the ideal 

solid, the MSD quickly saturates. Figure 5.7 illustrates the MSD for core-shell Ti-TiO2 NP at 
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300 K temperature as a function of time for several recoil energy. MSD for core-shell Ti-

TiO2 NP at 100 K and 500 K temperature has been provided in supplementary materials. At 

300 K, the MSD of Ti-TiO2 atoms increased almost linearly in the ballistic phase with the 

increasing recoil energy, which eventually leveled off during the whole system underwent a 

recombination process. During the recombination process (1 ps to 11 ps), high dense 

collisions transfer from the thermal spike zone to the whole particle system. 

For this reason, MSD fluctuates for time which is shown in figure 5.7. The Ti and O atoms 

vibrated at the lattice position upon the recombination, and their MSDs were stabilized at 

specific values. Figure 5.7 also demonstrates a big MSD gap between 100 keV and 150 keV 

recoil energy. The reason is that the sub cascade form by splitting atomic displacement 

cascades triggered by secondary knock-on atoms (SKAs) with energy lower than the PKA 

energy. These sub-cascades generated by SKAs have shorter peak times than the main 

cascade, decreasing the peak time linearly with increasing PKA energy [35]. It is also 

supported by figure 5.5, where the peak number of FPs changes 100 keV to 150 keV.  

 

Figure 5. 7 Mean square displacement as a function of simulation time for several recoil 

energy for 300 K. 
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5.6.5 Defect Distribution: 

Figure 5.8 illustrates one simulation’s survival defect distribution for 250 keV recoil energy 

with the surrounding temperature at 500 K. Figure 5.8(a) represents the interstitial defects 

distribution, and figure 5.8(b) represents the vacancies defects distribution. Several colors 

have been used in this figure 5.8 for illustrating the Ti (yellow) and O (violet) from rutile and 

metal Ti (aqua). In all the cases, defects accumulate either at the surface of the core-shell NP 

and interface between core and shell at the end of the simulation. Interfaces, such as free 

surfaces, phase, and grain boundaries, are known for trapping defects. Generally, interface 

sites have much lower defect formation energies than bulk sites. Some sites' 

vacancy/interstitial energy is higher than the bulk lattice, thus indicating that these sites will 

be more prone to capturing radiation-induced defects[36]. On average, 4.4% of vacancies and 

3.5% of interstitials stay as a single defect, whereas the rest of the defects remain as a cluster 

defect. About 59% of vacancies and 64% of interstitial defects gather at the core and shell 

interface, whereas the rest stay near the shell's surface and bulk side of the NP. More 

interstitial defects accumulate near the interface of the core and shell, and the reason is 

interstitial defects have more mobility energy than vacancy defects.  
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Figure 5. 8 Survived defect distribution. (a) represents the interstitial defect distribution at the 

end of the simulation where yellow, purple, and aqua represent the charged Ti, charged O, 

and metal Ti respectively. (b) represents the vacancy defect distribution at the end of the 

simulation where yellow, violet, and aqua represent the charged Ti, charged O, and metal Ti 

respectively. 

5.7 Conclusion 

In summary, we have discussed MD simulation on high energy radiation effects in core-shell 

Ti-TiO2 NPs, which could serve as the radiation detection to be used in nuclear reactors. This 

work has shown that the radiation creates defects, and the defects are either SIAs or Vs. 

Surviving defects increase with increasing neutron energy and temperature. On average, 59% 

of vacancies and 64% of interstitials defect gather at the core and shell interface of the NPs, 

and the rest of the defects stay either surface or bulk side. In all cases, mean square 

displacement for core­shell NP changes with increasing the recoil energy and temperature. 

Nonetheless, the Core of the core­shell NP remains intact even after getting irradiation. So, it 

can predict that the shell protects the core of the NP during irradiation. 
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Chapter 6: Summary and Conclusion 

This study contributes to the research in identifying the irradiation effects on nanomaterials. To meet 

the objective, research was mainly focused on the study defect distribution in nanomaterials due to 

irradiation. As this field of research is directly related to Nano Nuclear Technology (NNT), a 

literature review was done and presented in this dissertation, which unveils the ongoing study and 

research so far in this field. The present work studies irradiation cascades in Fe Nanoparticle and 

core-shell Ti-TiO2 nanoparticles using atomic level method: molecular dynamics. The production, 

evolution, and dynamics of defects in nanoparticles have been explored. Several mechanisms of 

defect formation in nanoparticles have been discovered. 

We observed defect structures in Fe NP that have not been observed before, which could serve as 

the radiation detection used in nuclear reactors. This work has shown that the radiation 

creates a small number (average 0.114 % SIAs and 0.122% Vs for 40 keV) of defects. The 

defects are either single SIAs or Vs. In each of the cases, they produce one chunk of a big 

cluster. The cluster of SIAs stays near the nanoparticle's surface; however, the Vs one stays 

inside the nanoparticle.  The Fe SIA clusters, which remain near the surface, possibly could 

be used to predict the reason for NP structure change and cluster formation during the 

irradiation.  The Vs clusters inside the NPs also be used to anticipate the formation of voids 

in the irradiated BCC Fe NP. 

For the first time, we did an MD simulation on core­shell Ti-TiO2 NPs and discussed high 

energy radiation effects, which could serve as the radiation detection used in nuclear reactors. 

This work has shown that the radiation creates defects, and the defects are either SIAs or Vs. 

Surviving defects increase with increasing neutron energy and temperature. On average, 59% 

of vacancies and 64% of interstitials defect gather at the core and shell interface of the NPs, 
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and the rest of the defects stay either surface or bulk side. In all cases, mean square 

displacement for core­shell NP changes with increasing the recoil energy and temperature. 

Nonetheless, the Core of the core­shell NP remains intact even after getting irradiation. So, it 

can predict that the shell protects the core of the NP during irradiation. Since, in most of the 

cases, cores of NP are stable even after irradiation and property of nanoparticles at high 

temperature open new doors for application as radiation sensing material to monitor radiation 

fluxes in the high­temperature core of nuclear reactors and could positively contribute to the 

assurance of enhanced safety of the future reactors. 
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Appendix A: Supplemental materials 

 

Mean square displacement as a function of simulation time for several recoil energy for 100K. 

 

Mean square displacement as a function of simulation time for several recoil energy for 500K. 
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