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## Abstract

The Nesterov gradient descent algorithm serves as a performance benchmark for convex optimization problems. Like many other gradient-based methods, the Nesterov algorithm requires choosing a constant step size before optimization begins, and the performance of the algorithm heavily depends on the step size. Here, we propose three novel adaptive algorithms which adaptively determine the step size based on the searching history. The new adaptive methods were tested alongside the original Nesterov algorithm on a list of commonly-used optimization test functions in a range of dimensions. The numerical experiments showed that they consistently outperformed the Nesterov algorithm by a wide margin. We also discuss ways that these adaptive methods could be improved.
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## Chapter 1: Introduction

This thesis explores solutions to optimization problems using gradient-based methods. An optimization problem is formally stated as follows:

Problem 1. Let $f$ be a function defined on some set I, find

$$
\operatorname{argmin}_{x \in I} f(x) .
$$

Optimization can also refer to finding maximum function values as well, but in the context of machine learning, the function $f$ usually is an indication of error within a model or approximated solution, so it is customary to let the term "optimization" refer to finding minimum values. In particular, we are concerned with optimization problems with a convex target function. Convex functions appear in many different applications, so it is natural to study optimization techniques which apply specifically to convex functions. Recall that for differentiable functions, convexity is defined as follows ([18], p52):

Definition 1. A continuously differentiable function $f$ is said to be convex on $\mathbb{R}^{n}$ if for any $x, y \in \mathbb{R}^{n}$, it follows that

$$
\begin{equation*}
f(y) \geq f(x)+\langle\nabla f(x), y-x\rangle . \tag{1}
\end{equation*}
$$

The inequality (1) can be derived from another more common definition of convexity ([18], p54):

Definition 2. A function $f$ in $\mathbb{R}^{n}$ is called convex if for all $x, y \in \mathbb{R}^{n}$, and all $p \in[0,1]$,

$$
\begin{equation*}
f(p x+(1-p) y) \leq p f(x)+(1-p) f(y) \tag{2}
\end{equation*}
$$

In fact, for differentiable functions, the two definitions are equivalent. Now, this second definition can be readily used to prove the following important property about convex functions which guarantees that an algorithmic scheme can achieve a minimal function value [10]:

Proposition 1. Let $f$ be a convex function on $\mathbb{R}^{n}$, and suppose $f$ has a local minimum at $x^{*}$. Then $f$ also has a global minimum at $x^{*}$.

Proof. Suppose $x^{*}$ is a local minimum of $f$. Then for any $y \in \mathbb{R}^{n}$, we can choose $p \in(0,1]$ small enough, so that $z:=(1-p) x^{*}+p y$ is in the neighborhood of $x^{*}$ such that $f\left(x^{*}\right) \leq f(z)$. It follows that

$$
f\left(x^{*}\right) \leq f\left((1-p) x^{*}+p y\right) \leq(1-p) f\left(x^{*}\right)+p f(y) .
$$

Thus, $f\left(x^{*}\right) \leq f(y)$. So $f$ has a global minimum at $x^{*}$.
There are many existing methods to perform convex optimization [1], and an example which is consistently regarded as a benchmark for algorithm performance is the Nesterov gradient descent method ([18], p80). However, the Nesterov gradient descent algorithm is non-adaptive, meaning that it uses some parameters that are predetermined by the user, and the step sizes are computed separately from the given function and error values produced by the algorithm. Consequently, the performance of the algorithm heavily depends on the initial parameters. As such, it is a non-trivial task to choose the right initial parameters, which often requires a brute-force search.

Thus, the goal of this research project is to create a convex optimization algorithm with better performance by using adaptive techniques. The new algorithm's successful performance improvement is measured by running itself and the Nesterov algorithm on a set of commonly-used optimization test functions, with a wide range of dimensions, to compare the number of iterations and function evaluations required for each algorithm to converge. To introduce the new algorithms, it will first be necessary to explore some of the most common gradient-based optimization methods, then the new adaptive methods will be presented along with the specific test cases that were used to verify their performance improvement.

## Chapter 2: Optimization Methods

There are many different methods which have been discovered to solve optimization problems. For general reference, we recommend the excellent book [1]. Many of these methods rely on computing and using a function's gradient, since it contains valuable information about extreme values. In this chapter, we explain four of the most common optimization methods currently in use: Gradient Descent, Mirror Descent, Coordinate Descent, and the Ellipsoid method. This will help setup the motivation for a new method.

## 1. Gradient Descent

For a given continuous function $f$, the gradient descent method begins by picking an initial point $\left(x_{0}, f\left(x_{0}\right)\right)$, and a step size. Then, to find the nearest minimal function value, new $x$ values are iteratively computed by finding the gradient at the current $x$ value, scaling the gradient by some constant determined by the step size, and then going in the direction opposite to the gradient by subtracting from the current $x$ value. This is because the direction opposite the gradient indicates the path of steepest descent towards the nearest minimal function value [6]. Also, the constant gradient scalar is normally referred to as the step size, but in the context of machine learning, is usually referred to as the learning rate. This process can be formally stated as follows:

Algorithm 1. Gradient Descent For a convex function f, an initial point $x_{0}$, and a given constant step size $\eta$, iteratively compute $x_{n+1}=x_{n}-\eta \nabla f(x)$ for $n=1,2, \ldots$.

Now, a question that naturally arises is whether or not this process will converge to some minimum value of $f$ ? Proving this result requires setting up and stating some preliminary definitions and lemmas (See e.g. [10]). First, let $\|\cdot\|$ denote the Euclidean norm defined by

$$
\|x\|=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2}, x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

Definition 3. Let $f: \mathbb{R}^{n} \mapsto \mathbb{R}$ be a convex, continuous objective function with respect to a given norm $\|\cdot\|$, then $f$ is defined to be L-Lipschitz if for all $x, y \in \mathbb{R}^{n}$,

$$
\|f(x)-f(y)\| \leq L\|x-y\| .
$$

Furthermore, $f$ is defined to be L-smooth if the gradient $\nabla f:=\left(\partial f / \partial x_{1}, \ldots, \partial f / \partial x_{n}\right)$ is L-Lipschitz. In other words, for any $x, y$ in the domain of $f$,

$$
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|
$$

The following result ensures the convergence of the gradient descent algorithm [10]:

Theorem 1. Let $f$ be convex and L-smooth on $\mathbb{R}^{n}$, and let $x^{*}=\operatorname{argmin} f(x)$. Then the gradient descent with $\eta=\frac{1}{L}$ satisfies

$$
f\left(x_{n}\right)-f\left(x^{*}\right) \leq \frac{2 L\left\|x_{1}-x^{*}\right\|^{2}}{n-1}
$$

The proof of this theorem contains the ideas that are essential to the development of the new algorithms. To this end, it is necessary to first prove two lemmas:

Lemma 1. Let $f$ be convex and L-smooth on $\mathbb{R}^{n}$. Then for any $x, y \in \mathbb{R}^{n}$, it follows that

$$
\left|f(x)-f(y)-\nabla f(y)^{T}(x-y)\right| \leq \frac{L}{2}\|x-y\|^{2} .
$$

Proof. First, express $f(x)-f(y)$ as an integral, then apply the Cauchy-Schwartz inequality and the definition of $L$-smooth:

$$
\begin{aligned}
\left|f(x)-f(y)-\nabla(y)^{T}(x-y)\right| & =\left|\int_{0}^{1} \nabla f(y+t(x-y))^{T}(x-y) d t-\nabla(y)^{T}(x-y)\right| \\
& \leq \int_{0}^{1}\|\nabla f(y+t(x-y))-\nabla f(y)\| \cdot\|x-y\| d t \\
& \leq \int_{0}^{1} L t\|x-y\|^{2} d t \\
& =\frac{L}{2}\|x-y\|^{2} .
\end{aligned}
$$

Lemma 1 implies that if $f$ is convex and $L$-smooth, then for any $x, y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
0 \leq f(x)-f(y)-\nabla f(y)^{T}(x-y) \leq \frac{L}{2}\|x-y\|^{2} . \tag{3}
\end{equation*}
$$

Thus, apply the iterative step from gradient descent $y=x-\frac{1}{L} \nabla f(x)$ to get the next result:

$$
\begin{equation*}
f\left(x-\frac{1}{L} \nabla f(x)\right)-f(x) \leq-\frac{1}{2 L}\|\nabla f(x)\|^{2} . \tag{4}
\end{equation*}
$$

The inequality (3) is often considered to be an alternative definition of smoothness [10], and will be used in the development of the new algorithms.

Lemma 2. Suppose a function $f$ satisfies (3), then for any $x, y \in \mathbb{R}^{n}$, it follows that

$$
f(x)-f(y) \leq \nabla f(x)^{T}(x-y)-\frac{1}{2 L}\|\nabla f(x)-\nabla f(y)\|^{2} .
$$

Proof. Let $z=y-\frac{1}{L}(\nabla f(x)-\nabla f(y))$. Then by convexity, we have

$$
\begin{aligned}
f(x)-f(y) & =f(x)-f(z)+f(z)-f(y) \\
& \leq \nabla f(x)^{T}(x-z)+\nabla f(y)^{T}(z-y)+\frac{L}{2}\|z-y\|^{2} \\
& =\nabla f(x)^{T}(x-y)+(\nabla f(x)-\nabla f(y))^{T}(y-z)+\frac{1}{2 L}\|\nabla f(x)-\nabla f(y)\|^{2} \\
& =\nabla f(x)^{T}(x-y)-\frac{1}{2 L}\|\nabla f(x)-\nabla f(y)\|^{2} .
\end{aligned}
$$

With the above results, we now turn to the proof of Theorem 1 [10]:
Proof. By inequality (4) and the iterative step of gradient descent, it is true that

$$
f\left(x_{n+1}\right)-f\left(x_{n}\right) \leq-\frac{1}{2 L}\left\|\nabla f\left(x_{n}\right)\right\|^{2} .
$$

Now, define a term that denotes the distance from the value of $f$ at the current point $x_{n}$ to the function minimum as follows:

$$
\delta_{n}=f\left(x_{n}\right)-f\left(x^{*}\right) .
$$

Thus, by applying the above definition, it follows that

$$
\delta_{n+1} \leq \delta_{n}-\frac{1}{2 L}\left\|\nabla f\left(x_{n}\right)\right\|^{2} .
$$

Also, by convexity it is true that

$$
\begin{equation*}
\delta_{n} \leq \nabla f\left(x_{n}\right)^{T}\left(x_{n}-x^{*}\right) \leq\left\|x_{n}-x^{*}\right\| \cdot\left\|\nabla f\left(x_{n}\right)\right\| . \tag{5}
\end{equation*}
$$

Now, (5) implies that

$$
\delta_{n+1} \leq \delta_{n}-\frac{1}{2 L\left\|x_{n}-x^{*}\right\|^{2}} \delta_{n}^{2} .
$$

If it is shown that $\left\|x_{n}-x^{*}\right\|$ decreases as $n$ increases, then this would imply

$$
\begin{equation*}
\delta_{n+1} \leq \delta_{n}-\frac{1}{2 L\left\|x_{1}-x^{*}\right\|^{2}} \delta_{n}^{2} . \tag{6}
\end{equation*}
$$

By Lemma 2, we have

$$
f(x)-f(y) \leq \nabla f(x)^{T}(x-y)-\frac{1}{2 L}\|\nabla f(x)-\nabla f(y)\|^{2} .
$$

Switching $x$ and $y$, we have

$$
f(y)-f(x) \leq \nabla f(y)^{T}(y-x)-\frac{1}{2 L}\|\nabla f(y)-\nabla f(x)\|^{2} .
$$

Summing the two inequalities above gives

$$
(\nabla f(x)-\nabla f(y))^{T}(x-y) \geq \frac{1}{L}\|\nabla f(x)-\nabla f(y)\|^{2}
$$

Now, $\nabla f\left(x^{*}\right)=0$, so

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2} & =\left\|x_{n}-\frac{1}{L} \nabla f\left(x_{n}\right)-x^{*}\right\|^{2} \\
& =\left\|x_{n}-x^{*}\right\|^{2}-\frac{2}{L} \nabla f\left(x_{n}\right)^{T}\left(x_{n}-x^{*}\right)+\frac{1}{L^{2}}\left\|\nabla f\left(x_{n}\right)\right\|^{2} \\
& \leq\left\|x_{n}-x^{*}\right\|^{2}-\frac{1}{L^{2}}\left\|\nabla f\left(x_{n}\right)\right\|^{2} \\
& \leq\left\|x_{n}-x^{*}\right\|^{2} .
\end{aligned}
$$

Now, let $\omega=\frac{1}{2 L\left\|x_{1}-x^{*}\right\|^{2}}$, then $\omega \delta_{n}^{2}+\delta_{n+1} \leq \delta_{n}$ if and only if

$$
\omega \frac{\delta_{n}}{\delta_{n+1}}+\frac{1}{\delta_{n}} \leq \frac{1}{\delta_{n+1}} .
$$

This implies that

$$
\frac{1}{\delta_{n+1}}-\frac{1}{\delta_{n}} \geq \omega,
$$

which implies that

$$
\frac{1}{\delta_{n}} \geq \omega(t-1)
$$

So

$$
f\left(x_{n}\right)-f\left(x^{*}\right)=\delta_{n} \leq \frac{1}{\omega(t-1)},
$$

and this concludes the proof.

## Applications in Machine Learning

The version of gradient descent that has been discussed so far involves minimizing a general function. Now, a common problem in machine learning is to minimize a specific kind of function called a loss function, which indicates the error of a given machine learning model. In this context, a machine learning model is associated with various parameters, and the goal is to configure these parameters so that the model's error is minimal. In general, the loss functions considered in machine learning are not always convex. The minimization is achieved by a process called "training", which involves systematically updating these parameters after evaluating the model on training data, which contains a set of input values matched with
expected output values. After training, the model's accuracy is determined by evaluating it on test data, which is also a set of input values with previously known output values, and determining the error. Naturally, the model is considered to be trained successfully when the error of expected outputs compared with predicted outputs by the model in the test data is minimal.

Thus, it is common to think of training a machine learning model as an optimization problem, in which the loss function is the objective function needing to be minimized. Then it is possible to use gradient descent to find the data values and parameters that produce the least error. There are several main methods that use gradient decent to minimize a loss function which are discussed below.

## Stochastic Gradient Descent

When gradient descent is used to minimize error across a data set with many pairs of input values matched to expected output values, a popular and effective technique is to approximate the gradient at each step by a randomly selected individual pair of input/output values in the training data, or by averaging gradients of several values from the training data [13]. It has been shown that the stochastic gradient descent method is nearly optimal when minimizing the loss of a convex function [13].

Now, in order to guarantee that the stochastic gradient descent method converges, the step size of the gradient must occasionally be updated according to a decreasing sequence. This can cause the method to take longer to converge than traditional gradient descent, since decreasing the step size usually increases the amount of time it takes the algorithm to finish [15]. However, there are certain conditions that will guarantee stochastic gradient descent converges at a rate comparable to traditional gradient descent. Suppose $f$ is the function being minimized, $\nabla f$ is the true gradient, and $\nabla f_{i}$ is the stochastic gradient chosen at the $i$-th step, then for all $x$ in the domain of $f$, and for all $i$ and for some constant $C \in \mathbb{R}$, if

$$
\max _{i}\left\{\left\|\nabla f_{i}(x)\right\|\right\} \leq C\|\nabla f(x)\|
$$

then the stochastic gradient descent method will converge as quickly as traditional gradient descent [15].

## Batch Gradient Descent

Generally, batch gradient descent is a method of minimizing the loss function that involves updating the parameters of a machine learning model after each value in the training data has been evaluated using the current set of parameters. An
epoch is defined to be the process of updating the model parameters after the loss function has been evaluated on a complete set of training data. In the batch method of gradient descent, the training set in each epoch is the entire training data set. In the on-line method, the training set in each epoch is a single value from the training data set. Finally, in the mini-batch method, the training set is a small, randomly selected portion of the training data set [17].

## Momentum

There are many techniques which have been developed to improve the performance of gradient based methods. Most often, these techniques are implemented as a variation of stochastic gradient descent in particular. One such technique is to use a decaying sum to stabilize the direction of the gradient from one iteration to the next [8], [9]. This concept is called momentum, and it can be formally stated as a modification to the gradient descent method. Let $\mu$ be the momentum factor given, and let $m_{k}$ denote the momentum in the $k$-th iteration, then modify gradient descent as follows to incorporate momentum:

Algorithm 2. Gradient Descent with Momentum For a convex function $f$, an initial point $x_{0}$, and a given constant step size $\eta$. Let $m_{0}=\nabla f\left(x_{0}\right)$. Do the following until the stopping condition is met:

$$
\begin{aligned}
& m_{k+1}=\mu m_{k}+\eta \nabla\left(x_{k}\right), \\
& x_{k+1}=x_{k}-m_{k+1} .
\end{aligned}
$$

This gives rise to another performance enhancing gradient descent modification called adaptive momentum estimation, or adam for short [9]. The process that this technique calls for in each iteration of the gradient descent is outlined below:

$$
\begin{aligned}
& m_{k+1}=\mu m_{k}+(1-\mu) \nabla f\left(x_{k}\right) \\
& x_{k+1}=x_{k}-\eta \frac{m_{k+1}}{1-\mu^{k}}
\end{aligned}
$$

There are other more recent methods that have been proven to successfully improve gradient descent. For example, one of these methods is called adagrad, in which the learning rate is set to be

$$
\frac{\eta}{\sqrt{\sum_{i=1}^{k} \nabla\left(f\left(x_{i}\right)\right)^{2}}} .
$$

A similar method called adadelta performs the same process, with the exception that a fixed number of previous gradients are summed in the RMS term during each iteration. This avoids dividing by a value so large that the learning rate vanishes to zero [13].

## 2. Coordinate Descent

The coordinate descent method of optimization can be described as a gradient descent process in which dimensionality reduction is applied to the gradient step. Thus, in each iterative step, rather than descending by a scaled gradient vector, one or several components of the actual gradient are selected and scaled, and the descent from the current point occurs only along the coordinates of the selected components. Coordinate descent has recently become a competitive alternative to mainstream optimization methods for certain problems. This advancement has been made possible by the improvement of computational statistical methods of selecting the gradient coordinate's dimensionality reduction. We now state an important definition that sets up the discussion of coordinate descent [16].

Definition 4. Let $X, Y$ be sets and $F$ be a field, then a function $f: X \times Y \mapsto F$ is said to be separable if $f(x, y)=\sum_{i=1}^{n} g_{i}(x) h_{i}(y)$, such that for all $i, g_{i}, h_{i}: X \times Y \mapsto$ $F$.

In the context of coordinate descent, it is common practice to separate the function $f: \mathbb{R}^{n} \mapsto \mathbb{R}$ into smooth and non-smooth portions as follows:

$$
\min _{x} h(x)+\lambda \Omega(x)
$$

where $h$ is smooth and convex, and $\Omega$ may be convex, non-smooth, and separable by assumption; and $\lambda \in \mathbb{R}^{+}$is a regularization constant. If $\Omega$ is separable, then

$$
\Omega(x)=\sum_{i=1}^{n} \Omega_{i}\left(x_{i}\right),
$$

where $\Omega_{i}: \mathbb{R} \mapsto \mathbb{R}$ for all $i[3]$. A basic algorithmic scheme of coordinate descent is provided below. In this implementation, a single component from the gradient is selected in each iteration, and the corresponding coordinate of the current point $x$ is adjusted in the direction opposite the gradient's component [3]:

Algorithm 3. Coordinate Descent Given index $k=0, x_{0} \in \mathbb{R}^{n}$, and learning rate $\lambda$, do the following until the stopping condition is met:

1. Choose gradient component index $i_{k} \in\{1,2, \ldots, n\}$
2. Compute $x_{k+1}=x_{k}-\lambda\left[\nabla f\left(x_{k}\right)\right]_{i_{k}} e_{i_{k}}$
3. Set $k=k+1$

It is worth noting that in the basic coordinate scheme, the index $i_{k}$ can be chosen in a cyclic manner, where $i_{k}=\left(i_{k-1} \bmod n\right)+1$. As stated above, another
method of choosing the index $i_{k}$ is to randomly select it. This is a more effective coordinate descent method, and a proof of its convergence is provided. It is first necessary to state some definitions.

Definition 5. A function $f$ is said to be strongly convex with a modulus of convexity $\mu>0$ if for all $x, y$ :

$$
f(y)-f(x) \geq \nabla f(x)^{T}(y-x)+\frac{\mu}{2}\|y-x\|^{2} .
$$

Now, a small variation of the Lipschitz definition states that $f$ is said to be $L$-smooth if for all $x, d \in \mathbb{R}^{n}$, it follows that

$$
\|\nabla f(x+d)-\nabla f(x)\| \leq L\|d\|
$$

In this case, $L$ is said to be the Lipschitz constant. In the context of coordinate descent, it is useful to apply this concept to each dimensional component. This gives rise to the following definition:

Definition 6. Let $f$ be an L-smooth function, then the component Lipschitz constants are defined to be the set of constants $L_{i}$ for $i=1,2, \ldots, n$ such that for all $x \in \mathbb{R}^{n}$ and $t \in \mathbb{R}$,

$$
\left|\left[\nabla f\left(x+t e_{i}\right)\right]_{i}-[\nabla f(x)]_{i}\right| \leq L_{i}|t| .
$$

If this is true for all $i$, then $f$ is said to be uniformly Lipschitz continuous. Also, the coordinate Lipschitz constant $L_{\max }$ is defined to be

$$
L_{\text {max }}=\max _{i=1,2, \ldots, n} L_{i} .
$$

Now, before proving convergence of the random coordinate descent method, it is necessary to formally state the notation of a required concept:
Notation: Let $E_{i_{k}}$ denote the expectation of the single random index $i_{k}$, and let $E$ denote the expectation of all random variables $i_{1}, i_{2}, \ldots, i_{n}[3]$. We now proceed with a proof of convergence for the random coordinate descent method [3].

Theorem 2. Let $f$ be a convex, uniformly Lipschitz continuous function that attains a minimum value $f^{*}=f\left(x^{*}\right)$ where $x^{*}$ is in some set $S$. Suppose there is some finite constant $R_{0}$ such that $\max _{x^{*} \in S} \max _{x}\left\{\left\|x-x^{*}\right\|: f(x) \leq f\left(x_{0}\right)\right\} \leq R_{0}$. Suppose also that $\lambda=\frac{1}{L_{\max }}$. Then for all $k>0$, it is true that

$$
E\left(f\left(x_{k}\right)\right)-f^{*} \leq \frac{2 n L_{\max } R_{0}^{2}}{k}
$$

Furthermore, if $f$ is strongly convex with $\mu>0$, it follows that

$$
E\left(f\left(x_{k}\right)\right)-f^{*} \leq\left(1-\frac{\mu}{n L_{\max }}\right)^{k}\left(f\left(x_{0}\right)-f^{*}\right)
$$

Proof. By Taylor's theorem and definition of uniform Lipschitz continuity, it follows that

$$
\begin{aligned}
f\left(x_{k+1}\right) & =f\left(x_{k}-\lambda\left[\nabla f\left(x_{k}\right)\right]_{i_{k}} e_{i_{k}}\right), \\
& \leq f\left(x_{k}\right)-\lambda\left[\nabla f\left(x_{k}\right)\right]_{i_{k}}^{2}+\frac{1}{2} \lambda^{2} L_{i_{k}}\left[\nabla f\left(x_{k}\right)\right]_{i_{k}}^{2}, \\
& \leq f\left(x_{k}\right)-\lambda\left(1-\frac{L_{\max }}{2} \lambda\right)\left[\nabla f\left(x_{k}\right)\right]_{i_{k}}^{2}, \\
& =f\left(x_{k}\right)-\frac{1}{2 L_{\max }}\left[\nabla f\left(x_{k}\right)\right]_{i_{k}}^{2} .
\end{aligned}
$$

when $\lambda=\frac{1}{L_{\text {max }}}$.
Now, take the expectation of both sides over the random index $i_{k}$ to get the following:

$$
\begin{aligned}
E_{i_{k}}\left(f\left(x_{k+1}\right)\right) & \leq f\left(x_{k}\right)-\frac{1}{2 n L_{\max }} \sum_{i=1}^{m}\left[\nabla f\left(x_{k}\right)\right]_{i}^{2} \\
& =f\left(x_{k}\right)-\frac{1}{2 n L_{\max }}\left\|\nabla f\left(x_{k}\right)\right\|^{2} .
\end{aligned}
$$

Note that $i_{k}$ was chosen from $\{1,2, \ldots, n\}$ with equal probability. Thus,

$$
E_{i_{k}}\left(f\left(x_{k+1}\right)\right)-f^{*} \leq E_{i_{k}}\left(f\left(x_{k}\right)\right)-f^{*}-\frac{1}{2 n L_{\max }}\left\|\nabla f\left(x_{k}\right)\right\|^{2} .
$$

Now, let

$$
\phi_{k}=E\left(f\left(x_{k}\right)\right)-f^{*},
$$

and take the expectation of both sides with respect to all indices to get

$$
\begin{aligned}
\phi_{k+1} & \leq \phi_{k}-\frac{1}{2 n L_{\max }} E\left(\left\|\nabla f\left(x_{k}\right)\right\|^{2}\right), \\
& \leq \phi_{k}-\frac{1}{2 n L_{\max }}\left[E\left(\left\|\nabla f\left(x_{k}\right)\right\|\right)\right]^{2}
\end{aligned}
$$

by Jensen's inequality.
Now, $f$ is convex, so for any $x^{*} \in S$, it is true that

$$
\begin{aligned}
f\left(x_{k}\right)-f\left(x^{*}\right) & \leq \nabla f\left(x_{k}\right)^{T}\left(x_{k}-x^{*}\right), \\
& \leq\left\|\nabla f\left(x_{k}\right)\right\| \cdot\left\|x_{k}-x^{*}\right\|, \\
& \leq R_{0}\left\|\nabla f\left(x_{k}\right)\right\| .
\end{aligned}
$$

by assumption. Thus, take the expectation of both sides to get

$$
\frac{\phi_{k}}{R_{0}} \leq E\left(\left\|\nabla f\left(x_{k}\right)\right\|\right)
$$

Substitute this bound into the previous result to get the following:

$$
\phi_{k}-\phi_{k+1} \geq \frac{1}{2 n L_{\max }} \frac{1}{R_{0}^{2}} \phi_{k}^{2} .
$$

Thus, it follows that

$$
\begin{aligned}
\frac{1}{\phi_{k+1}}-\frac{1}{\phi_{k}} & =\frac{\phi_{k}-\phi_{k+1}}{\phi_{k} \phi_{k+1}}, \\
& \geq \frac{\phi_{k}-\phi_{k+1}}{\phi_{k}^{2}}, \\
& \geq \frac{1}{2 n L_{\max } R_{0}^{2}} .
\end{aligned}
$$

By recursively summing the above result as a telescoping sum, we get the following result:

$$
\frac{1}{\phi_{k}}-\frac{1}{\phi_{0}} \geq \frac{k}{2 n L_{\max } R_{0}^{2}}
$$

Thus, it is true that

$$
\frac{1}{\phi_{k}} \geq \frac{k}{2 n L_{\max } R_{0}^{2}}
$$

So then

$$
E\left(f\left(x_{k}\right)\right)-f^{*}=\phi_{k} \leq \frac{2 n L_{\max } R_{0}^{2}}{k}
$$

as stated in the first part of the claim.
Now it remains to prove the part of the claim involving strong convexity.
Assume that for some $\mu>0$ and for all $x, y$ :

$$
f(y)-f(x) \geq \nabla f(x)^{T}(y-x)+\frac{\mu}{2}\|y-x\|^{2} .
$$

Now, let $f^{*}=f(y)$ and $x=x_{k}$ and apply this to the statement of strong convexity:

$$
f^{*} \geq f\left(x_{k}\right)-\frac{1}{2 \mu}\left\|\nabla f\left(x_{k}\right)\right\|^{2}
$$

By using this inequality to bound the squared norm of the gradient, we modify the previous statement of expected values:

$$
\begin{aligned}
\phi_{k+1} & \leq \phi_{k}-\frac{\mu}{n L_{\max }} \phi_{k}, \\
& =\left(1-\frac{\mu}{n L_{\max }}\right) \phi_{k} .
\end{aligned}
$$

Recursively substituting this expression results in the following inequality:

$$
\phi_{k} \leq\left(1-\frac{\mu}{n L_{\max }}\right)^{k} \phi_{0}
$$

So substituting back in the definition of $\phi$,

$$
E\left(f\left(x_{k}\right)\right)-f^{*} \leq\left(1-\frac{\mu}{n L_{\max }}\right)^{k}\left(f\left(x_{0}\right)-f^{*}\right)
$$

which satisfies the claim.
This proof establishes the fact that the coordinate descent scheme will eventually converge to the minimal function value, on the order of $\frac{1}{k}$.

## Accelerated Coordinate Descent

It is possible to derive an algorithmic scheme that accelerates coordinate descent. This is achieved by applying the Nesterov acceleration technique to the coordinate descent scheme, taking care to integrate the randomized gradient coordinate selection into the accelerated scheme. Here is a formal statement of the algorithm [3]:

Algorithm 4. Accelerated Coordinate Descent For a strongly convex function $f$ with convexity modulus $\mu>0$, let $x_{0} \in \mathbb{R}^{n}, k=0, v_{0}=x_{0}$, and $\gamma_{-1}=0$. Do the following until the stopping condition is met:

1. Choose $\gamma_{k}$ to be the larger root by applying the quadratic formula to the following expression: $\gamma_{k}^{2}+\frac{\mu \gamma_{k-1}^{2}-1}{n} \gamma_{k}-\gamma_{k-1}^{2}=0$
2. Set $\alpha_{k}=\frac{n-\gamma_{k} \mu}{\gamma_{k}\left(n^{2}-\mu\right)}$, and $B_{k}=1-\frac{\gamma_{k} \mu}{n}$
3. Set $y_{k}=\alpha_{k} v_{k}+\left(1-\alpha_{k}\right) x_{k}$
4. Choose index $i_{k} \in\{1,2, \ldots, n\}$ with uniform probability
5. Set $x_{k+1}=y_{k}-\frac{1}{L_{i_{k}}}\left[\nabla f\left(y_{k}\right)\right]_{i_{k}} e_{i_{k}}$
6. Set $v_{k+1}=B_{k} v_{k}+\left(1-B_{k}\right) y_{k}-\frac{\gamma_{k}}{L_{i_{k}}}\left[\nabla f\left(y_{k}\right)\right]_{i_{k}} e_{i_{k}}$
7. Set $k=k+1$

Let $S_{0}=\sup _{x^{*} \in S} L_{\max }\left\|x_{0}-x^{*}\right\|^{2}+\frac{f\left(x_{0}\right)-f^{*}}{n^{2}}$. Then the following theorem ensures that Algorithm 4 converges on the order of $\frac{1}{k^{2}}$ [3]:

Theorem 3. For Algorithm 4, suppose the conditions of Theorem 2 are true, then for all $k \geq 0$,

$$
E\left(f\left(x_{k}\right)\right)-f^{*} \leq S_{0}\left(\frac{n}{k+1}\right)^{2}
$$

The Nesterov acceleration achieves a faster rate of convergence by forward substituting accurate approximations of the objective function in several intermediate series. More information about this technique is provided in a later chapter.

## 3. Mirror Descent

General gradient descent methods rely on analyzing function behavior at local points within a vector space. The mirror descent algorithm was motivated by the fact that information can be gathered by looking at the objective function's dual space as well [11]. The following definitions and assumptions lay the foundation for the formal statement of the mirror descent algorithm [10].

Definition 7. The function $g$ on $\mathbb{R}^{n}$ is said to be a subgradient of $f$ at $x \in X$ if for any $y \in X$, it is true that

$$
f(x)-f(y) \leq g^{T}(x-y)
$$

The set of subgradients of $f$ is denoted as $\partial(f)$.
Now, assume that the function $f$ has a minimum, and a subgradient of $f$ at $x \in X$ is computable and denoted by $f^{\prime}(x)$.
Then let

$$
\Psi: X \mapsto \mathbb{R}
$$

be a continuously differentiable and strongly convex function with modulus of convexity denoted as $\mu$.
Finally, the conjugate of $\Psi$ is defined to be

$$
\Psi^{*}(y)=\max _{x \in X}\{\langle x, y\rangle-\Psi(x)\},
$$

which is assumed to be easily computable, and $\lambda$ is considered to be the chosen step size.

Thus, a formal statement of the Mirror Descent algorithm is provided below [11].

Algorithm 5. Mirror Descent Let the assumptions above hold true, and let $x_{0}, y_{0} \in X$. Do the following until stopping condition is met:

1. $x_{k}=\nabla \Psi^{*}\left(y_{k}\right)$
2. $y_{k+1}=\nabla \Psi\left(x_{k}\right)-\lambda f^{\prime}\left(x_{k}\right)$
3. $x_{k+1}=\nabla \Psi^{*}\left(y_{k+1}\right)$

A natural consequence of the above algorithmic scheme is that the subgradient iterative definition for $x_{k+1}$ is a linearization of the more general process [11], [7]:

$$
x_{k+1} \in \arg \min _{x \in X}\left\{\left\langle x, f^{\prime}\left(x_{k}\right)\right\rangle+\frac{1}{2 \lambda}\left\|x-x_{k}\right\|^{2}\right\} .
$$

This gives rise to another important variation of the mirror descent method called the Subgradient Algorithm with Nonlinear Projections (SANP), for which a formal statement is given [11].

Algorithm 6. SANP Assume the conditions of the previous algorithm (Algorithm 5).

1. Define a new distance-like function, $B_{\Psi}: X \times \operatorname{int}(X) \mapsto \mathbb{R}$ such that $B_{\Psi}(x, y)=$ $\Psi(x)-\Psi(y)-\langle x-y, \nabla \Psi(y)\rangle$
2. Do the following until the stopping condition is met:

$$
x_{k+1}=\arg \min _{x \in X}\left\{\left\langle x, f^{\prime}\left(x_{k}\right)\right\rangle+\frac{1}{\lambda} B_{\Psi}\left(x, x_{k}\right)\right\}
$$

There is a deep relationship between the mirror descent algorithm and the SANP algorithm. This resemblance is due to the fact that the optimality condition of $B_{\Psi}$ gives rise to the formula for $x_{k+1}$ in mirror descent. This is formally stated in the following theorem which along with an additional lemma gives rise to a proof that the SANP algorithm converges. Proof of this corollary and lemma is omitted [11].

Theorem 4. The sequence $\left\{x_{k}\right\} \subseteq X$ generated by mirror descent corresponds exactly to the sequence generated by SANP.

Lemma 3. Let $S \subset \mathbb{R}^{n}$ be an open set with closure $\bar{S}$ and let $\Psi: \bar{S} \mapsto \mathbb{R}$ be continuously differentiable on $S$. Then for any three points $a, b \in S$ and $c \in \bar{S}$, the following holds true:

$$
B_{\Psi}(c, a)+B_{\Psi}(a, b)-B_{\Psi}(c, b)=\langle\nabla \Psi(b)-\nabla \Psi(a), c-a\rangle .
$$

Now, define $\|z\|_{*}=\max _{x}\left\{\langle x, z\rangle \mid x \in \mathbb{R}^{n},\|x\| \leq 1\right\}$ to be the dual conjugate norm, and assume the sequence $\left\{x_{k}\right\}$ produced by SANP is well defined. Then consider the following theorem [11]:

Theorem 5. Suppose that the assumptions listed above for the mirror descent algorithm hold true, and that $x_{0} \in \operatorname{int}(X)$. Then for $k \geq 1$, it is true that

$$
\min _{1 \leq s \leq k} f\left(x_{s}\right)-\min _{x \in X} f(x) \leq \frac{B_{\Psi}\left(x^{*}, x_{1}\right)+2 \mu^{-1} \sum_{s=1}^{k} \lambda_{s}^{2}\left\|f^{\prime}\left(x_{s}\right)\right\|_{*}^{2}}{\sum_{s=1}^{k} \lambda_{s}}
$$

In particular, the sequence $\min _{1 \leq s \leq k} f\left(x_{s}\right)-\min _{x \in X} f(x)$ converges as $k \rightarrow \infty$ provided that $\lambda_{s} \rightarrow 0$ and

$$
\sum_{s} \lambda_{s} \rightarrow \infty
$$

Proof. Let $x^{*}$ be a minimal solution. Then this implies that for all $x \in X$,

$$
\left\langle x-x_{k+1}, \lambda_{k} f^{\prime}\left(x_{k}\right)+\nabla \Psi\left(x_{k+1}\right)-\nabla \Psi\left(x_{k}\right)\right\rangle \geq 0 .
$$

Thus, let $x=x^{*}$ to get the following inequality:

$$
\left\langle x^{*}-x_{k+1}, \nabla \Psi\left(x_{k}\right)-\nabla \Psi\left(x_{k+1}\right)-\lambda_{k} f^{\prime}\left(x_{k}\right)\right\rangle \geq 0 .
$$

Now, let

$$
\begin{aligned}
& s_{1}=\left\langle x^{*}-x_{k+1}, \nabla \Psi\left(x_{k}\right)-\nabla \Psi\left(x_{k+1}\right)-\lambda_{k} f^{\prime}\left(x_{k}\right)\right\rangle, \\
& s_{2}=\left\langle x^{*}-x_{k+1}, \nabla \Psi\left(x_{k+1}\right)-\nabla \Psi\left(x_{k}\right)\right\rangle, \\
& s_{3}=\left\langle x_{k}-x_{k+1}, \lambda_{k} f^{\prime}\left(x_{k}\right)\right\rangle .
\end{aligned}
$$

Then the subgradient inequality for convex functions gives rise to the next inequality:

$$
\begin{aligned}
0 & \leq \lambda_{k}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right), \\
& \leq \lambda_{k}\left\langle x_{k}-x^{*}, f^{\prime}\left(x_{k}\right),\right. \\
& =s_{1}+s_{2}+s_{3} .
\end{aligned}
$$

Now, by the above inequality, it follows that $s_{1} \leq 0$. Furthermore, by Lemma 2.9, we have that

$$
s_{2}=B_{\Psi}\left(x^{*}, x_{k}\right)-B_{\Psi}\left(x^{*}, x_{k+1}\right)-B_{\Psi}\left(x_{k+1}, x_{k}\right) .
$$

Also, a general property of the convexity modulus $\mu$ is that for all $a, b \in \mathbb{R}^{n}$,

$$
\langle a, b\rangle \leq \frac{1}{2 \mu}\|a\|^{2}+\frac{\mu}{2}\|b\|^{2} .
$$

Thus, we have that

$$
s_{3} \leq \frac{1}{2 \mu} \lambda_{k}^{2}\left\|f^{\prime}\left(x_{k}\right)\right\|_{*}^{2}+\frac{\mu}{2}\left\|x_{k}-x_{k+1}\right\|^{2} .
$$

Recall that $B_{\Psi}$ is strongly convex, meaning that

$$
-B_{\Psi}\left(x_{k+1}, x_{k}\right)+\frac{\mu}{2}\left\|x_{k}-x_{k+1}\right\|^{2} \leq 0 .
$$

Thus, it follows that

$$
\begin{aligned}
\lambda_{k}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right) & =s_{1}+s_{2}+s_{3} \\
& \leq B_{\Psi}\left(x^{*}, x_{k}\right)-B_{\Psi}\left(x^{*}, x_{k+1}\right)+\frac{1}{2 \mu} \lambda_{k}^{2}\left\|f^{\prime}\left(x_{k}\right)\right\|_{*}^{2} .
\end{aligned}
$$

Thus, by summing the above inequality over $k=1, \ldots, s$, we get the following expression:

$$
\Sigma_{k=1}^{s} \lambda_{k}\left(f\left(x_{k}\right)-f\left(x^{*}\right)\right) \leq B_{\Psi}\left(x^{*}, x_{1}\right)-B_{\Psi}\left(x^{*}, x_{s+1}\right)+\frac{1}{2 \mu} \Sigma_{k=1}^{s} \lambda_{k}^{2}\left\|f^{\prime}\left(x_{k}\right)\right\|_{*}^{2}
$$

Since $B_{\Psi}$ is a nonnegative function, the last inequality gives rise to the following result:

$$
\min _{1 \leq s \leq k} f\left(x_{s}\right)-\min _{x \in X} f(x) \leq \frac{B_{\Psi}\left(x^{*}, x_{1}\right)+\frac{1}{2 \mu} \sum_{s=1}^{k} \lambda_{s}^{2}\left\|f^{\prime}\left(x_{s}\right)\right\|_{*}^{2}}{\sum_{s=1}^{k} \lambda_{s}} .
$$

Note that this result proves the overall convergence of SANP, so the first part of the claim is satisfied. Also, if $\lambda_{k} \rightarrow 0$ and $\sum_{k=1}^{\infty} \lambda_{k}=\infty$ as assumed, it follows from this last inequality as well that

$$
\min _{1 \leq s \leq k} f\left(x_{s}\right)-\min _{x \in X} f(x) \rightarrow 0 .
$$

So this proves the second part of the claim.

## 4. Ellipsoid Method

The Ellipsoid method is an optimization algorithm that starts out with an ellipsoid containing a portion of a function with the desired minimal point in $\mathbb{R}^{n}$. It progresses by using the gradient to find a half-space that cuts the function into portions with minimal points, and those without minimal points, and then creates a new, smaller ellipsoid around the portion of the function with the minimal points [4]. Notice that this is not a method of gradient descent. So each time an approximal minimizer $x_{k}$ is generated in each algorithmic iteration, $f\left(x_{k}\right)$ is added to a list, and the proposed solution $f^{*}$ is said to be $f^{*}=\min _{k=1,2, \ldots} f\left(x_{k}\right)$. The algorithm converges when $f^{*}$ falls below a given error threshold. It has been proven that this method does indeed converge in quadratic time [4]. Before formally stating the ellipsoid method's algorithmic scheme, a definition for ellipsoid is required.

Definition 8. $A$ set $E \subseteq \mathbb{R}^{n}$ is an ellipsoid if there exists a vector $a \in \mathbb{R}^{n}$ and $a$ positive definite $n \times n$ matrix $A$ such that

$$
E=E(A, a)=\left\{x \in \mathbb{R}^{n} \mid(x-a)^{T} A^{-1}(x-a) \leq 1\right\} .
$$

This gives rise to the following theorem ([5], p69):
Theorem 6. For every convex body $K \subset \mathbb{R}^{n}$ there exists a unique ellipsoid $E$ of minimal volume containing $K$. Moreover, $K$ contains the ellipsoid obtained from $E$ by shrinking $E$ from its center by a factor of $n$.

Another definition is required to state the ellipsoid algorithm [20].
Definition 9. Let $A$ be a matrix, then the encoding length of $A$, denoted as $\langle A\rangle$, is the number of bits required to encode the entries of $A$ in binary form. For example, if $A$ is an $m \times n$ integer-matrix, then $\langle A\rangle=\sum_{i=1}^{m} \sum_{j=1}^{n} 1+\left\lceil\log _{2}\left(\left|a_{i, j}\right|+1\right)\right\rceil$. Also, if $b$ is a vector in $\mathbb{R}^{n}$, then $\langle A, b\rangle=\langle A\rangle+\langle b\rangle$.

Now we are ready to state the ellipsoid algorithm. Consider the parameters $\rho=\frac{1}{n+1}, \sigma=\frac{n^{2}}{n^{2}-1}, \tau=\frac{2}{n+1}$, and $\xi=1$. The ellipsoid algorithm may be speed up to quadratic time by increasing these parameters ([5], p82).

Algorithm 7. Ellipsoid Method Given an $m \times n$ inequality system $C x \leq d$, and let $P=\left\{x \in \mathbb{R}^{n} \mid C x \leq d\right\}$. Let $k=0, N=2 n\left((2 n+1)\langle C\rangle+n\langle d\rangle-n^{3}\right)$, $A_{0}=R^{2} I_{n}$, for $R \leq \sqrt{(n)} 2^{\langle C, d\rangle-n^{2}}$, and $a_{0}=0$.
While $a_{k} \notin P$ and $k<N$ :

1. Choose a linear inequality $c^{T} x \leq \gamma$ from $C x \leq d$ that is false when $x=a_{k}$
2. Set $b=\frac{1}{\sqrt{c^{t} A_{k} c}} A_{k} c$
3. Set $a_{k+1}=a_{k}-\rho b$
4. Set $A_{k+1}=\xi \sigma\left(A_{k}-\tau b b^{T}\right)$

## Chapter 3: Nesterov Acceleration

There is a method of improving the performance of gradient descent that was pioneered by Nesterov which was also proven to be very effective. An outline of this method is provided. All of the theorems and proofs from this chapter come directly from Nesterov's book ([18], p71-80). Now, assume that $f$ is an $L$-Lipschitz function that is strongly convex with $\mu$ as its modulus of convexity. Also, let $f$ have a minimum $f^{*}$ at $x=x^{*}$. Then consider the following definition:

Definition 10. A pair of sequences $\phi_{k}(x)$ and $\lambda_{k}$ is said to be an estimate sequence of $f$ if

$$
\lambda_{k} \rightarrow 0,
$$

and for any $x \in \mathbb{R}^{n}$ and $k \geq 0$,

$$
\phi_{k}(x) \leq\left(1-\lambda_{k}\right) f(x)+\lambda_{k} \phi_{0}(x) .
$$

The concept of an estimate sequence is useful because it shows that $f$ converges to a minimum value at the same rate that $\lambda_{k}$ converges to 0 . This is proven in the following Lemma.

Lemma 4. If for some sequence $x_{k}$ it is true that $f\left(x_{k}\right) \leq \phi_{k}^{*}=\min _{x \in \mathbb{R}^{n}} \phi_{k}\left(x_{k}\right)$, then

$$
f\left(x_{k}\right)-f^{*} \leq \lambda_{k}\left[\phi_{0}\left(x^{*}\right)-f^{*}\right] \rightarrow 0 .
$$

Proof. By assumption and definition of estimate sequences,

$$
\begin{aligned}
f\left(x_{k}\right) & \leq \min _{x \in \mathbb{R}^{n}} \phi_{k}\left(x_{k}\right), \\
& \leq \min _{x \in \mathbb{R}^{n}}\left(1-\lambda_{k}\right) f(x)+\lambda_{k} \phi_{0}(x), \\
& \leq\left(1-\lambda_{k}\right) f\left(x^{*}\right)+\lambda_{k} \phi_{0}\left(x^{*}\right) .
\end{aligned}
$$

Now, we provide a recursive definition for an estimate sequence and prove that it satisfies the definition.

Lemma 5. Let $\phi_{0}(x)$ be an arbitrary function on $\mathbb{R}^{n}$ and let $y_{k}$ be an arbitrary sequence on $\mathbb{R}^{n}$. Also, let $a_{k}$ be a sequence with terms strictly between 0 and 1 such that $\sum_{k=1}^{\infty} a_{k}=\infty$ and $\lambda_{0}=1$. Then $\left(\lambda_{k}, \phi_{k}\right)$ defined as follows satisfy the conditions of an estimate sequence:

$$
\begin{aligned}
\lambda_{k+1} & =\left(1-a_{k}\right) \lambda_{k} \\
\phi_{k+1}(x) & =\left(1-a_{k}\right) \phi_{k}(x)+a_{k}\left[f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+\frac{\mu}{2}\left\|x-y_{k}\right\|^{2}\right] .
\end{aligned}
$$

Proof. By definition, we have that

$$
\phi_{k+1}(x)=\left(1-a_{k}\right) \phi_{k}(x)+a_{k}\left[f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+\frac{\mu}{2}\left\|x-y_{k}\right\|^{2}\right] .
$$

Also, by strong convexity, we have that

$$
f(x) \geq f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x-y_{k}\right\rangle+\frac{\mu}{2}\left\|x-y_{k}\right\|^{2} .
$$

Thus, since $\phi_{k}(x) \leq\left(1-\lambda_{k}\right) f(x)+\lambda_{k} \phi_{0}(x)$, it follows that

$$
\begin{aligned}
\phi_{k+1}(x) & \leq\left(1-a_{k}\right) \phi_{k}(x)+a_{k} f(x), \\
& =\left(1-\left(1-a_{k}\right) \lambda_{k}\right) f(x)+\left(1-a_{k}\right)\left(\phi_{k}(x)-\left(1-\lambda_{k}\right) f(x)\right), \\
& \leq\left(1-\left(1-a_{k}\right) \lambda_{k}\right) f(x)+\left(1-a_{k}\right) \lambda_{k} \phi_{0}(x), \\
& =\left(1-\lambda_{k+1}\right) f(x)+\lambda_{k+1} \phi_{0}(x) .
\end{aligned}
$$

Now, notice that since $\sum_{k=1}^{\infty}\left(1-\lambda_{k}\right)$ diverges, the sequence $\lambda_{k}$ must converge. Thus, the claim is true.

Nesterov went on to prove an explicit definition of the $\phi$ functions of an estimate sequence for $f$. Note that $\phi_{0}$ can be any function, so for simplicity's sake, it is usually chosen to be a quadratic function.

Lemma 6. Let $\left(\lambda_{k}, \phi_{k}\right)$ be an estimate sequence of $f$. Then it is possible to define $\phi_{k}$ as follows:

$$
\phi_{k}(x)=\phi_{k}^{*}(x)+\frac{\gamma_{k}}{2}\left\|x-v_{k}\right\|^{2},
$$

where $\phi_{k}^{*}, \gamma_{k}$, and $v_{k}$ are sequences with the following definitions:
$\gamma_{k+1}=\left(1-a_{k}\right) \gamma_{k}+a_{k} \mu$,
$v_{k+1}=\frac{1}{\gamma_{k+1}}\left[\left(1-a_{k}\right) \gamma_{k} v_{k}+a_{k} \mu y_{k}-a_{k} \nabla f\left(y_{k}\right)\right]$,
$\phi_{k+1}^{*}=\left(1-a_{k}\right) \phi_{k}+a_{k} f\left(y_{k}\right)-\frac{a_{k}^{2}}{2 \gamma_{k+1}}\left\|\nabla f\left(y_{k}\right)\right\|^{2}+\frac{a_{k}\left(1-a_{k}\right) \gamma_{k}}{\gamma_{k+1}}\left(\frac{\mu}{2}\left\|y_{k}-v_{k}\right\|^{2}+\left\langle\nabla f\left(y_{k}\right), v_{k}-y_{k}\right\rangle\right)$.

Now we are ready to derive the accelerated algorithmic scheme. Suppose the assumption of Lemma 3.1 holds true, in that

$$
\phi_{k}^{*} \geq f\left(x_{k}\right) .
$$

Then substituting this inequality into the explicit definition of $\phi_{k}^{*}$ gives rise to the following inequality:

$$
\begin{aligned}
\phi_{k+1}^{*} \geq\left(1-a_{k}\right) f\left(x_{k}\right) & +a_{k} f\left(y_{k}\right)-\frac{a_{k}^{2}}{2 \gamma_{k+1}}\left\|\nabla f\left(y_{k}\right)\right\|^{2} \\
& +\frac{a_{k}\left(1-a_{k}\right) \gamma_{k}}{\gamma_{k+1}}\left(\frac{\mu}{2}\left\|y_{k}-v_{k}\right\|^{2}+\left\langle\nabla f\left(y_{k}\right), v_{k}-y_{k}\right\rangle\right) .
\end{aligned}
$$

Also, by convexity, $f\left(x_{k}\right) \geq f\left(y_{k}\right)+\left\langle\nabla f\left(y_{k}\right), x_{k}-y_{k}\right\rangle$, which when substituted into the previous expression gives rise to the next inequality:

$$
\phi_{k+1}^{*} \geq f\left(y_{k}\right)-\frac{a_{k}^{2}}{2 \gamma_{k+1}}\left\|\nabla f\left(y_{k}\right)\right\|^{2}+\left(1-a_{k}\right)\left\langle\nabla f\left(y_{k}\right), \frac{a_{k} \gamma_{k}}{\gamma_{k+1}}\left(v_{k}-y_{k}\right)+x_{k}-y_{k}\right\rangle
$$

The goal is to construct an algorithm for which $\phi_{k+1} \geq f\left(x_{k+1}\right)$ since that would guarantee $f\left(x_{k}\right)-f^{*}$ converges according to some sequence $\lambda_{k}$.
Notice from result (4) in Chapter 2, the following inequality holds true:

$$
f\left(y_{k}\right)-\frac{1}{2 L}\left\|\nabla f\left(y_{k}\right)\right\|^{2} \geq f\left(x_{k+1}\right)
$$

Thus, let $\gamma_{k+1}=L a_{k}^{2}=\left(1-a_{k}\right) \gamma_{k}+a_{k} \mu$, so then

$$
\begin{aligned}
\phi_{k+1}^{*} & \geq f\left(y_{k}\right)-\frac{1}{2 L}\left\|\nabla f\left(y_{k}\right)\right\|^{2}+\left(1-a_{k}\right)\left\langle\nabla f\left(y_{k}\right), \frac{a_{k} \gamma_{k}}{\gamma_{k+1}}\left(v_{k}-y_{k}\right)+x_{k}-y_{k}\right\rangle, \\
& \geq f\left(x_{k+1}\right)+\left(1-a_{k}\right)\left\langle\nabla f\left(y_{k}\right), \frac{a_{k} \gamma_{k}}{\gamma_{k+1}}\left(v_{k}-y_{k}\right)+x_{k}-y_{k}\right\rangle
\end{aligned}
$$

Now, we can solve $a_{k}$ from the quadratic equation above, and this is satisfactory since we have freedom of choice for $a_{k}$. We also have freedom of choice for $y_{k}$, so we choose $y_{k}$ such that $\frac{a_{k} \gamma_{k}}{\gamma_{k+1}}\left(v_{k}-y_{k}\right)+x_{k}-y_{k}=0$, so

$$
y_{k}=\frac{a_{k} \gamma_{k} v_{k}+\gamma_{k+1} x_{k}}{a_{k} \gamma_{k}+\gamma_{k+1}}=\frac{a_{k} \gamma_{k} v_{k}+\gamma_{k+1} x_{k}}{\gamma_{k}+a_{k} \mu} .
$$

This gives rise to the algorithmic scheme:
Algorithm 8. Nesterov Accelerated Gradient Descent, Scheme 1
Let $x_{0} \in \mathbb{R}^{n}$ and $\gamma_{0}>0$ and set $v_{0}=x_{0}$
Do the following until the stopping condition is met:

1. Compute $a_{k} \in(0,1)$ from the equation $L a^{2}=\left(1-a_{k}\right) \gamma_{k}+a_{k} \mu$
2. Set $\gamma_{k+1}=\left(1-a_{k}\right) \gamma_{k}+a_{k} \mu$
3. Set $y_{k}=\frac{a_{k} \gamma_{k} v_{k}+\gamma_{k+1} x_{k}}{\gamma_{k}+a_{k} \mu}$
4. Compute $x_{k+1}=y_{k}-\frac{1}{L} \nabla f\left(y_{k}\right)$
5. Set $v_{k+1}=\frac{1}{\gamma_{k+1}}\left[\left(1-a_{k}\right) \gamma_{k} v_{k}+a_{k} \mu y_{k}-a_{k} \nabla f\left(y_{k}\right)\right]$

Thus, these terms were derived from the inequality which serves as the condition for Lemma 3.1, so it follows from that lemma that $f\left(x_{k}\right)$ will converge to a minimum as $\lambda_{k}$ converges to 0 . This scheme can be simplified by substituting the definition of $v_{k}$ into the formula for $y_{k}$, and setting $B_{k}=\frac{a_{k+1} \gamma_{k+1}\left(1-a_{k}\right)}{a_{k}\left(\gamma_{k+1}+a_{k+1} \mu\right)}$, to get the following definition of $y_{k}$ :

$$
y_{k}=x_{k+1}+B_{k}\left(x_{k+1}-x_{k}\right) .
$$

This makes the update step for $v_{k}$ unnecessary, since it is handled in place by the new definition of $y_{k}$. Now, we substitute in the equation $\gamma_{k+1}=L a_{k}^{2}$ and simplify to get the following algorithmic scheme:

## Algorithm 9. Nesterov Accelerated Gradient Descent, Scheme 2

Let $x_{0} \in \mathbb{R}^{n}, y_{0}=x_{0}$, and $a_{0} \in(0,1)$
Do the following until the stopping condition is met:

1. Compute $x_{k+1}=y_{k}-\frac{1}{L} \nabla f\left(y_{k}\right)$
2. Compute $a_{k} \in(0,1)$ from the equation $a_{k+1}^{2}=\left(1-a_{k+1}\right) a_{k}^{2}+a_{k+1} \frac{\mu}{L}$
3. Set $B_{k+1}=\frac{a_{k}\left(1-a_{k}\right)}{a_{k}^{2}+a_{k+1}}$
4. Set $y_{k+1}=x_{k+1}+B_{k+1}\left(x_{k+1}-x_{k}\right)$

In order to prove the rate at which this scheme converges, it is necessary to first state and prove the following lemma.

Lemma 7. Nesterov Accelerated Gradient Descent, Scheme 2 is equivalent to the following gradient descent scheme:

$$
\begin{aligned}
y_{k+1} & =x_{k}-\frac{1}{L} \nabla f\left(x_{k}\right), \\
\lambda_{k+1} & =\frac{1+\sqrt{1+4 \lambda_{k}^{2}}}{2}, \\
\gamma_{k+1} & =\frac{1-\lambda_{k}}{\lambda_{k+1}}, \\
x_{k+1} & =y_{k+1}+\gamma_{k+1}\left(y_{k}-y_{k+1}\right) .
\end{aligned}
$$

Proof. For simplicity, let $\mu=0$ and use the quadratic formula to see that $a_{k+1}=$ $\frac{1}{2}\left(\sqrt{a_{k}^{4}+4 a_{k}^{2}}-a_{k}^{2}\right)$. So we must first establish the relationship between $\lambda_{k}$ and $a_{k}$. Notice that $\frac{1}{a_{k+1}}=\frac{2}{\sqrt{a_{k}^{4}+4 a_{k}^{2}-a_{k}^{2}}}$ and multiply by the conjugate to get the following expression:

$$
\begin{aligned}
\frac{1}{a_{k+1}} & =\frac{1}{2}\left(1+\sqrt{\frac{a_{k}^{4}+4 a_{k}^{2}}{a_{k}^{4}}}\right) \\
& =\frac{1+\sqrt{1+4 \frac{1}{a_{k}^{2}}}}{2}
\end{aligned}
$$

Thus, the recursive structure of each sequence is preserved by the following relationship: $\lambda_{k}=\frac{1}{a_{k}}$. Now, this can be used to show the relationship between $\gamma_{k}$ and $B_{k}$. If it can be shown that $\gamma_{k}=-B_{k}$, then this would complete the proof. Notice that

$$
\gamma_{k+1}=\frac{1-\lambda_{k}}{\lambda_{k+1}}=\frac{1-\frac{1}{a_{k}}}{\frac{1}{a_{k+1}}} .
$$

Thus, $\gamma_{k+1}=-B_{k+1}$ if and only if $\frac{-a_{k+1}}{a_{k}}\left(1-a_{k}\right)=\frac{-a_{k}}{a_{k}^{2}+a_{k+1}}\left(1-a_{k}\right)$ which is true if and only if $\frac{a_{k+1}}{a_{k}}=\frac{a_{k}}{a_{k}^{2}+a_{k+1}}$, and this is true if and only if $a_{k}^{2}=$ $a_{k+1}^{2}+a_{k}^{2} a_{k+1}$. We evaluate the right hand side:

$$
a_{k+1}^{2}+a_{k}^{2} a_{k+1}=\frac{a_{k}^{4}+4 a_{k}^{2}-2 a_{k}^{2} \sqrt{a_{k}^{4}+4 a_{k}^{2}}+a_{k}^{4}}{4}+\frac{2 a_{k}^{2} \sqrt{a_{k}^{4}+4 a_{k}^{2}}-2 a_{k}^{4}}{4}=a_{k}^{2}
$$

Thus, the claim is true.

This result will now enable us to prove the rate at which Nesterov Accelerated Gradient Descent, Scheme 2 converges [10].

Theorem 7. Let $f$ be convex and L-Lipschitz, the Nesterov Accelerated Gradient Descent, Scheme 2 satisfies the following:

$$
f\left(y_{t}\right)-f\left(x^{*}\right) \leq \frac{2 L\left\|x_{1}-x^{*}\right\|^{2}}{t^{2}}
$$

Proof. Notice that by gradient descent and Lemma 2.3,

$$
f\left(y_{k+1}\right)-f\left(y_{k}\right) \leq f\left(x_{k}\right)-f\left(y_{k}\right) \leq \nabla f\left(x_{k}\right)^{T}\left(x_{k}-y_{k}\right)-\frac{1}{2 L}\left\|\nabla f\left(x_{k}\right)\right\|^{2}
$$

Then by using the definition of $y_{k+1}$ above, it is clear that the right hand side directly above equals

$$
L\left(x_{k}-y_{k+1}\right)\left(x_{k}-y_{k}\right)-\frac{L}{2}\left\|x_{k}-y_{k+1}\right\|^{2} .
$$

Thus, if follows that

$$
f\left(y_{k+1}\right)-f\left(x^{*}\right) \leq L\left(x_{k}-y_{k+1}\right)\left(x_{k}-x^{*}\right)-\frac{L}{2}\left\|x_{k}-y_{k+1}\right\|^{2} .
$$

Now, multiply $\left(\lambda_{k}-1\right)$ to the inequality above the last inequality, and add that to the last inequality. Then, by setting a new variable $\sigma_{k}=f\left(y_{k}\right)-f\left(x^{*}\right)$ we get the following results:

$$
\begin{aligned}
\lambda_{k} \sigma_{k+1}-\left(\lambda_{k}-1\right) \sigma_{k} \leq & L\left(x_{k}-y_{k+1}\right)^{T}\left(\lambda_{k} x_{k}-\left(\lambda_{k}-1\right) y_{k}-x^{*}\right) \\
& -\frac{L}{2} \lambda_{k}\left\|x_{k}-y_{k+1}\right\|^{2} .
\end{aligned}
$$

Multiply this expression by $\lambda_{k}$ to get the following:

$$
\begin{aligned}
\lambda_{k}^{2} \delta_{s+1}-\lambda_{k-1}^{2} \delta_{k} \leq & \frac{L}{2}\left(2 \lambda_{k}\left(x_{k}-y_{k+1}\right)^{T}\left(\lambda_{k} x_{k}-\left(\lambda_{k}-1\right) y_{k}-x^{*}\right)\right) \\
& -\left\|\lambda_{k}\left(y_{k+1}-x_{k}\right)\right\|^{2} \\
= & \frac{L}{2}\left(\left\|\lambda_{k} x_{k}-\left(\lambda_{k}-1\right) y_{k}-x^{*}\right\|^{2}-\left\|\lambda_{k} y_{k+1}-\left(\lambda_{k}-1\right) y_{k}-x^{*}\right\|^{2}\right)
\end{aligned}
$$

which follows from the fact that $\lambda_{k-1}^{2}=\lambda_{k}^{2}-\lambda_{k}$ and for any vectors $u$ and $v$, $2 v^{T} u-\|v\|^{2}=\|u\|^{2}-\|u-v\|^{2}$.

Now, by definition, the following equations hold true:

$$
\begin{aligned}
x_{k+1} & =y_{k+1}+\gamma_{k+1}\left(y_{k}-y_{k+1}\right) \\
\lambda_{k+1} x_{k+1} & =\lambda_{k+1} y_{k+1}+\left(1-\lambda_{k}\right)\left(y_{k}-y_{k+1}\right) \\
\lambda_{k+1} x_{k+1}-\left(\lambda_{k+1}-1\right) y_{k+1} & =\lambda_{k} y_{k+1}-\left(\lambda_{k}-1\right) y_{k}
\end{aligned}
$$

Let $w_{k}=\lambda_{k} x_{k}-\left(\lambda_{k}-1\right) y_{k}-x^{*}$. Then combining the last two previous results gives rise to the following:

$$
\lambda_{k}^{2} \sigma_{k+1}-\lambda_{k-1}^{2} \sigma_{k}^{2} \leq \frac{L}{2}\left(\left\|u_{k}\right\|^{2}-\left\|u_{k+1}\right\|^{2}\right)
$$

Thus, form a telescoping sum by adding up both sides of the inequality from $k=1$ to $k=t-1$ to get the following result:

$$
\sigma_{t} \leq \frac{L}{2 \lambda_{t-1}^{2}}\left\|u_{1}\right\|^{2}
$$

Then by induction, it is clear to see that $\lambda_{t-1} \geq \frac{t}{2}$. Thus, the claim is true.

Now, $a_{k}$ and $B_{k}$ from Nesterov Accelerated Gradient Descent, Scheme 2 can be estimated by appropriate constants $a_{k}=\sqrt{\frac{\mu}{L}}$ and $B_{k}=\frac{\sqrt{L}-\sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}$ to produce the following algorithmic scheme:

## Algorithm 10. Nesterov Accelerated Gradient Descent, Scheme 3

Let $x_{0} \in \mathbb{R}^{n}, y_{0}=x_{0}$
Do the following until the stopping condition is met:

1. Compute $y_{k+1}=x_{k}-\frac{1}{L} \nabla f\left(x_{k}\right)$
2. Set $x_{k+1}=y_{k+1}+\frac{\sqrt{L}-\sqrt{\mu}}{\sqrt{L}+\sqrt{\mu}}\left(y_{k+1}-y_{k}\right)$

By setting $\kappa=\frac{L}{\mu}$, we may prove this scheme converges according to exponential decay with the following theorem [10].

Theorem 8. Let $f$ be strongly convex with $\mu$ modulus of convexity and L-Lipschitz, then the Nesterov acceleration converges as follows:

$$
f\left(y_{k}\right)-f^{*} \leq \frac{L+\mu}{2}\left\|x_{1}-x^{*}\right\|^{2} e^{-\frac{k-1}{\sqrt{k}}} .
$$

Proof. Consider the following recursive function definitions:

$$
\begin{aligned}
\phi_{1}(x) & =f\left(x_{1}\right)+\frac{\mu}{2}\left\|x-x_{1}\right\|^{2} ; \\
\phi_{k+1}(x) & =\left(1-\frac{1}{\sqrt{\kappa}}\right) \phi_{k}(x)+\frac{1}{\sqrt{k}}\left(f\left(x_{k}\right)+\nabla f\left(x_{k}\right)^{T}\left(x-x_{k}\right)+\frac{\mu}{2}\left\|x-x_{k}\right\|^{2}\right) .
\end{aligned}
$$

Thus, by strong convexity, as $k$ increases, $\phi_{k}$ will get closer to $f$ according to the following inequality:

$$
\phi_{k+1}(x) \leq f(x)+\left(1-\frac{1}{\sqrt{\kappa}}\right)^{k}\left(\phi_{1}(x)-f(x)\right) .
$$

Now, it is proven by induction that $f\left(y_{k}\right) \leq \min _{x \in \mathbb{R}^{n}} \phi_{k}(x)$. The details of this proof are meticulous, so they are omitted. Therefore, it follows that

$$
\begin{aligned}
f\left(y_{k}\right)-f^{*} & \leq \phi_{k}\left(x^{*}\right)-f\left(x^{*}\right), \\
& \leq f\left(x^{*}\right)+\left(1-\frac{1}{\sqrt{\kappa}}\right)^{k}\left(\phi_{1}\left(x^{*}\right)-f\left(x^{*}\right)\right)-f\left(x^{*}\right), \\
& \leq\left(1-\frac{1}{\sqrt{\kappa}}\right)^{k}\left(\phi_{1}\left(x^{*}\right)-f\left(x^{*}\right)\right), \\
& \leq\left(1-\frac{1}{\sqrt{\kappa}}\right)^{k-1}\left(f\left(x_{1}\right)+\frac{\mu}{2}\left\|x^{*}-x_{1}\right\|^{2}-f\left(x^{*}\right)\right) .
\end{aligned}
$$

And by convexity, it follows that

$$
\begin{aligned}
f\left(y_{k}\right)-f^{*} & \leq\left(1-\frac{1}{\sqrt{\kappa}}\right)^{k-1}\left(\frac{L+\mu}{2}\left\|x^{*}-x_{1}\right\|^{2}\right) \\
& \leq \frac{L+\mu}{2}\left\|x^{*}-x_{1}\right\|^{2}\left(1-\frac{1}{\sqrt{\kappa}}\right)^{k-1} \\
& \leq \frac{L+\mu}{2}\left\|x^{*}-x_{1}\right\|^{2}\left(1-\frac{1}{\sqrt{\kappa}(k-1)}\right)^{k-1} .
\end{aligned}
$$

Thus, as $k$ increases, the farthest-right term takes on the form of the exponential, so the claim is true.

## Chapter 4: New Adaptive Methods

The performance of a gradient-based algorithm heavily depends on the choice of step size, or the learning rate. A learning rate that is too small will not only take a long time to converge, but sometimes when coupled with the vanishing gradient, may lead the algorithm to get stuck before reaching the minimum point. Also, a learning rate that is too large may lead the algorithm to diverge. Thus, choosing the right learning rate is the main challenge of these algorithms. Indeed, as we will discuss later in this chapter, a good learning rate is determined by how fast the gradient changes its direction. Furthermore, in real applications, the rate at which the gradient changes its direction changes from location to location, and it is not feasible to have one learning rate that fits universally. For example, consider the two-dimensional Zakharov function:

$$
f(x, y)=x^{2}+y^{2}+(x+2 y)^{2}+(x+2 y)^{4} .
$$

The function has a unique minimizer $(0,0)$. Suppose we start at the initial point $(0.5,0.5)$. Near $(0.5,0.5)$, the gradient changes its direction slowly, so a larger step size is desired. As it gets closer to the minimizer at the origin, the gradient changes its direction faster. Consequently, the step size would be better if it were smaller, even though the magnitude of the gradient also gets smaller, as the decrease in magnitude may not be able to catch up to the change of the direction. This case is quite different from the sphere function $g(x, y)=x^{2}+y^{2}$, in which the direction of the gradient does not change, and only its magnitude decreases. Thus, a constant or increasing learning rate is preferable.

The goal of this work is to develop adaptive methods that automatically adjust their learning rates along the way. Figure 1 illustrates this phenomenon for the Zakharov function introduced above. By choosing a learning rate according to the local curvature of the gradient flow curve, one can speed up the process of searching for the minimizer. Without using an adaptive rate, it requires several hundred iterations to reach the minimum, while using an adaptive learning rate, seven steps are enough to get the same level of approximation.


Figure 1: Adaptive learning rate can significantly improve the performance of gradient-based algorithms.

We now discuss the adaptive methods of gradient descent to serve as an alternative to the Nesterov acceleration. We introduce three new methods. Each of these methods relies on update steps which take information about the current run into consideration.

## Adaptive Gradient Descent

To introduce the adaptive gradient descent methods, we start with the Taylor expansion of multivariate functions. Suppose $f$ is a $n$-dimensional function defined on $\mathbb{R}^{n}$ that has continuous second partial derivatives. For $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbb{R}^{n}$, we define $g(t)=f(x+t(y-x)), t \in \mathbb{R}$. The second order Taylor approximation of $g$ gives

$$
\begin{equation*}
g(t)-g(0)=t g^{\prime}(0)+\frac{t^{2}}{2} g^{\prime \prime}(\xi), \tag{7}
\end{equation*}
$$

for some $\xi \in(0, t)$. By the Chain Rule, we have

$$
g^{\prime}(t)=\sum_{i=1}^{n} \frac{\partial f}{\partial x_{i}}\left(y_{i}-x_{i}\right)=(y-x)^{T} \nabla f(x+t(y-x)),
$$

and

$$
g^{\prime \prime}(t)=\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\left(y_{i}-x_{i}\right)\left(y_{j}-x_{j}\right)=(y-x)^{T} H(x+t(y-x))(y-x),
$$

where $H$ is the Hessian matrix defined by

$$
H(z)=\left(\begin{array}{cccc}
\frac{\partial^{2} f(x)}{\partial x_{1}^{1}} & \frac{\partial^{2} f(x)}{\partial x_{1} x_{2}} & \cdots & \frac{\partial^{2} f(x)}{\partial x_{1} x_{n}} \\
\frac{\partial^{2} f(x)}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} f(x)}{\partial x_{2}^{2}} & \cdots & \frac{\partial^{2} f(x)}{\partial x_{2} \partial x_{n}} \\
\vdots & \vdots & \cdots & \vdots \\
\frac{\partial^{2} f(x)}{\partial x_{n} \partial x_{1}} & \frac{\partial^{2} f(x)}{\partial x_{n} \partial x_{2}} & \cdots & \frac{\partial^{2} f(x)}{\partial x_{n}^{2}}
\end{array}\right) .
$$

Thus, (7) can be rewritten as

$$
f(x+t(y-x)))-f(x)=t(y-x)^{T} \nabla f(x)+\frac{t^{2}}{2}(y-x)^{T} H(x+\xi(y-x))(y-x)
$$

If $f$ is convex, then by (1), we have

$$
f(x+t(y-x))-f(x) \geq t(y-x)^{T} \nabla f(x)
$$

which implies that $(y-x)^{T} H(x+\xi(y-x))(y-x) \geq 0$. In particular, if we let $y-x=-\nabla f(x)$, then we obtain

$$
\begin{equation*}
f(x-t \nabla f(x))-f(x)=-t\|\nabla f(x)\|^{2}+\frac{t^{2}}{2}(\nabla f(x))^{T} H(x-\xi \nabla f(x)) \nabla f(x) \tag{8}
\end{equation*}
$$

Suppose $x, y$ are close to each other. Then by the assumption that $f$ has continuous second partial derivatives, we have

$$
(\nabla f(x))^{T} H(x-\xi \nabla f(x)) \nabla f(x) \approx(\nabla f(x))^{T} H(x) \nabla f(x)
$$

which is independent of $t$. Thus, to minimize the value $f(x-t \nabla f(x))$, the optimal choice of $t$ would be

$$
t \approx \frac{\|\nabla f(x)\|^{2}}{(\nabla f(x))^{T} H(x) \nabla f(x)}
$$

However, computing the Hessian matrix is rather costly. In what follows, we need to obtain some estimate for the quantity $(\nabla f(x))^{T} H(x) \nabla f(x)$. For each $1 \leq i \leq n$, we define

$$
h(t)=\frac{\partial f}{\partial x_{i}}(x+t(y-x))-\frac{\partial f}{\partial x_{i}}(x) .
$$

By the Mean Value Theorem, we have

$$
h(t)=h(t)-h(0)=t h^{\prime}(\eta)
$$

for some $\eta \in(0, t)$. Also, by the Chain Rule, we have

$$
h^{\prime}(t)=\sum_{j=1}^{n} \frac{\partial^{2} f(x)}{\partial x_{i} \partial x_{j}}\left(y_{j}-x_{j}\right),
$$

and

$$
\frac{\partial f}{\partial x_{i}}(y)-\frac{\partial f}{\partial x_{i}}(x)=t \sum_{j=1}^{n} \frac{\partial^{2} f(x+\eta(y-x))}{\partial x_{i} \partial x_{j}}\left(y_{j}-x_{j}\right) .
$$

Thus,

$$
\nabla f(y)-\nabla f(x)=(y-x)^{T} H(x+\eta(y-x))
$$

Consequently,

$$
\begin{aligned}
(y-x)^{T} H(x+\eta(y-x))(y-x) & =(y-x)^{T}(\nabla f(y)-\nabla f(x)) \\
& \leq\|y-x\| \cdot\|\nabla f(y)-\nabla f(x)\|,
\end{aligned}
$$

by the Cauchy-Schwartz inequality. Now, when $x$ and $y$ are close to each other, by the continuity of the second partial derivatives of $f$, we have

$$
(\nabla f(x))^{T} H(x) \nabla f(x) \lesssim\|y-x\| \cdot\|\nabla f(y)-\nabla f(x)\| .
$$

Thus,

$$
t \approx \frac{\|\nabla f(x)\|^{2}}{(\nabla f(x))^{T} H(x) \nabla f(x)} \geq \frac{\|y-x\|}{\|\nabla f(y)-\nabla f(x)\|}
$$

This leads to our first adaptive gradient decent algorithm. It is clear that this should yield good results, since $\frac{1}{L}$ was proven to be the optimal step size for convex functions in gradient descent ([18], p69):

Algorithm 11. Adaptive Gradient Descent I. For a convex function $f$ that has continuous second partial derivatives, the algorithm consists of these steps:

1. Pick an initial point $x_{0}$, compute $\nabla f\left(x_{0}\right)$;
2. Choose a small $\delta$, say $\delta=10^{-6}$, compute $x_{1}=x_{0}-\delta \nabla f\left(x_{0}\right)$ and $\nabla f\left(x_{1}\right)$.
3. For $n=1,2, \ldots$, until a stopping condition is met, compute

$$
t_{n}=\frac{\left\|x_{n}-x_{n-1}\right\|}{\left\|\nabla f\left(x_{n}\right)-\nabla f\left(x_{n-1}\right)\right\|},
$$

$$
x_{n+1}=x_{n}-t_{n} \nabla f\left(x_{n}\right) \text { and } \nabla f\left(x_{n+1}\right) .
$$

## Improved Adaptive Gradient Descent: First Improvement

One advantage of Adaptive Gradient Descent I is that both $\nabla f\left(x_{n}\right)$ and $\nabla f\left(x_{n-1}\right)$ have been computed in the previous step. Thus, no additional expensive computation is needed. The drawback is that the learning rate estimated by $t_{n}=$ $\frac{\left\|x_{n}-x_{n-1}\right\|}{\left\|\nabla f\left(x_{n}\right)-\nabla f\left(x_{n-1}\right)\right\|}$ is smaller than the optimal value. This leads to conservative iterative steps. For low dimensional cases, this is not a concern. When the dimension gets higher, and $x$ and $y$ are close, the quantities $(y-x)^{T} H(x)(y-x)$ and $\|y-x\| \cdot\|\nabla f(y)-\nabla f(x)\|$ may not be close. To get a more accurate estimate of the adaptive learning rate, we propose a direct estimate of the former, under the assumption that the function $f$ has continuous third order partial derivatives.

We reconsider the function $g(t)=f(x+t(y-x))-f(x)$. If $f$ has continuous third order partial derivatives, then $g^{\prime \prime \prime}(t)$ is continuous. By the third order Taylor expansion, we have

$$
\begin{align*}
g(t) & =g(0)+t g^{\prime}(0)+\frac{t^{2}}{2} g^{\prime \prime}(0)+\frac{t^{3}}{6} g^{\prime \prime \prime}(\xi),  \tag{9}\\
g(-t) & =g(0)-t g^{\prime}(0)+\frac{t^{2}}{2} g^{\prime \prime}(0)-\frac{t^{3}}{6} g^{\prime \prime \prime}(\eta), \tag{10}
\end{align*}
$$

for some $\xi \in(0, t)$ and $\eta \in(-t, 0)$. When $\xi$ and $\eta$ are close, by the continuity of $g^{\prime \prime \prime}$, we have $g^{\prime \prime \prime}(\xi) \approx g^{\prime \prime \prime}(\eta)$. Thus, (9) and (10) implies

$$
t^{2} g^{\prime \prime}(0) \approx g(t)+g(-t)-2 g(0)
$$

Rewriting it in terms of $f$, we have

$$
t^{2}(y-x)^{T} H(x)(y-x) \approx f(x+t(y-x))+f(x-t(y-x))-2 f(x) .
$$

Consequently, we have

$$
\frac{\|y-x\|^{2}}{(y-x)^{T} H(x)(y-x)} \approx \frac{\|t(y-x)\|^{2}}{f(x+t(y-x))+f(x-t(y-x))-2 f(x)} .
$$

In particular, if $y$ and $x$ are close, then by choosing $t=1$, we have

$$
\frac{\|y-x\|^{2}}{(y-x)^{T} H(x)(y-x)} \approx \frac{\|y-x\|^{2}}{f(y))+f(2 x-y)-2 f(x)} .
$$

Thus, we are led to the following substitution

$$
s_{n}:=\frac{\left\|x_{n}-x_{n-1}\right\|^{2}}{f\left(x_{n}-1\right)+f\left(2 x_{n}-x_{n}-1\right)-2 f\left(x_{n}\right)}
$$

for the learning rate $t_{n}$ in Adaptive Gradient Decent I.
This estimate is aggressive and risky. If $y$ and $x$ are not close enough, the estimate itself may not be accurate. When $y$ and $x$ are very close to each other,
the denominator on the right-hand side is very close to 0 . The estimate of the fraction is then very sensitive to the computational rounding error. If the fraction (which corresponds to the learning rate) is over estimated, then the algorithm may lead to divergence. To avoid this, we use the harmonic average of $t_{n}$ and $s_{n}$ as the new learning rate.

Algorithm 12. Adaptive Gradient Descent II. For a convex function $f$ that has continuous second partial derivatives, the algorithm consists of these steps:

1. Pick an initial point $x_{0}$, compute $\nabla f\left(x_{0}\right)$;
2. Choose a small $\delta$, say $\delta=10^{-6}$, compute $x_{1}=x_{0}-\delta \nabla f\left(x_{0}\right)$ and $\nabla f\left(x_{1}\right)$.
3. For $n=1,2, \ldots$, until a stopping condition is met, compute

$$
\begin{aligned}
& \text { - } a_{n}=\frac{\left\|\nabla f\left(x_{n}\right)-\nabla f\left(x_{n-1}\right)\right\|}{\left\|x_{n}-x_{n-1}\right\|} \\
& \text { - } b_{n}=\frac{f\left(x_{n-1}\right)+f\left(2 x_{n}-x_{n-1}\right)-2 f\left(x_{n}\right)}{\left\|x_{n}-x_{n-1}\right\|^{2}} \\
& \text { - } x_{n+1}=x_{n}-\frac{2}{a_{n}+b_{n}} \nabla f\left(x_{n}\right) \text { and } \nabla f\left(x_{n+1}\right) \text {. }
\end{aligned}
$$

Note that the estimate of $s_{n}$ uses three additional function evaluations, two of which are calculated in the previous steps, but the evaluation of $f\left(2 x_{n}-x_{n-1}\right)$ is an additional calculation. If the gradient of $f$ is given by an analytic formula, and it can be easily evaluated, this extra evaluation is a non-trivial overhead. Otherwise, the numerical calculation of the gradient of a $d$-dimensional function takes $2 d+1$ function evaluations, so adding one extra function evaluation only increases the computation by $1 /(2 d+1)$ fraction of the effort.

## Improved Adaptive Gradient Descent: Second Improvement

Assume that the function $g(t)$ defined near 0 has continuous fourth derivatives. Then by the Taylor expansion, we have

$$
\begin{gathered}
g(t)=g(0)+t g^{\prime}(0)+\frac{t^{2}}{2} g^{\prime \prime}(0)+g \frac{t^{3}}{6} g^{\prime \prime \prime}(0)+\frac{t^{4}}{24} g^{(4)}(\xi) \\
g(-t)=g(0)-t g^{\prime}(0)+\frac{t^{2}}{2} g^{\prime \prime}(0)-g \frac{t^{3}}{6} g^{\prime \prime \prime}(0)+\frac{t^{4}}{24} g^{(4)}(\eta)
\end{gathered}
$$

for some $\xi \in(0, t)$ and $\eta \in(-t, 0)$. If $\xi$ and $\eta$ are close (e.g. when $t$ is small), by the continuity of $g^{(4)}$ we have

$$
g^{\prime \prime \prime}(0) \approx \frac{3\left[g(t)-g(-t)-2 t g^{\prime}(0)\right]}{t^{3}}
$$

In particular, if $g(t)=f(x+t(y-x))$ for some $x$ and $y$ that are close to each other, we have
$\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n}\left(y_{i}-x_{i}\right)\left(y_{j}-x_{j}\right)\left(y_{k}-x_{k}\right) \frac{\partial^{3} f(x)}{\partial x_{i} \partial x_{j} \partial x_{k}} \approx 3\left[f(y)-f(2 x-y)-(y-x)^{T} \nabla f(x)\right]$.
Together with the estimate derived earlier:

$$
\frac{\|y-x\|^{2}}{(y-x)^{T} H(x)(y-x)} \approx \frac{\|y-x\|^{2}}{f(y))+f(2 x-y)-2 f(x)}
$$

we now have all the estimates we need for a new and improved adaptive gradient descent. For notational convenience, we denote

$$
\begin{aligned}
& A(x, y)=f(y))+f(2 x-y)-2 f(x) \\
& B(x, y)=f(y)-f(2 x-y)-(y-x)^{T} \nabla f(x) .
\end{aligned}
$$

Note that for $g(t)=f(x+t(y-x))$, the approximation

$$
g(t)=g(0)+t g^{\prime}(0)+\frac{t^{2}}{2} g^{\prime \prime}(0)+\frac{t^{3}}{6} g^{\prime \prime \prime}(0)
$$

can be rewritten as

$$
f(x+t(y-x)) \approx f(x)+t(y-x)^{T} \nabla f(x)+\frac{t^{2}}{2} A(x, y)+\frac{t^{3}}{2} B(x, y)
$$

If $x$ and $y$ are close, then the estimate is sharp, in which case $f(x+t(y-x))$ is minimized when the right-hand side is minimized. This happens when

$$
(y-x)^{T} \nabla f(x)+A(x, y) t+\frac{3}{2} B(x, y) t^{2}=0
$$

from which we can solve for $t$ to get

$$
t=\frac{-2(y-x)^{T} \nabla f(x)}{A(x, y)+\sqrt{[A(x, y)]^{2}-6 B(x, y) \cdot(y-x)^{T} \nabla f(x)}} .
$$

This is valid only when $A(x, y)]^{2}-6 B(x, y) \cdot(y-x)^{T} \nabla f(x) \geq 0$. When this condition fails, the right-hand side above does not have a minimum value, in such a case we simply drop the square root term in the denominator.

The above analysis leads us to the following variant of improved adaptive gradient descent:

Algorithm 13. Adaptive Gradient Descent III. For a convex function $f$ that has continuous third partial derivatives, the algorithm consists of these steps:

1. Pick an initial point $x_{0}$, compute $\nabla f\left(x_{0}\right)$;
2. Choose a small $\delta$, say $\delta=10^{-6}$, compute $x_{1}=x_{0}-\delta \nabla f\left(x_{0}\right)$ and $\nabla f\left(x_{1}\right)$.
3. For $n=1,2, \ldots$, until a stopping condition is met,

- Compute $D=\left\|x_{n}-x_{n-1}\right\|$
- Compute $A=f\left(x_{n-1}\right)+f\left(2 x_{n}-x_{n-1}\right)-2 f\left(x_{n}\right)$ and $a=\frac{A}{D^{2}}$
- Compute $B=f\left(x_{n-1}\right)-f\left(2 x_{n}-x_{n-1}\right)-2\left(x_{n}-x_{n-1}\right)^{T} \nabla f\left(x_{n}\right)$ and $b=\frac{B}{D^{3}}$
- Compute $c=\max \left\{a^{2}-6 b\left\|\nabla f\left(x_{n}\right)\right\|, 0\right\}$
- Compute $\lambda=\frac{2}{a+\sqrt{c}}$
- Compute $x_{n+1}=x_{n}-\lambda \nabla f\left(x_{n}\right)$ and $\nabla f\left(x_{n+1}\right)$.


## Adaptive Momentum

We now discuss a new algorithmic scheme called adaptive momentum that is derived using the second order Taylor estimate of the objective function.

As before, we let $g(t)=f(x+t(y-x))$. Recall that we have derived that

$$
\begin{aligned}
g^{\prime \prime}(t) & =\sum_{i=1}^{n} \sum_{j=1}^{n}\left(y_{i}-x_{i}\right)\left(y_{j}-x_{j}\right) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}(x+t(y-x)) \\
& =(y-x)^{T} H(x+t(y-x))(y-x) .
\end{aligned}
$$

Let $\lambda \in \mathbb{R}$ and let $m_{n}$ be a momentum sequence in $\mathbb{R}^{n}$ such that $m_{n}=a_{n} \nabla f\left(x_{n}\right)+$ $b_{n} m_{n-1}$, where $a_{n}, b_{n} \in \mathbb{R}$. Also, define $x_{n}=x_{n-1}-\lambda m_{n-1}$. Choosing $y=x_{n-1}$ and $x=x_{n}$, then the second order Taylor expansion of $g(t)$ gives:

$$
\begin{aligned}
f\left(x_{n-1}\right)-f\left(x_{n}\right)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) & =g(1)-g(0)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) \\
& =g^{\prime}(0)+\frac{1}{2} g^{\prime \prime}(\xi)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) .
\end{aligned}
$$

Calculate $g^{\prime}(0)$ and $g^{\prime \prime}(0)$ and evaluate them using the definition of $x_{n}$ to get the following expression:

$$
\begin{aligned}
& f\left(x_{n-1}\right)-f\left(x_{n}\right)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) \\
= & \left(x_{n-1}-x_{n}\right) \nabla f\left(x_{n}+0\left(x_{n-1}-x_{n}\right)\right)+\frac{1}{2}(y-x)^{T} H(y-x)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) \\
= & \left(\lambda m_{n-1}^{T}\right) \nabla f\left(x_{n}\right)+\frac{1}{2}\left(\lambda m_{n-1}^{T}\right) H\left(\lambda m_{n-1}\right)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) \\
= & \frac{1}{2}\left(\lambda m_{n-1}^{T}\right) H\left(\lambda m_{n-1}\right)=\frac{1}{2} \lambda^{2} A,
\end{aligned}
$$

where $A$ denotes $\left(m_{n-1}^{T}\right) H\left(m_{n-1}\right)$.

Now, let $y_{n}=x_{n}-\lambda \nabla f\left(x_{n}\right)$. Then by a process of evaluating $g^{\prime}$ and $g^{\prime \prime}$ as above, it follows that

$$
\begin{aligned}
f\left(y_{n}\right)-f\left(x_{n}\right)+\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2} & =\frac{1}{2} \lambda^{2} \nabla f\left(x_{n}\right)^{T} H \nabla f\left(x_{n}\right) \\
& =\frac{1}{2} \lambda^{2} B,
\end{aligned}
$$

where $B$ denotes $\nabla f\left(x_{n}\right)^{T} H \nabla f\left(x_{n}\right)$.
Next, let $z_{n}=y_{n}-\lambda m_{n-1}=x_{n}-\lambda \nabla f\left(x_{n}\right)-\lambda m_{n-1}$ and by another similar process, we get

$$
f\left(z_{n}\right)-f\left(x_{n}\right)+\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2}+\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right)=\frac{1}{2} \lambda^{2} B+\frac{1}{2} \lambda^{2} A+\lambda^{2} C,
$$

where $C$ denotes $m_{n-1}^{T} H \nabla f\left(x_{n}\right)$.
Now, using the fact that $x_{n+1}=x_{n}-\lambda\left(a_{n} \nabla f\left(x_{n}\right)+b_{n} m_{n-1}\right)$, we get the following equation:

$$
\begin{aligned}
& f\left(x_{n+1}\right)-f\left(x_{n}\right) \\
= & \left(-\lambda\left(a_{n} \nabla f\left(x_{n}\right)+b_{n} m_{n-1}\right)\right) \nabla f\left(x_{n}\right) \\
& +\frac{1}{2}\left(-\lambda\left(a_{n} \nabla f\left(x_{n}\right)+b_{n} m_{n-1}\right)\right)^{T} H\left(-\lambda\left(a_{n} \nabla f\left(x_{n}\right)+b_{n} m_{n-1}\right)\right. \\
= & -a_{n} \lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2}-b_{n} \lambda m_{n-1}^{T} \nabla f\left(x_{n}\right)+\frac{1}{2} \lambda^{2} a_{n}^{2} B+\frac{1}{2} \lambda^{2} b_{n}^{2} A+\lambda^{2} a_{n} b_{n} C .
\end{aligned}
$$

Now, the goal is to minimize $f\left(x_{n+1}\right)$. By the right-hand side above, we can view it as a function of $a_{n}$ and $b_{n}$. This minimum value is attained when $\frac{\partial f_{n+1}}{\partial a_{n}}=0$ and $\frac{\partial f_{n+1}}{\partial b_{n}}=0$, leading to the following system of linear equations:

$$
\begin{aligned}
\frac{\partial f_{n+1}}{\partial a_{n}} & =-\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2}+\lambda^{2} B a_{n}+\lambda^{2} b_{n} C=0 \\
\frac{\partial f_{n+1}}{\partial b_{n}} & =-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right)+\lambda^{2} A b_{n}+\lambda^{2} a_{n} C=0
\end{aligned}
$$

Cramer's rule may be applied to compute the solutions to $a_{n}$ and $b_{n}$ :

$$
\left[\begin{array}{cc}
\lambda B & \lambda C  \tag{11}\\
\lambda C & \lambda A
\end{array}\right] \times\left[\begin{array}{l}
a_{n} \\
b_{n}
\end{array}\right]=\left[\begin{array}{c}
\left\|\nabla f\left(x_{n}\right)\right\|^{2} \\
m_{n-1}^{T} \nabla f\left(x_{n}\right)
\end{array}\right]
$$

We now have the necessary information to formalize the terms above into an algorithmic scheme.

Algorithm 14. Adaptive Momentum For a convex function $f$ that has continuous third partial derivatives, the algorithm consists of these steps:

1. Pick an initial point $x_{0}$, compute $\nabla f\left(x_{0}\right)$;
2. For $n=1,2, \ldots$, until a stopping condition is met, do the following:

- Set $x_{n}=x_{n-1}-\lambda m_{n-1}$
- Set $y_{n}=x_{n}-\lambda \nabla f\left(x_{n}\right)$
- Set $z_{=} y_{n}-\lambda m_{n-1}$
- Compute $\lambda^{2} A=2\left(f\left(x_{n-1}\right)-f\left(x_{n}\right)-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right)\right)$
- Compute $\lambda^{2} B=2\left(f\left(y_{n}\right)-f\left(x_{n}\right)+\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2}\right)$
- Compute $\lambda^{2} C=f\left(z_{n}\right)-f\left(x_{n}\right)+\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2}+\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right)-\frac{1}{2} \lambda^{2} B-$ $\frac{1}{2} \lambda^{2} A$.
- Calculate

$$
\begin{aligned}
& a_{n}=\frac{\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2} A-\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) C}{\lambda^{2} A B-\lambda^{2} C} \\
& b_{n}=\frac{\lambda m_{n-1}^{T} \nabla f\left(x_{n}\right) B-\lambda\left\|\nabla f\left(x_{n}\right)\right\|^{2} C}{\lambda^{2} A B-\lambda^{2} C}
\end{aligned}
$$

- Set $m_{n}=a_{n} \nabla f\left(x_{n}\right)+b_{n} m_{n-1}$


## Adaptive Nesterov Parameters

Several of the techniques discussed before were combined with new methods to develop a third algorithm. This new algorithm uses the step size parameters $\kappa, \lambda, \gamma$ from both Nesterov Scheme 2 and Scheme 3 from Chapter 3. As stated in that chapter, Scheme 2 converges according to $\frac{2 L\left\|x_{1}-x^{*}\right\|^{2}}{k^{2}}$ while Scheme 3 converges according to $\frac{L+\mu}{2}\left\|x_{1}-x^{*}\right\|^{2} e^{-\frac{k}{\sqrt{\kappa}}}$, where $\kappa=\frac{L}{\mu}$. Thus, in a given iteration, if $\frac{L+\mu}{2} e^{-\frac{k}{\sqrt{\kappa}}}<\frac{2 L}{k^{2}}$, it follows that the parameters from Scheme 3 will provide a better descent than the parameters from Scheme 2, so in this case, these are the parameters which are chosen to determine the step size. So if $\frac{L+\mu}{2} e^{-\frac{k}{\sqrt{\hbar}}}>\frac{2 L}{k^{2}}$, the parameters from Scheme 2 will provide a better descent, and they are the ones that are chosen.

Now, recall that both Scheme 2 and Scheme 3 use two vectors labeled $y_{k}$ and $x_{k}$ that are updated in each iteration. We found that the algorithm occasionally diverged when the direction of descent was chosen to be the gradient evaluated at $x_{k}$ in each iteration. So we tried choosing the gradient at $y_{k}$ to be the direction of descent, and the algorithm still would occasionally diverge. We hypothesized that this was due to the fact that in a given iteration, out of all possible directions one could proceed in $\mathbb{R}^{n}$, the gradients at $y_{k}$ and $x_{k}$ are good candidates, but sometimes they can direct the new points towards a steep wall that results in the divergence. We correct this divergence problem by adding an additional check in each iteration that evaluates the function at two points $u$ and $v$, where $u=x_{k}-\frac{1}{L} \nabla f\left(x_{k}\right)$ and
$v=x_{k}-\frac{1}{L} \nabla f\left(y_{k}\right)$, and then compares these values. If $f(u)<f(v)$, then the gradient at $x_{k}$ is chosen as the direction of descent, and if $f(u) \geq f(v)$, then the gradient at $y_{k}$ is chosen as the direction of descent. This is motivated by the fact that looking ahead to how the function is behaving in each of these directions helps choose the best gradient direction between $x_{k}$ and $y_{k}$. This look-ahead step requires two additional function evaluations, but the algorithm converges so quickly that this does not hurt its performance overall. A formal statement of this algorithm is provided below:

Algorithm 15. Adaptive Nesterov Let $\lambda_{0}=0, \delta=1 e-6$, and $f$ be a convex and $L$-smooth function, $x_{0}, y_{0} \in \mathbb{R}^{n}$, and declare new list $P=[]$. While the stopping condition is not met:

1. $L=\frac{\left\|\nabla f\left(y_{n}\right)-\nabla f\left(y_{n-1}\right)\right\|}{\left\|y_{n}-y_{n-1}\right\|}$
2. Append $L$ to $P$
3. Let $P_{0}$ be $P$ if $|P| \leq 10$ or the last ten elements of $P$ otherwise.
4. $L_{k}=\max \left(P_{0}\right), \mu_{k}=\min \left(P_{0}\right)$
5. $\kappa=\frac{L_{k}}{\mu_{k}}$, and $\theta=\frac{\sqrt{\kappa}-1}{\sqrt{\kappa}+1}$
6. $\lambda=\frac{1+\sqrt{1+4 \lambda^{2}}}{2}$ and $\gamma=\frac{2(1-\lambda)}{1+\sqrt{1+4 \lambda^{2}}}$
7. $\eta=\min \{\theta,-\gamma\}$
8. If $f\left(x_{k}-\frac{1}{L_{k}} \nabla f\left(x_{k}\right)\right)<f\left(x_{k}-\frac{1}{L_{k}} \nabla f\left(y_{k}\right)\right)$ :

$$
y_{k+1}=x_{k}-\frac{1}{L_{k}} \nabla f\left(x_{k}\right)
$$

Else:

$$
y_{k+1}=x_{k}-\frac{1}{L_{k}} \nabla f\left(y_{k}\right)
$$

9. $x_{k+1}=(1+\eta) y_{k+1}-\eta \cdot y_{k}$

## Chapter 5: Numerical Experiments

The following commonly-used test functions were used in a series of numerical tests to determine how well some of the new methods performed in comparison to the original Nesterov acceleration:

- Norm squared function: $f(x)=\|x\|^{2}$
- Sum of Squares (Sum2): $f(x)=\sum_{i=1}^{n} i x_{i}^{2}$
- Sphere function: $f(x)=\sum_{i=1}^{n} x_{i}^{2}$
- Perm- $\beta$ function $(\beta=3): f(x)=\sum_{i=1}^{n}\left(\sum_{j=1}^{n}(j+\beta)\left(x_{j}^{i}-\frac{1}{j^{i}}\right)\right)^{2}$
- Ellipse function: $f(x)=\sum_{i=1}^{n} \Sigma_{j=1}^{i} x_{j}^{2}$
- Sum of Different powers function: $f(x)=\sum_{i=1}^{n}\left|x_{i}\right|^{i+1}$
- Trid function: $f(x)=\sum_{i=1}^{n}\left(x_{i}-1\right)^{2}-\sum_{i=2}^{n} x_{i} x_{i-1}$
- Zakharov function: $f(x)=\sum_{i=1}^{n} x_{i}^{2}+\left(\sum_{i=1}^{n} \frac{1}{2} i x_{i}\right)^{2}+\left(\sum_{i=1}^{n} \frac{1}{2} i x_{i}\right)^{4}$
- Powell function:

$$
f(x)=\Sigma_{i=1}^{\left\lfloor\frac{1}{n} n\right\rfloor}\left(x_{4 i-3}+10 x_{4 i-2}\right)^{2}+5\left(x_{4 i-1}-x_{4 i}\right)^{2}+\left(x_{4 i-2}-2 x_{4 i-1}\right)^{4}+10\left(x_{4 i-3}-x_{4 i}\right)^{2}
$$

- Brown function: $f(x)=\Sigma_{i=1}^{d-1}\left(x_{i}^{2}\right)^{x_{i+1}^{2}+1}+\left(x_{i+1}^{2}\right)^{x_{i}^{2}+1}$
- Dixon-Price function: $f(x)=\left(x_{1}-1\right)^{2}+\sum_{i=2}^{d} i\left(2 x_{i}^{2}-x_{i-1}\right)^{2}$
- Exponential function: $f(x)=-\exp \left(-0.5 \Sigma_{i=1}^{d} x_{i}^{2}\right)$
- Schwefel 2.23 function: $f(x)=\sum_{i=1}^{d} x_{i}^{1} 0$
- Xin-She Yang N. 3 function:

$$
f(x)=\exp \left(-\sum_{i=1}^{n}\left(x_{i} / \beta\right)^{2 m}\right)-2 \exp \left(\sum_{i=1}^{n}\left(x_{i}^{2}\right)\right) \prod_{i=1}^{n} \cos ^{2}\left(x_{i}\right) .
$$

Now, in order to implement the new adaptive methods, it is necessary to compute the objective function's gradient. Rather than finding the analytical formula for each function's gradient, we used a function that computes a numerical gradient approximation instead. A formal statement of our numerical gradient function is given below, given that $x \in \mathbb{R}^{n}$ and $h=1 e^{-8}$ :

$$
\nabla f(x) \approx \frac{1}{2 h} \cdot\left[f\left(x+h \cdot e_{1}\right)-f\left(x-h \cdot e_{1}\right), \ldots, f\left(x+h \cdot e_{n}\right)-f\left(x-h \cdot e_{n}\right]\right.
$$

The Adaptive Gradient Descent, Adaptive Momentum, and Adaptive Nesterov algorithms were tested on the list of functions provided above, along with the original Nesterov Scheme 2 algorithm. Scheme 2 was chosen as the comparison since the non-adaptive version of Scheme 3 did not perform as well. Each algorithm was given the same initial $x$ value, and performance was determined based on the number of numerical derivative evaluations required for each method to converge below a given error threshold. For Adaptive Gradient Descent and Adaptive Momentum, the number of numerical derivative evaluations equals the number of iterations during run-time, and for Adaptive Nesterov, the number of numerical derivative evaluations is twice the number of iterations. These tests were run in 5,20 , and 50 dimensions. They were also run on many other randomly chosen start values, with consistent results.

The learning curves from one of these battery of tests are shown below. In these curves, the error of an algorithm is mapped to by the number of numerical derivative evaluations taken by the algorithm. Error is computed by the difference between the test function's value at the current iteration and the test function's global minimum value. Also, the original Nesterov method requires choosing a step size, so before this battery of tests was run, a separate set of tests was performed for the original Nesterov method to find the step size that yielded its best performance for each function and dimension. This was done to guarantee that it would have a fair competition with the new adaptive methods.
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## Chapter 6: Conclusion and Future Work

The goal of this research was to modify the Nesterov technique by including adaptive capability to improve its performance. The tests show that the algorithms derived previously do indeed succeed at outperforming the non-adaptive Nesterov method. The Adaptive Gradient Descent algorithm converges most quickly on most functions, but it diverges in a few examples. Adaptive Momentum behaves similarly, but it converges a little more slowly than Adaptive Gradient Descent. The Adaptive Nesterov algorithm converges more slowly than these two methods, but it never diverges, which is an improvement in its own right.

All three of these methods outperformed the original, non-adaptive Nesterov scheme in the majority of tests cases. This is significant, because unlike the original Nesterov method, they do not require a predetermined learning rate. Choosing a learning rate can be a very difficult question, and often times it is only answered by running many tests and choosing the learning rate that produced the best results. Thus, the adaptive methods presented here outperformed the original method without needing to be assigned any predetermined values. Another observation is that the learning curves of all methods oscillate between higher and lower levels of error until convergence is achieved. We conjecture that this is because the step sizes slightly overshoot the ideal descent, and thus the descent occurs in the wrong direction temporarily until it gets corrected. Naturally, the adaptive methods seem to correct faster than the non-adaptive method, which might explain their improved performance.

There are still some open questions regarding the effectiveness of the adaptive methods. One function they did not perform well on was the Dixon-Price function. This function is very flat at a small distance from the origin, and grows sharply towards infinity in the shape of a $U$ curve. It is hypothesized that the adaptive methods can effectively crawl down the sharp wall of the $U$ curve, but they stop progressing to smaller values when they enter the flat region of the function close to
the origin. This is because the gradient approaches zero in this region and becomes negligible, so the algorithm stops producing new points. This was not a problem unique to the adaptive methods, since the non-adaptive Nesterov method experienced the same issue, but it was thought that taking into account the curvature of this function would have allowed the descent to continue, and this was not the case.

Another interesting task would be to compare these new methods with other methods. For instance, Nesterov pioneered another optimization technique called Fast Iterative Soft Thresholding Algorithm (FISTA) that appears to take into consideration information from the Lipschitz constant. It would be meaningful to compare these methods, especially since the convergence rate of FISTA is not clearly understood [19]. It would also be beneficial to study the behavior of these new methods on non-Lipschitz functions. If a function is not Lipschitz, the $L$ value becomes infinite. However, when it is being approximated, we conjecture that it can be reduced by dividing the learning rate by the magnitude of the gradient found by numerical approximation in order to allow the gradient descent to work. So in summary, the main result from exploring the three new methods derived in Chapter 4 is that the Lipschitz constant is an important quantity when determining the learning rate of gradient descent. Therefore, by relying on the information it provides about the current location of an objective function, it is possible to drastically improve an algorithm's rate of convergence while simultaneously removing the requirement of finding a predetermined learning rate.
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