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Abstract

Computer simulations are an invaluable tool in physics to help understand underlying

mechanisms and explore parameter space without the need to perform costly

experiments. This dissertation outlines two optimization problems in computational

physics. The first is using molecular modeling to estimate the free energy—a

fundamental physical quantity. The second is using finite element analysis to design a

superconducting magnet system that could be used to efficiently store mechanical

energy. As a measure of the amount of energy available to do work, the free energy is

important for understanding, e.g., how amino acid mutations affect protein-protein

interactions or when designing new drugs. Here, we present an implementation of the

Monte Carlo adaptive integration method (AIM) in the popular molecular dynamics

software package, GROMACS. We used AIM to calculate free energies in two model

molecular systems and compared these results against a suite of standard methods. We

showed that AIM converges with less simulation time than standard methods. We have

also investigated the use of Halbach magnet arrays in combination with

high-temperature superconductors for magnetic levitation of a fly-wheel energy storage

system. Halbach arrays were selected because they have properties that are expected to

be beneficial for efficient energy storage. To find the optimum orientation of the

magnets for the arrays, we used Infolytica Magnet, a finite-element computation

software package, to iterate over all permutations of magnet arrays consisting of 3 and 5

magnets in single and double layers. The fields and levitation forces as well as the width

of the magnet arrays relative to the width of the superconductor were analyzed. We

present our findings for the optimal array of this type and suggest guidelines to increase

the levitation force of a superconducting magnetic bearing.
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CHAPTER 1

INTRODUCTION

Computer simulations allow us to explore “what if” situations by building a representative

model that contains many of the parameters of the actual physical system, but in a virtual

form. In this way, costly, time-consuming, or unsafe physical experiments may be avoided

and, instead cheap and efficient in-silica “experiments” may be performed. Simulations

can be used to develop a deeper understanding of a system and can support experiments

by generating hypotheses or finding optimal values for input variables.

The goal of many simulations is to evaluate the effect of changing variables in a system,

often to determine optimal values. A key advantage to simulation over experiment is the

ability to capitalize on existing mathematical and computational techniques to determine

optimal values without the need to test every possible value.

Another benefit to simulations is their ability to simulate non-physical processes. For

example, in Chapter 2 below we enhance the speed of a simulation by giving atoms non-

physical properties. According to the laws of statistical mechanics the final results are

physically relevant, even though the intermediate steps are not.

The topic of the first part of this dissertation is free energy calculation in molecular

systems. The free energy is a fundamental physical quantity that determines whether a

system will spontaneously change between states, and more specifically, gives the relative

amount of time a system will spend in each state. Estimating the free energy for molecular

system is a powerful tool, e.g., to determine how amino acid mutations modify protein

folding or binding, or for developing new drugs. A long-standing goal of our research

group is to develop and test methods for efficient free energy computation. In Chapter

2 we have implemented the previously-developed adaptive integration method (AIM) in

a popular molecular modeling software package. We tested our implementation on two

molecular systems and show that our results converge to a higher level of accuracy and

precision for a given simulation time as compared to standard methods.

The molecular modeling used in Chapter 2 moves all the atoms in the system by cal-

culating interactions at the atomic level. While this is a valuable approach for studying

small molecular systems it is not useful for studying large-scale systems such as mechani-

cal stress on an engine. Thus, in Chapter 3 we used the finite element method where the

surface of any physical object is broken into a mesh of smaller parts called finite elements.

Forces between objects are then approximated by summing the forces for all elements.
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Smaller elements provide greater accuracy and allow us to represent more complex ge-

ometries.

The purpose of the research in Chapter 3 is to examine the force configurations of

alternating arrangements of permanent magnet arrays, called Halbach arrays. The ul-

timate goals is to design a superconducting flywheel energy storage system for use in

deep space. For this study we used two-dimensional finite element analysis in order to

determine the optimal configuration for our permanent magnet arrays. These simula-

tions allowed us to find the optimum configuration of magnets by exploring every possible

magnet configuration in a matter of hours instead of spending months in a lab.
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CHAPTER 2

IMPLEMENTATION OF ADAPTIVE INTEGRATION METHOD FOR FREE

ENERGY CALCULATIONS IN MOLECULAR SYSTEMS

CA Mirabzadeh, F. Marty Ytreberg

To be submitted in PeerJ the Journal of Life and Environmental Sciences

Abstract

Estimating free energy differences by computer simulation is useful for a wide variety of

applications such as creating drug designs and for understanding how amino-acid muta-

tions modify protein interactions. However, calculating free energy differences remains

challenging and often requires extensive trial and error and very long simulation times

in order to achieve converged results. Here, we present an implementation of the adap-

tive integration method (AIM) that was tested on two molecular systems and validated

by comparing results from AIM to those from a suite of standard methods. The model

systems tested here include calculating the solvation free energy of methane, and the free

energy of mutating the peptide GAG to GVG. We show that AIM is more efficient than

standard methods for these test cases, that is, AIM results converge to a higher level of

accuracy and precision for a given simulation time.

2.1 Introduction

Measuring free energy differences using computer simulations can be computationally

expensive, yet is useful for many different applications (see e.g., [1–9]) such as determining

protein conformational preferences or for virtual screening in drug design [3, 5, 6]. Of

specific relevance to the current study is that free energy calculations allow for prediction

of how amino acid mutations will modify protein-protein binding [2, 4, 8, 9]. We are

particularly interested in developing and implementing efficient methods for calculating

free energy differences and using them to understand protein evolution and protein-protein

binding.

For this report, we have implemented the adaptive integration method (AIM), in-

troduced by Fashnacht et al. [10], for use in the GROMACS [11] molecular dynamics

simulation package. Though there are many free energy methods for molecular systems

(see e.g., [12–17]), in previous studies AIM has shown promise to provide high quality,
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precise and efficient estimates of binding free energies[18]. AIM is an adaptive sampling

method that continuously improves the estimate for free energy during the simulation.

AIM uses Monte Carlo to randomly sample λ space in order to obtain numerical estimates

of the free energy differences. The algorithm actively “learns” points of high variation

along the reaction pathway and increases sampling in those areas.

For comparison with other free energy methods we used the Python tool, alchemical-

analysis.py [16], which is part of the Pymbar [19] package. The alchemical-analysis tool

takes the output from molecular dynamics simulations and estimates the free energy us-

ing many different methods, including the Bennett acceptance ratio (BAR), multistate

Bennett acceptance ratio (MBAR), thermodynamic integration (TI) and exponential av-

eraging (IEXP, DEXP). Exponential averaging is known to be noisy, biased and dependent

on the tails of the distribution of λ states [20, 21]. Bennett acceptance ratio and mul-

tistate Bennett acceptance ratio have been shown to be exceptionally accurate with less

λ states required[21]. Thermodynamic integration can be biased by the chosen method

of integration. Some of that bias can be removed by using cubic-spline interpolation or

more complex integration estimators[21, 22].

For the current study we chose two molecular systems that have well-documented

results and are important starting points for biomolecular free energy studies. First,

we calculated the solvation free energy of methane. Simulations were performed and the

free energies were calculated using the standard methods provided by alchemical-analysis.

Simulations were also performed using AIM and results compared to standard simulations.

Once we were confident in our results and our strategy, we calculated the free energy of

mutating GAG to GVG in water. For both systems, we found that AIM produces free

energy estimates that are within statistical uncertainty of standard methods but with

greater efficiency (i.e., more accurate for a given simulation time).

2.2 Methods

For this study we performed alchemical free energy simulations where the system is

changed from a reference state to an end state by constructing a reaction pathway that

either adds or removes a small molecule of interest. Such alchemical simulations are non-

physical, thus the simulation does not represent what would occur naturally. Since the

free energy is a state variable, it is independent of the path taken, and we are free to

provide any path we wish. To perform these simulations the reaction pathway is divided

into many separate, non-physical, λ states between a reference state and an end state.

The λ states represent the progression along a reaction pathway as the reference state
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transforms into the end state.

Like most methods used to calculate free energies we start from the free energy identity,

F = U − TS (2.1)

Where U is the potential energy, T is the temperature and S is the entropy of the

system.

For free energy differences we generalize the formulation of the change in free energy

by separating calculations into two, non-overlapping, thermodynamic end states, A and

B, at constant temperature T ,

∆FA→B = FB − FA = ∆U − T∆S (2.2)

Where ∆F is the change in free energy, ∆U is the change in potential energy and ∆S

is the change in entropy of the system.

Derived from statistical mechanics, the free energy difference between the two end

states, A and B, of the system is the log of the ratio of probabilities related to the energy

states, UA(~x) and UB(~x),

∆F = −kBT ln
Z[UB(~x)]

Z[UA(~x)]
(2.3)

Where kB is the Boltzmann constant, T is the system temperature. Z[U(~x)] is the

partition function for the energy states, UA(~x) and UB(~x), where ~x is the vector of con-

figuration coordinates,

Z[U(~x)] =

∫
dx exp (−βU(~x)) (2.4)

Here we have substituted β = 1
kBT

. Computationally, we calculate free energy differ-

ences between end states by sampling molecular dynamics simulations along a reaction

pathway of intermediate states, defined by λ, such that,

0 ≤ λ ≤ 1 (2.5)

This pathway connects the two end states of the system. In the case of poor overlap,

where the end states may be separated by a high energy barrier, |UB − UA| � kBT , this

pathway mitigates the otherwise very slow convergence of free energy estimates [15]. Care

should be taken when choosing intermediate states such that there is adequate overlap in

the conformation space between the end states [15, 16]. For our simulations the number
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of λ’s and time per λ were chosen through extensive trial and error.

For the standard methods we ran fixed λ alchemical simulations. During alchemical

simulations we first take a molecular dynamics step, where we calculate the inter-atomic

forces and other states of the system. We then take a step in λ space where we can apply

transformations against the system state. Fixed λ simulations spend a fixed amount of

time at each intermediate λ state. For AIM the amount of time at each intermediate λ

state is decided by the algorithm.

With proper intermediate states, we are now able to use a method, such as thermody-

namic integration (TI), to calculate the free energy difference between the two end states.

For thermodynamic integration we are simply taking the derivative of Eq. 2.1 with respect

to λ,

∂F

∂λ
=

〈
∂U

∂λ

〉
NV T

(2.6)

This differential equation, Eq. 2.6, can then be integrated to give us,

∆F =

∫ 1

λ=0

〈
∂Uλ(~x)

∂λ

〉
λ

dλ (2.7)

Where the 〈·〉λ notation represents the ensemble average at a given intermediate state,

λ. We are then free to estimate the free energy by integrating Eq. 2.7 after running

equilibrium simulations at each intermediate λ state.

The method of exponential averaging [23] starts from Eq. 2.3 above and then adding

and subtracting exp (−βU(~x)) from the integral in the partition function of the numerator

we end up with the final relationship,

∆F = −kBT ln〈exp (−βU(~x))〉 (2.8)

Unlike most other methods, exponential averaging has an exact solution since it is

only used to evaluate the difference between two states. However, it is the least efficient

method and should not be used if difference in potential energies are much larger than

kBT [21].

The Bennett [24] and multistate [19] Bennett acceptance ratio (BAR and MBAR)

methods are far more efficient than exponential averaging and are perhaps the most

efficient of the current standard free energy methods [18, 21]. BAR and MBAR typically

achieve the same statistical precision as TI with fewer λ states unless the integrand for

TI is very smooth [18, 25]. The complete derivation can be found in Bennett’s paper [24]

but the premise is; for sufficiently large samples ni of Ui and nj of Uj,
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∆F (i→ j) = kBT ln
〈f(∆Uij + C)〉j
〈f(∆Uji − C)〉i

+ C (2.9)

where C is a shift constant:

C = kBT ln
nj
ni

(2.10)

and f(x) is the Fermi function:

f(x) =
1

1 + exp βx
(2.11)

Equation (2.9) is the ratio of canonical averages of two different potentials Ui and

Uj acting on the same configuration space meaning it requires information from two

neighboring states. However, this limitation is not too much of a concern with a trivial

coordinate transformation or when using dummy coordinates in alchemical simulations.

MBAR, an extension of BAR, differs in that it takes data from more than two states

hence the name ”multistate”.

AIM looks to solve the same equation as thermodynamic integration (Eq. 2.7) with

the exception that we are performing the approximation during the simulation as opposed

to after. As a Monte Carlo method of the Metropolis form we move from state λold to

λnew with an acceptance probability

min{1, exp(−β(Unew − Uold) + β(Fnew − Fold)} (2.12)

where Unew−Uold is the difference in the potential energy for the old and new λ values

and Fnew−Fold is the current approximate for the free energy based on the running average

of the dU
dλ

terms. AIM thus involves an independent trial move (including generation of the

random number) for reaction coordinate space (λ for our study) vs configuration space.

2.2.1 Implementation

AIM was implemented into GROMACS as an expanded ensemble calculation; the Hamil-

tonian must be calculated along with its derivative, and an expanded ensemble step must

be performed for every dynamics step. In GROMACS, nstexpanded is the number of in-

tegration steps between attempted λ moves changing the system Hamiltonian in expanded

ensemble simulations. This value must be a multiple of nstcalcenergy, the number of

steps before calculating the system energy, but can be greater or less than nstdhdl, the

number of steps before calculating dHdλ. For a detailed explanation of all technical terms
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see: [26]. See the appendix for a direct example in usage.

AIM requires the dHdλ value from every dynamics step to be stored regardless of

whether a move in λ space is attempted. Since dHdλ is only calculated at each step

where free energies are calculated, every nstdhdl step, we set nstexpanded = nstdhdl =

nstcalcenergy = 1 for AIM simulations. This further implies that lmc-stats functions

were not used during AIM simulations because those functions modify the Hamiltonian

which is counter intuitive for AIM as the algorithm requires the derivative of the un-

modified Hamiltonian. Making a comparison between a modified Hamiltonian and its

unmodified derivative would require re-weighting which introduces statistical noise and is

entirely impractical.

For the implementation of AIM with GROMACS we follow the outline given in our

previous study [18].

1. Start the simulation from an equilibrated configuration at λ=0 and perform one

dynamics step.

2. Use the Metropolis Monte Carlo sampler to choose the trial move, ± 1, in λ space.

If our λ spacing is 0.05, a move from λ=0.35 to 0.4 or 0.3 may be attempted but

not to 0.45.

3. Calculate the difference in potential energy between λ trial and λ current.

4. Using the trapezoidal rule, we calculate the free energy difference between the run-

ning average of λ trial and the running average λ current.

5. Attempt a Monte Carlo move in λ space with acceptance probability given in Eq.

2.12.

6. If the move is accepted then λ is updated to the trial value, otherwise the simulations

stays at current λ.

7. The running average of the free energy at λ is updated.

The final step updates the average of the free energy at λ, regardless of acceptance.

This is done because the running average will continue to change since each consecu-

tive approximation is independent of the previous. The running average improves the

smoothness of the underlying free energy at λ which may be from high/low energy re-

gions that were poorly approximated before. Thus, whenever a better approximation of

the probability distribution is needed, AIM generates new approximations that targets it.
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2.2.2 Simulation Details

All simulations described in this paper were performed using the molecular dynamics

package GROMACS 5.1.4. The simulations were carried out at 300 K and solvated in a

dodecahedron box with TIP3P waters. The molecule was parameterized using the OPLS

(Optimized Potential for Liquid Simulations) force field [27]. The OPLS force field was

chosen for this study because it is known to perform well on small molecules [28]. In

future studies, we anticipate using AIM on protein systems where other force fields are

more appropriate such as AMBER [29] and CHARMM [30]. Since all MD force fields

have similar form and number of parameters, it is expected that the performance of AIM

would not depend on the force field chosen.

For the GAG to GVG mutations, NaCl ions were added to keep the simulation box

neutral and reach a physiologically relevant 150 mM salt concentration. Energy min-

imization was performed using steepest descent with 1000 steps. The system was then

equilibrated using simulated annealing for 1000 ps to heat the system from 100K to 300K.

For production simulations, electrostatic interactions were handled by Reaction field with

a cut-off of 0.9 nm, Potential-shift-Verlet modifier and Verlet cutoff scheme. Van der

Waals interactions were handled by twin range cut-offs with neighbor list cut-off of 1.15

nm and VdW cut-off 0.9 nm. The hydrogen bonds were constrained with the Shake algo-

rithm, allowing for a longer time step of 2 fs. Long range dispersion corrections for energy

and pressure were applied.

In order to determine the best distribution of intermediate states we followed a simple

strategy:

1. Conduct short simulations with a small set of intermediates

2. Generate a plot comparing slope values between AIM and fixed λ.

3. Determine the locations of curvature in the estimate of the free energy

4. Increase the density of intermediate states in locations of high curvature

5. Repeat until areas of high curvature have been well explored

2.3 Methane and GAG to GVG Solvation Free Energy

The first system used here, methane in water, is detailed in a systematic study of force

fields and the free energies of hydration of amino acid side chain analogs [14, 17, 31, 32].

For the GAG to GVG mutation the PMX [33] software package was used to construct

the tri-peptide mutation. Using the PMX web server (http://pmx.mpibpc.mpg.de), we



10

generated the hybrid protein structure and topology for simulations of the chosen muta-

tion, alanine to valine.

For each system, we calculated the free energy for decoupling the Lennard-Jones in-

teractions between the atomic sites of the molecule of interest in water. For fixed λ

simulations, separate equilibrium simulations of equal length were run in order to repre-

sent each of the intermediate λ states. The same values for λ were used in both fixed

λ and AIM expanded ensemble simulations. The GROMACS package was altered to

print out the dHdλ averages computed by AIM to the log file when AIM is used as the

lmc-mover. For fixed λ simulations the free energy was estimated using an external tool,

alchemical-analysis.py. AIM estimates were calculated using both the trapezoidal rule

and cubic-spline. All methods and code may be made available upon request.

2.4 Results

2.4.1 Methane

After conducting short simulations, generating plots to determine locations of high curva-

ture and increasing λ density in those locations, we averaged eight trial simulations of 100

ps per λ for separate λ distributions, Fig. 2.2. We found, by progressively increasing the λ

density between λ = 0.5 and λ = 1.0, that a distribution of 31 λs gave us a dense enough

distribution to properly compare AIM to fixed λ methods for the methane simulations.

Fig. 2.1 is a violin plot used to visualize the distribution and probability density over

the average of eight trials for each method versus time per λ. A violin plot combines

a box plot and a density plot to show the shape of the distribution around the mean.

The thick black bar in the center represents the interquartile range, the white dot is the

median and the thin black line going vertically through the middle represents the upper

and lower adjacent values. Reading a violin plot is similar to reading a density plot.

The thicker parts represent high frequency values and the thinner parts represent low

frequency values. The advantage of a violin plot over a box plot is that we are able to

view the number of groupings in the underlying distribution of the data.

In Fig. 2.1, for 31 λ values at 100 ps per λ, the slower convergence of MBAR leads to

two separate distributions of converging points. At 500 ps the other methods are beginning

to show signs of convergence, however, we see that AIM is forming a second distribution

and the width of the distribution of the other methods has not condensed or flattened

along the horizontal axis, suggesting convergence has not yet occurred for any of the

methods. Despite this, the average of the methods are in agreement within uncertainty,

i.e. variance in the mean of the estimated free energy. At 1 ns per λ all methods are
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similarly converged, indicating the larger sample size has reduced the variance from the

mean.

2.4.2 GAG to GVG Mutation

For the GAG to GVG mutation we first tested a distribution of 41 λ values averaged over

8 trial simulations of 1 ps and 100 ps per λ; see Fig. 2.3. By reviewing the smoothness of

the function we concluded that 41 λ values was sufficient and continued the simulations

for 1 ns per λ. Fig. 2.4 shows distribution of the convergence over time for each method.

We see that AIM has mostly converged at 100 ps per λ and all methods have similarly

converged for 1 ns per λ.

2.5 Discussion

In the limit of infinite sampling, all rigorous methods (i.e., statistically-mechanically-

based methods), performed properly with the same force field and parameters, will yield

the same result within uncertainty. For fixed λ simulations the sampling time is typically

chosen to be the same for each λ state. Thus, we are led to increase sampling time when-

ever convergence has not been achieved. However, if bias is introduced by an insufficient

λ distribution, in areas of high variation, increased sampling leads to radical convergence

problems [6, 22]. If the curvature of the underlying free energy function is large, averaging

over a state space that is not dense enough to fully describe the state function propagates

this bias requiring significantly increased sampling time to achieve convergence. Increas-

ing sampling time may not be realistic when dealing with limited computational resources.

Paliwal et al. [32] make a detailed argument to why convergence may not be possible for

all systems due to hard limitations in computational resources.

In particular, both TI and AIM are calculating the same slope averages and should

agree very well for simple systems and reasonably long simulation times. However, due

to the fact that AIM spends more time in regions of high variation, we should not expect

the approximation of AIM to exactly match TI with similar sampling time until the λ

density, the number of intermediate states, has been sufficiently increased in high variance

regions. Once we have chosen a sufficiently dense λ space, reasonably long simulations

should lead to highly similar approximations between these two methods.

Since AIM is implemented as a Metropolis Monte Carlo [34] expanded ensemble [14]

method, where the approximation of a given intermediate state is adaptively expanded

whenever a better approximation of the state is needed, AIM has improved sampling

over fixed λ simulations. AIM is able to smooth the underlying free energy function by
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spending more time at critical points in the curvature of the Hamiltonian state space.

This means that AIM requires fewer λ states to fully explore the free energy of a system

because we minimize the overall variance of the free energy estimate by adjusting the

distribution of data points in each intermediate λ state based on the acceptance criteria.

This reduces the propagation of error in poorly chosen, stationary distributions.

The observant reader may note that AIM violates detailed balance, however, AIM does

obey detailed balance asymptotically, i.e., once the free energy differences have converged.

As simulation time increases to infinity the average free energy differences between states

reach an equilibrium.

2.6 Conclusion

In this report we have implemented the adaptive integration method (AIM) for calculating

free energy differences in GROMACS and applied it to two molecular systems. We have

shown agreement within statistical uncertainty between AIM and a suite of standard fixed

λ methods for methane solvation and an GAG to GVG mutation. We have also shown

that AIM is more efficient than the other tested methods. That is, for a given amount

of simulation time, AIM has a higher level of accuracy and precision compared to other

methods.

Further, we found that running longer simulations with too few intermediate λ states

generated results that were inconsistent between methods. The density and sampling

convergence of the λ states directly influences the agreement between all the tested meth-

ods. Since some states will contribute disproportionately to the variance of the estimate,

we found that testing short simulations of different λ densities before attempting longer

simulations is a more economical use of time and resources. In particular, we found that

increasing the number of intermediate λ values between 0.5 and 1.0 allows the free energy

to become independent of the number of values which allows AIM and fixed λ results to

agree within statistical uncertainty for all systems that were tested.
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Figure 2.2: Methane solvation free energy results. Eight trial simulations of 100 ps per
λ for 11, 21 and 31 λ values. This shows how the number of λ values were chosen to
effectively compare AIM to fixed λ simulations. The circles indicate the region where the
λ density needed to be increased.
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Figure 2.3: Alanine to valine mutation free energy. Eight trial simulations of 41 λ values
at 1 ps, 100 ps and 1 ns per λ. Note the smoothness of AIM versus fixed λ simulations.
AIM requires less samples than fixed λ simulations to smooth the free energy function.
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CHAPTER 3

DESIGN CONSIDERATIONS FOR IMPLEMENTING HALBACH ARRAYS

AND HIGH TEMPERATURE SUPERCONDUCTORS FOR CONTACT-

FREE FLYWHEEL ENERGY STORAGE SYSTEMS

Christopher Mirabzadeh, Chris Birkinbine, Daniel Schneider, Joe Law, and Christine

Berven

Manuscript submitted on Sept. 2017 to IEEE Transactions on Applied

Superconductivity - Manuscript ID TAS-2017-0187

Abstract

We have investigated the use of Halbach magnet arrays in combination with Type II

High-Temperature Superconductors for use as a levitating thrust bearing for a fly-wheel

energy storage system. Halbach arrays were selected because they have effectively one-

sided flux and a greater flux gradient which would be expected to result in a greater

levitation force and effective restoring force stiffness; each being beneficial in the design

of such a system. To find the optimum orientation of the magnets for the arrays, we

used Infolytica Magnet, a finite-element computation software package, to iterate over all

permutations of magnet arrays costing of 3 and 5 magnets of single and double layers.

The fields and levitation forces as well as the width of the magnet arrays relative to the

width of the superconductor were analyzed. Within our given design constraints, we found

that, compared to a single magnet, a single-pole Halbach array was predicted to increase

levitation force and stability, reduce stray fields, focus the flux, and increase the bearing

stiffness. We present our findings and suggest guidelines to increase levitation force of

a superconducting magnetic bearing with qualifiers and rationale for optimizing such a

system.

3.1 Introduction

The NASA-sponsored, University of Idaho design team was tasked to design and build a

solar energy storage system for reliable, efficient, and economical energy storage needs to

power a lunar colony. This colony will consume an estimated 525 kW of power. The solar

panels chosen as the main method of generating the required electrical energy require

exposure to the Sun; however the moon cycles through 336 hours of sunlight and then
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336 hours of darkness. During the hours of darkness no power will be generated from the

solar panels. The UI design team designed a method to store energy for this period of

darkness.

Batteries, widely used for energy storage applications, were rejected because batteries

are very inefficient at low temperatures found on the Moon. Most batteries deliver their

power via a chemical reaction that produces electrical energy, when the temperature drops

their chemical reaction slows and the battery cannot produce the same current it does at

higher temperature leading to possible premature failure of the cell. In addition, the cycle

life, the number of complete charge - discharge cycles a battery can perform, is relatively

short.

As an alternative, chose a flywheel energy storage system for storing the required

energy. Flywheels work by storing excess electrical energy as kinetic energy in a rotating

system which may be stored for long periods of time or taken out as needed. Flywheels

are environmentally clean, contain no hazardous materials, can efficiently store energy for

long periods of time, have a long life expectancy (greater than 20 years), are ideally suited

to multiple power applications, can handle rapid discharge rates without degradation, and

are easier to maintain versus other options. Flywheels are typically constructed of steel

and rotate on conventional contact bearings; however, contact bearings incur energy losses

from friction. The UI design team chose to use magnetic levitation via high temperature

superconducting (HTS) magnetic bearings because it has been suggested as a method to

remove those energy losses [35–48].

High temperature superconducting magnetic bearings (SMB) have challenges of their

own. First, it is very difficult to control free bearings as they are analogous to a spinning

top with no fixed point and multiple degrees of freedom. Second, an SMB may have its

natural resonant frequencies stabilized with the aid of an active magnetic bearing or by

the mechanism of flux trapping. Additionally a superconducting magnetic bearing will

have a decrease in levitation force over time due to flux creep [36, 49, 50]. There are

also rotational energy losses that must be considered because SMB’s are not completely

friction free. There are at least three sources of energy loss[35, 41]; (a) windage due to

motion of the rotor in a fluid, (b) thermal losses from radiation, convection and conduction

and (c) hysteresis losses due to inhomogeneities in the magnetic field.

3.2 Methods

The UI Design team chose to use superconductor bearings instead of traditional bearings

because they are materials that conduct electricity with zero resistance and completely
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expel magnetic fields when cooled below a characteristic critical temperature. This makes

HTS attractive since these temperatures are easily accessible using Liquid Nitrogen. All

superconductors expel magnetic fields when cooled below a characteristic critical tem-

perature. The critical temperature of type I superconductors require temperatures well

below 77K, whereas the critical temperature of type II high temperature superconductors

is well greater than 77K. The difference between a Type I and Type II superconductor,

besides the critical temperature, is that Type II superconductors have two critical fields.

Between the critical fields lies a mixed-state where the superconductor traps magnetic flux

and hence the Meissner Effect is not complete. Thus, high temperature superconductors

cooled with Liquid Nitrogen can be used to stably levitate permanent magnets. For a

review of superconductors and their properties see Tinkham [51].

A number of authors have already explored superconducting magnetic bearings and

flywheel energy systems [35, 36, 38, 40, 42, 44–47, 52, 53]. In addition, Halbach arrays

have been optimized for use by Maglev levitation vehicles [54–59] and in motor designs [52,

60–62]. In this section we mean to present our procedure for selecting the appropriate

magnetic array for all of our requirements and constraints. We then present several

different array configurations based on these preliminary findings based on Finite Element

Analysis (FEA) methods and finally experimental methods to confirm and rationalize the

final recommendations.

The levitation force must be large enough to support the rotor mass we must consider

practical constraints such as size and spatial volume. Selecting neodymium permanent

magnets were chosen because of their high residual magnetization and because small

volume permanent magnets will always outperform iron core electromagnets in a small

dimension space[63]. Selecting these magnets enabled us to increase the relative force

per volume ratio which reduces the number of magnets needed for levitation. For the

initial phase of the project we considered using alternating magnetic rings such as those

used in similar projects [39, 64]. Calculations proved such a magnet to have sufficient

force to levitate our rotor design; however, the design and manufacture was deemed cost

prohibitive. Instead, we researched smaller, off the shelf, magnets. We further discovered

that stray flux could be decreased and magnetic stiffness increased if we formed the

magnets into radial Halbach arrays.

A Halbach array, also called a flux sheet by Mallinson [65], is a simple arrangement

of permanent magnets that effectively doubles the field on one side, the active face, and

reduces stray fields on the opposite side, the inactive face. See Fig. 3.1 for a simple

arrangement. Halbach arrays are common in brushless motors [66, 67] and are seeing an

increased use in magnetic levitation rail trains [54, 68, 69], flywheel energy systems [41,
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52], and Nuclear Magnetic Resonance (NMR) [60, 70]. Also, since the field is reduced

on the inactive face, we expect use of Halbach arrays to be beneficial in reducing the

magnetic interference between the rotor and stator.

One of our goals was to produce as much magnetic force as possible per unit area.

There is computational and experimental evidence that the Halbach array superconduc-

tor system is superior to a permanent magnet and superconductor system [41, 52, 54–59,

66, 71]. A levitating halbach system shows increased levitation force, increased stiffness

and enhanced stability. On average the levitation force between a halbach array and

superconductor has been shown to be 2.3 times that of a single permanent magnet and

superconductor [54]. FEA shows that the Halbach array configuration is capable of ob-

taining the same magnetic force for larger gaps between rotor and stator as compared to

using iron shim flux shapers [41].

Maximum levitation force is attainable by first cooling the superconductor far from

any magnetic field [46, 71–73]. This is called zero-field-cooling (ZFC). Flux Creep causes

time relaxation in the levitation force. This problem is resolved by preloading the SMB

before initial rotation [36, 46, 49, 50].

Cooling the superconductor near a magnet source is called field cooling (FC) and

although this configuration has been shown to reduce the levitation force, it improves the

lateral stability due to pinning [46, 71, 72]. A field cooled system is less susceptible to

flux creep because the HTS resists any changes in the external field [35].

Werfel et al. have emphasized design rules for HTS bearings [44].

Acheiving high bearing stiffness requires a multipole arrangement of the mag-

nets. If the air gap is larger than 4-5 mm, due to magnet bandage or thermal

isolation, a reduced number or even a single magnet pole may give better

force-density values.

It has been recognized that edge effects between superconductors and magnets directly

affect the levitation force [46, 54]. Therefore the width ratio, fixed width halbach array

versus variable width HTS, and field cooling height must be considered a characteristic

of the overall system specifications.

Del-Valle [71] have shown that as the ratio of the width of the superconductor to the

magnet array increases so does the stabilizing force; however, when the width is large

enough as to completely cover the total width of the magnet array simpler arrangements

may be the better configuration due to the magnetic field profiles. Furthermore, they

suggest having a height of the permanent magnet larger than that of the superconductor.

In an evacuated system we may ignore windage and thermal losses except by radiation;

however, magnetic hysteresis loss has been shown to depend on the amplitude of changes



21

in the B-field on the surface of the superconductor [74]. This implies that any changes in

frequency, which creates a change in the B-field at the surface of the superconductor, will

create rotational losses. These hysteresis losses are analogous to frictional drag [46][52].

Inhomogeneities in the magnetic field of the permanent magnets lead to time-varying

magnetic fields on the surface of the superconductor, i.e. a conductor moving through a

non-uniform magnetic field induces eddy currents and thus contributes to energy losses.

Spin up and spin down tests have shown rotational losses to be a function of temper-

ature and height between a rotor magnet and superconductor [38, 44]. It was shown that

the smaller gap distance, 4mm compared to 5mm, increases hysteresis losses due to higher

field variations experienced by the superconductor. The observed decay rate in the spin

down test has been used to approximate a relative coefficient of friction with a range in

magnitude from 10−5 to 10−8 [38]

3.2.1 Computational

Based on the selection criteria outlined above we considered arrays made of 3 and 5

permanent magnets to produce a target levitation height greater than 5 mm. Three

magnets can be used to create a single pole and five to create a double pole. In order

to determine the greatest levitation force per unit area, different magnet orientations

were simulated using finite element analysis with the finite element package Infolytica -

MagNet, version 7 1. Only the levitation force was considered. ZFC and the Meissner

effect are assumed. Idealized materials restrict our simplified model to closer resemble

Type I superconductors.

Orientations considered were all possible permutations of 3 and 5 magnet arrays such

as those pictured in Table 3.1. Other configurations included separating the magnets with

iron shims, and 1 layer versus 2 layers as 2 layers will have a height larger than that of

the superconductor as suggested by Del-Valle [71].

Fully 3D periodic boundary conditions were possible but not necessary to find the

desired results. Slab boundary conditions are useful for simulating a part of a system

of planar surfaces (e.g. x and y) with periodic boundaries while leaving the third (z)

direction remaining vacuum to infinity. The model is shown in Fig. 3.2. As shown, the

model is 2D which assumes an infinite z dimension. Unless otherwise stated, the HTS was

35 mm wide and 6.35 mm tall. The magnets were 6.35 mm cubes in order to represent

easily obtainable ”off-the shelf” magnets. This limited the angle between any adjacent

pole to multiples of 90◦.

1http://www.infolytica.com/
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Table 3.1: Proposed magnet arrays

90◦ Roll Angle ↑→↓← ...

Alternating Iron(I) Shims I → I ↑ ...

Iron Shims Outside the array I → ↑ ← I

1 Layer → ↑ ←

2 Layers → ↑ ←
→ ↑ ←

The 2D simulation is limited, however, Type II superconductors can be modeled with

a magnetic permeability less than that of air. Passive magnetic levitation needs a relative

permeability of less than 1. The relative permeability for the material HTS was set to

10−5. This simulates the diamagnetic property of superconductors to oppose an externally

applied magnetic field. The boundary conditions must also be set such that there is zero

normal magnetic flux for field cooling. This allows flux penetration when using a non-

linear solver based on the critical state model. For ZFC the boundary condition is zero

vector potential which allows flux to be expelled from the superconductor.

Within the simulation we performed three experiments: 1) Force as a function of

height where the HTS positioned 56 mm above each array and was lowered by 1 mm

increments. 2) Force as a function of HTS width. 3) Force as a function of array stacks.

3.2.2 Experimental

We purchased 23 seeded, melt growth, superconducting, single domain, YBaCuO (YBCO)

HTS levitation disks for our experiments and flywheel construction from Can Supercon-

ductors 2. The wedge shape of the YBCO (Fig. 3.4) was pre-selected in order to create a

ring when all of the superconductors were fitted together in the final flywheel construc-

tion. The HTS were cataloged and referenced as SC0XX, where XX was a number from

01 to 23. There were no visual defects and all HTS arrived with a clear protective coating.

The interaction force between the Halbach array and HTS was measured using the force

jig shown in Fig. 3.3. The force jig was constructed of brass in order to limit magnetic

2http://www.can-superconductors.com/
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interactions. The force jig consisted of an electro-balance (TREE Model:HRB20001) with

a 0.1 g resolution and a 20 kg capacity to quantify the forces. The interchangeable magnet

block assembly, either composed of 8 double layered or single layered periodic arrays in

the orientation →↑←, was placed on the modular tray. The radius of curvature for the

block assembly was 3.3375” to the center of the magnets same as the final ring assembly.

We used N-52, 6.35 mm cube magnets purchased from K & J Magnetics. The arrays were

glued together using a metal compression jig, Gorilla glue, and High-Density Polyethy-

lene (HDPE) to ensure the magnets did not glue to the metal jig. The magnetic field at

the surface of the magnets and center of the arrays was measured using a Lakeshore 421

Gaussmeter. The averages are shown in Table 3.2.

Table 3.2: Average magnetic field measured with a Lakeshore 421 Gaussmeter and at-
tached Hall probe. The measurements were taken at the center surface of each configu-
ration shown.

1 Layer 2 Layers
1 Cube Magnet 0.555T 0.626T
3 Magnets ↑↑↑ 0.581T 0.644T

3 Magnets →↑← 0.750T 0.834T

The HTS sample was placed in a plastic cup and secured by a pressure rod. The

magnet block was centered on the modular tray below the cup holder of the force jig.

For ZFC, the cup with superconductor was cooled ”infinitely” far from the force jig. As

Liquid Nitrogen has a tendency to boil as it comes into contact with warmer solids we

allowed the boiling to settle after filling the cup and superconductor and an additional

minute passed before placing the cup into the force jig. Liquid nitrogen was replaced

as needed. The apparatus started at a height of 56 mm and was lowered in 1.25 mm

(0.05 in.) increments. At each increment the scale was read and the force recorded. The

HTS were then characterized by their individual levitation force and fit to an exponential

function as shown in Table 3.4.

3.3 Results

For the computational results, flux and force profiles were generated for each permutation

of single and double layered magnets using the FEA package. Because we were constrained

to off-the-shelf cube magnets, all roll angles between any two consecutive magnets must

be 90◦, where we defined the roll angle as the angular difference between two consecutive

dipoles. We generated 2176 permutations in all. In order to reduce the number of profiles

to be considered we constrained our selection with a set of rules:



24

1. Stray magnetic fields may interact with and cause energy losses between the sta-

tionary stator and rotating rotor in the air gap between the two. In order to reduce

stray fields and maintain one-sided flux we only considered periodic arrays similar

to Halbach arrays. This means that for any three magnets A,B,C,A 6= B 6= C.

2. There is symmetry through the permutations i.e. the orientation ↑↑← only appeared

once but had the same force and flux profile as ↓↓→. This can be seen in Table

3.3. Therefore, profiles with degenerate solutions were unnecessary to consider and

discarded.

3. Through consideration of project constraints it was determined that 3 magnets in

two stacks would be sufficient to supply the needed force.

4. It was decided that a potential well of magnetic flux would add some stability

despite the fact that we are using ZFC. Therefore, profiles without the required flux

geometry were removed.

Table 3.3: The data shown here is ordered to show orientations with greatest force profile
in the range of interest. The orientation is that of the magnetic field inside the magnet
where U= up, R=right, L=left, and D=down.

Profile Force(N) Orientation
3 4.51 UUL

62 4.51 DDR
17 4.50 RUU
48 4.50 LDD
11 4.41 ULL
54 4.41 DRR
21 4.40 RRU
44 4.40 LLD
19 4.18 RUL
46 4.18 LDR
12 4.13 ULD
53 4.13 DRU
1 3.33 UUU

64 3.33 DDD
43 3.01 LLL
22 3.01 RRR

The configurations that best met the above criteria were profiles 12 and 19, shown in

Figures 3.5 and 3.6 respectively. Profile 12 was rejected due to smaller force profile and

lacked the desired flux geometry. Thus, two stacks of 3 magnets with profile 19, Fig. 3.6,
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were found to be the minimum fit for all arguments of space, volume, force and stability.

The force curve for profile 19 with one and two stacks of magnet arrays are shown in Fig.

3.7 and Fig. 3.8 respectively.

Experiments using profile 19 were conducted using the above described force jig. The

results for one and two stacks of magnet arrays are shown in Fig. 3.9 and Fig. 3.10

respectively.

3.4 Discussion

An analytical model for forces between superconductors and Halbach arrays in the ZFC

orientation can be achieved using the method of images, a qualitative approximation for

determining the force between a superconductor and permanent magnet system [72, 75–

79]. However, the image method is unable to account for edge effects and irreversible

magnetization due to vertical displacements [72]. When flux penetration occurs, Bean’s

critical state model will be needed in order to work out the resistance to motion in all

directions [46, 71, 79–82]. In order to create a model for the interaction between a Halbach

array and HTS we also needed to consider the theoretical model for the ”flux sheet” which

deals with the phenomena of one-sided flux as derived by Mallinson [65]. We could also

consider a more rigorous interpretation of the method of images such as in [75].

Intuitively, we expected decreasing values in the force as the distance between the

HTS and Halbach arrays increased but at this point we are not speculating as to why

and reserve a deeper analysis for future works. A semi-log plot is most useful when one

suspects an exponential fit of the form:

F = F0e
(−x
x0

)
. (3.1)

Thus the experimental data was fitted to a semi-log plot as shown in Fig. 3.10. The

resulting graph is a near straight line which reinforced our suspicions. The data was fitted

and the fitting parameters are shown in Table 3.4.

All of the simulations were solved using the available Infolytica Magnet Static 2D

solver. As a 2D approximation neglects fringing and leakage in the material, fringing

and leakage in the material and rotational geometry are better simulated in 3D; however,

our FEA simulation was strictly used as a means for initial decision making, therefore

2D approximations were deemed appropriate. Accuracy was further improved by steadily

increasing the polynomial order and decreasing the element size of the mesh by automated

adaption.

The simplified 2D model we used was idealistic and closer to the characteristics of
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Table 3.4: Fitting parameters for experimental force data between the HTS and 8 double
arrays of profile 19 arranged in a semi-circle to represent a piece of the flywheel to be
constructed. The data starts at a height of 15 mm which is the maximum range of interest.

F0(N) x0(mm) R2

SC001 18.44 4.78 0.9999
SC002 19.51 4.69 0.9998
SC003 20.58 4.67 0.9997
SC004 21.01 4.59 0.9999
SC005 20.04 4.67 0.9997
SC006 18.67 4.90 0.9995
SC007 18.45 4.86 0.9997
SC008 18.75 4.73 0.9999
SC009 20.1 4.80 0.9997
SC010 19.55 4.78 0.9994
SCO11 20.65 4.75 0.9996
SC012 19.61 4.82 0.9997
SC013 19.53 4.82 0.9997
SC014 19.82 4.61 0.9997
SC015 20.69 4.65 0.9997
SC016 19.01 4.60 0.9999
SC017 20.53 4.59 0.9998
SC018 19.87 4.55 0.9999
SC019 18.55 4.74 0.9997
SC020 18.39 4.78 0.9996
SC021 20.54 4.63 0.9998
SC022 18.06 4.78 0.9999
SC023 20.41 4.73 0.9996
Mean 19.60 4.72 0.9997

Std. Dev. 0.88 0.10 0.0001

Type I Superconductors. The limitations of the model were: idealized materials, assumed

Meissner state, ZFC, only the levitation force was considered, only static solutions, which

implies no induced currents from moving magnetic fields therefore AC losses from pinning

effects and eddy currents were also ignored. A nonlinear solver was beyond the scope of

our initial considerations and not necessary with the assumption of ZFC. A nonlinear

solver was deemed appropriate for the inclusion of pinning and flux penetration in our

future works.

Other, stronger configurations are possible, however, not within our given constraints.

As shown in Table 3.5, the simulation data predicted that adding additional stacks of

the same orientation have the effect of increasing the force but any improvement falls

off quickly as the number of stacks increases and is not as great after the third stack.
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Table 3.5: Simulation data of the force between HTS and different layered stacks of array
19 at a height of 6.35mm using FEA

Number of layers Force(N)
One 4.18
Two 7.93

Three 10.19
Four 11.59
Five 12.49
Six 13.10

Data using alternating iron shims was excluded due to the lack of required minimum

force. Although iron shims are useful for shaping flux lines the absorption of the field

lines into the iron reduces the number of field lines seen by the superconductor, therefore

reducing the total force on the superconductor. Halbach arrays also offer the required

flux shapes that we needed. Different geometries should be considered dependent upon

different configuration.

In comparing the force from array 1 (↑↑↑), where all of the magnets are in the same

direction, to the force of a dipole magnet of similar volume consider Table 3.3. From

the table we may compare profile 1, Fig 3.11, with the configuration ↑↑↑ to any of the

periodic arrays and see that the single direction magnet arrays have less force than any

given periodic array. The force from profile 1 is 1.3 times less than our chosen profile, 19.

SMB’s are typically associated with low bearing stiffness since they can not sustain

a large fluctuation in load. Bearing stiffness is defined by how the airgap between the

rotor and stator varies under load. The force between the two opposing surfaces is greatly

dependent on the flux density gradient of the airgap. Thus the stiffness of a magnetic

bearing would vary as the magnetic field varies. The periodic array focuses the flux to

one side of the array creating a more sinusoidal waveform and shortened flux lines due

to the interaction between the poles of the individual permanent magnets. This leads

to an increase in the flux density gradient in the airgap. Further, when compressed, the

increased magnetic flux of periodic arrays tend to smooth out the variance in the magnetic

field. By increasing flux density and decreasing field variance the periodic arrays have

the effect of increasing bearing stiffness. Figures 3.12 and 3.18 show the higher magnetic

field strength of array 19 compared to a single cube magnet and array 1 which represents

a rectangular magnet of the same physical volume of array 19.

The original reasoning for increasing the number of layers of magnets was suggested

by Del-Valle [71] in order to have the height of the permanent magnet greater than that

of the superconductor and was expected to increase the magnetic field strength. Our
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simulations also predicted that increasing the number of array layers would significantly

increase the force on the superconductor but our experiments did not mirror the same

result. What we found in comparing the data, Fig. 3.17, is that there was a greater force

using multiple layers of magnet arrays at distances greater than 15 to 20 mm. However,

at that point the increase in force fell off to 1.5 times greater and down to near equal force

at the heights we are interested in, 5 to 7 mm. An increase in magnetic field increased

the number of flux lines seen by the superconductor. More flux lines equals more force

per unit area, or more magnetic pressure; however, as a ZFC type II superconductor got

closer to a magnetic field, flux lines were penetrating and experiencing creep from atomic

defects. Thus intrinsic disorder was of crucial importance in understanding superconduct-

ing states. The decreased force and the slow response to an applied force, which we’ve

seen in the experiments, was likely due to the intrinsic properties of Type II Supercon-

ductors. Therefore we saw that more stacks were not advantageous at heights of 5-7 mm.

The experiments showed that one stack had a similar force profile as two stacks at short

distances.

Given the apparent exponential form for the force as a function of height, we predicted

that the effective differential static spring rate would be equal to the negative of the force

at a given height divided by the decay length in the argument of the exponent. As could

be expected, with a single layer of magnets where the magnetic flux density gradient is

larger, the decay length would be shorter which would result in a larger effective spring

rate. This can be seen to be consistent with the experimental data, Fig 3.17, in the slopes

of the F (x) curves at about x = 6mm where the levitation force for both the single and

double layer configurations have the same value but the slope is steeper for the single

layer case.

When considering stability, our model (and Del-Valle’s) showed that the supercon-

ductor should be wide enough to completely cover the width of the magnets, Fig 3.16.

Although the levitation force decreased when the width ratio was above 1 to 1, for the

chosen configuration we saw no significant decrease once the width ratio is 1.3 times wider

than the magnet array. Although there was a small decrease in the levitation force, we

expected that an increased width ratio maximized the surface area of the magnetic flux

seen by the superconductor and therefore maximized the compression area and increased

the horizontal stability.
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3.5 Conclusion

The results of a two-dimensional finite element analysis using idealized material properties

was assessed and compared to the measured repulsive force between arrays of magnets

and high temperature superconductors. The use of Halbach arrays with nearly one-sided

flux profiles were investigated with the expectation that this type of flux profile would

increase the repulsive force between the magnets and superconductor and increase the

effective static spring-rate of the interaction.

Evaluating the effect of adding additional layers of magnets was also investigated, both

experimentally and through simulations. It was expected that the greater flux density

would result in both a greater force for all heights and also a greater effective static spring

rate. Although the addition of a second layer of magnets did increase the force for most

of the height range of interest, an additional layer of magnets did not result in a larger

levitation force for the smaller heights and also decreased the differential static spring rate

over the whole range of interest. The difference between the measured and simulated forces

was possibly due to complications associated with the physics of flux penetration into

the superconductor that the model used here was not intended to simulate; however, for

initial characterization, the simplified model was found to be sufficient to aid in evaluating

permanent magnet array configurations with much smaller investment in software.

A 2D Finite Element Analysis is limited in its ability to predict the interactions be-

tween magnets and High Temperature Superconductors. The simulation data is only

appropriate for initial guess work and tells us very little of the underlying physics. In

order to more accurately account for flux penetration and leakage, a 3-dimensional, non-

linear solver is required. On average the levitation force between a Halbach array and

superconductor has been shown to be as much as 2.3 times that of a permanent magnet

and superconductor[54]. This is due to the one-sided flux created by the rotation angle

of the magnetic dipoles. One-sided flux increases flux density which increases bearing

stiffness. Periodic magnet configurations with increased field gradients are expected to

provide higher bearing stiffness. Therefore, the Halbach array focuses flux, allows for

flux control, and increases levitation stiffness. Simple arrays of 3 magnets are better for

maximizing force considerations since in a 3 magnet array there is effectively only one

pole, therefore the flux interacts with other poles further away. To increase the force

even more, one may stack the arrays; however, additional layers may decrease the overall

bearing stiffness due to flux penetration in type II superconductors and further short-

ening of flux lines due to pole interactions. Also, more than two stacks show less of an

increase in overall levitation force and considerations should be made for the usable vol-
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ume space. When considering more stable configurations, width ratios greater than 1.3:1

for superconductor to magnet array shows no considerable reduction in levitation force.

The decrease in levitation force due to time dilation caused by flux creep is expected to

be minimized by either pre-loading the flywheel before initial rotation or by field cooling.

Pre-loading and field-cooling allows the HTS to better resist any changes in the external

magnetic field.
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Figure 3.1: A simulation of an infinitely repeating Halbach array. The black lines are the
flux lines and the gradient colors represent the magnetic field gradient.�����������������	�
��������� ������������

�� ����	���	������������	���������

��
Figure 3.2: Two dimensional solid model generated by Infolytica Magnet 7 representing
slab boundary conditions with an air box 10 times larger than the unit cell shown. The
z direction is considered infinite.



32

Figure 3.3: Solid model of the Force Jig used to measure the interaction force between
superconductors and magnet arrays. The jig was constructed of brass to maintain low
magnetic interference. The tray of the balance was replaced with a Polythylene modular
tray constructed to secure magnet arrays in different orientations as needed.
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Figure 3.4: HTS wedge shaped samples cut from Diameter=35mm cylinders ordered from
and shaped by Can-superconductors.
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Figure 3.5: Flux profile of profile 12 in the orientation ↑←↓.

Figure 3.6: Flux profile of array 19 in the orientation →↑←.

Force vs. Semi-Log Plot for Single Layer of Profile 19 From 15mm
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Figure 3.7: Semi-Log plot for FEA using profile 19 in a single layer. The data was
truncated at a maximum of 15 mm for the range of interest.



34

Semi Log Plot for the Force vs. Distance Simulation of 2 Layers of Array 19
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Figure 3.8: Semi Log plot of the simulation force against two layers of profile 19 truncated
at a maximum height of 15mm.

SC022 With a Single Layer of Array 19 From 15mm
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Figure 3.9: Semi-Log plot of experiment using SC022 against a single layer of magnets
using profile 19. The data was truncated at a maximum of 15 mm for the range of interest.
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SC022 Semi-Log Plot with 2 Layers of Array 19
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Figure 3.10: Semi Log plot of the experimental force using SC022 and two layers of array
19 truncated at a maximum height of 15mm.

Figure 3.11: Flux profile of profile 1 in the orientation ↑↑↑.
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Comparing B Field of Single Layer Arrays
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Figure 3.12: Using FEA simulation data we compare the magnetic field between a single
cube magnet, a single layer of profile 19 (three magnets in the orientation →↑←) and a
single layer of profile 1 (three magnets in the orientation ↑↑↑).

Stack Limitations of Array 19
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Figure 3.13: The simulation data shows a limitation in the increase of the B-field as a
function of height from adding additional layers of profile 19. The increase drops off
quickly after 3 layers.
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Simulation Array 19: B-Field vs. Height vs. Layers

B
 F

ie
ld

(T
)

0

0.2

0.4

0.6

0.8

1

1.2

 

0

0.2

0.4

0.6

0.8

1

1.2

NumberofLayers
0 1 2 3 4 5 6

0 1 2 3 4 5 6

20mm

2mm

3mm

4mm

5mm

6mm

1mm

Figure 3.14: Simulation data of the B-field from profile 19 as a function of the number
of layers. Each line represents an increase in the distance between superconductor and
magnet array.

Simulation Array 19:  Force vs. Height vs. Layers
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Figure 3.15: Simulation data of the Force from profile 19 as a function of the number
of layers. Each line represents an increase in the distance between superconductor and
magnet array.
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SIMULATION:  Force As a Function Of HTS Width
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Figure 3.16: Simulation results of the force versus varying width of the HTS against profile
19. The HTS maintained a height of 6.35mm but the width was slowly increased.

SC022 1 Layer vs. 2 Layers
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Figure 3.17: Experimental result of the force on a HTS with 1 and 2 layers of profile 19.
There is no significant increase at 5-7mm.
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Comparing B Field of Double Layer Arrays
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Figure 3.18: Using FEA simulation data we compare the magnetic field between two
stacked cube magnets, a double layer of profile 19 (three magnets in the orientation
→↑←) and a double layer of profile 1 (three magnets in the orientation ↑↑↑).
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CHAPTER 4

THE EFFECT OF EBOLA GLYCOPROTEIN EVOLUTION ON PROTEIN

FLEXIBILITY

CA Mirabzadeh

4.1 Introduction

The 2014 Ebola epidemic has provided a wealth of information that can be used to

understand Ebola evolution and how it could modify the efficacy of vaccines. The goal

of this study is to determine the effects of previous, ongoing, and future viral evolution

on the structure and antibody binding properties of Ebola glycoprotein (GP). Our focus

is on the disordered mucin-like domain of GP. Analysis suggests that, while most of the

disordered region of GP is evolving in a neutral fashion [83, 84], a few sites are undergoing

positive selection, FIG. 4.1.

4.2 Methods

Molecular dynamics simulations were performed using the GROMACS [11] simulation

package. Neutral capping was used to ensure there were no electrostatic interactions

between the ends of the peptides. Simulated tempering was used to increase the explo-

ration of conformational space. Simulations were initiated with fully extended peptide

conformations generated using the Python package PMX [33].

4.3 Results Discussion and Conclusion

In order to understand selection relative to the flexibility of mutations we focused on

positively selected sites, (Table 4.1), in the disordered mucin-like domain of the Ebola

virus glycoprotein. We looked at flexibility, FIG. 4.2, by averaging the root mean square

deviation over five separate simulations of the disordered sites with positively selected

peptides. In the future we would like to look at the entire mucin-like domain and see how

multiple mutations work together to change flexibility.
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Table 4.1: Positively selected sites. Three pairs of sequences from human sources used for
our analysis. The first of each pair is a representative of a current sequence. The second
simply has the ancestral amino acid inserted at the center position. The Democratic
Republic of the Congo (DRC) is a country located in Central Africa. From 1971 to 1997
it was named Zaire.

Residue Sequence Origin

L at 442 SKGTDLLDPAT Zaire 1995
Ancestor at 442 SKGTDFLDPAT

S at 442 SKSADSLDLAT DRC 2014
Ancestor at 442 SKSADFLDLAT

L at 429 TAAGPLKAENT Zaire 1995
Ancestor at 429 TAAGPPKAENT

P at 376 STSPQPPTTKT DRC 2014
Ancestor at 376 STSPQSPTTKT
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Figure 4.1: The Ebola glycoprotein. The positively selected sites are in the mucin-like
domain. Evolutionary analysis results show that there has been some evolution that may
change the way that antibodies bind to GP.
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Figure 4.2: Average C-alpha Root Mean Square Fluctuation. To understand the biophys-
ical implications of mutations in the Ebola glycoprotein mucin-like domain, we performed
molecular dynamics simulations of small fragments of the protein. The Root Mean Square
Fluctuation was averaged over five separate time evolution simulations for each peptide.
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APPENDIX: USING AIM

The GROMACS developers will have to review and accept the code changes that I have

created. If the changes in the GROMACS code are accepted, the developers will maintain

the code. Before they accept the changes they have to review it closely. They take on a

majority of the responsibility. If not, then new releases break the code.

Simulations are set up as a standard expanded ensemble simulation with one modi-

fication. To use AIM set lmc-move = aim. The output of AIM will be in the log file of

your simulation run.

The edited files are included in a github repository:

https://github.com/bioSandMan/gmx514.

Example expanded.mdp file:

i n c lude = −I /mnt/ceph/ cmira / pmxffs / mutff45

i n t e g r a t o r = md−vv

t i n i t = 0

dt = 0.001

nsteps = 10500000 ; 1 ns per lambda

comm−mode = Linear

nstcomm = 1

n s t l o g = 10000

nstenergy = 10000

n s t l i s t = 20

ns type = gr id

pbc = xyz

r l i s t = 1 .15

coulombtype = Reaction−Fie ld

coulomb−mod i f i e r = Potent ia l−s h i f t−Ver l e t

rcoulomb = 0.9

cu to f f−scheme = Ver l e t

vdw−type = Cut−o f f

rvdw−switch = 0.85

rvdw = 0.9

f o u r i e r s p a c i n g = 0.12

pme order = 4

e w a l d r t o l = 1e−04

ewald geometry = 3d
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e p s i l o n s u r f a c e = 0

DispCorr = EnerPres

tc−grps = System

tcoup l = Nose−Hoover

tau t = 0 .1 ; can i n c r e a s e s t a b i l i t y f o r

sma l l e r l i g a n d s to have a low tau t

r e f t = 300

ns t t coup l e = 1 ; can i n c r e a s e s t a b i l i t y f o r

sma l l e r l i g a n d s

Pcoupl = no

tau p = 5 .0

c o m p r e s s i b i l i t y = 4 .5 e−5

r e f p = 1.01325

nstpcouple = 1 ; can i n c r e a s e s t a b i l i t y f o r

sma l l e r l i g a n d s

c o n s t r a i n t s = a l l−bonds

cons t ra in t−a lgor i thm = shake

;−−−−−−−−−−−−−−−−−−−−
; Free energy parameters

; Use expanded ensemble methods

f r e e−energy = expanded

sc−power = 1

sc−r−power = 6

sc−alpha = 0 .5

i n i t−lambda−s t a t e = 0

coul−lambdas = 0 .0 0 .2 0 .4 0 .6 0 .8 1 .0 1 .0

1 .0 1 .0 1 .0 1 .0 1 .00 1 .0 1 .00 1 .0 1 .00 1 .0 1 .00 1 .0 1 .00

1 .0

vdw−lambdas = 0 .0 0 .0 0 .0 0 .0 0 .0 0 .0 0 .1

0 .2 0 .3 0 .4 0 .5 0 .55 0 .6 0 .65 0 .7 0 .75 0 .8 0 .85 0 .9 0 .95

1 .0

nstdhdl = 1

nstexpanded = 1

ns t ca l c ene rgy = 1

lmc−move = aim

separate−dhdl− f i l e = no


