
Real-time Defense Strategies against
Rogue Nodes in Vehicular Ad Hoc Networks

A Dissertation
Presented in Partial Fulfillment of the Requirements for the

Degree of Doctor of Philosophy
with a

Major in Computer Science
in the

College of Graduate Studies
University of Idaho

by
Mohamed Sobhy Mahmoud Mohamed

Major Professor: Axel Krings, Ph.D.
Committee Members:
Robert Rinker, Ph.D.;

Fredrick Sheldon, Ph.D.;
Ahmed Abdel-Rahim, Ph.D.

Department Administrator: Fredrick Sheldon, Ph.D.

August 2018



ii

Authorization to Submit Dissertation

This dissertation of Mohamed Sobhy Mahmoud Mohamed, submitted for the degree

of Doctor of Philosophy with a Major in Computer Science and titled "Real-time

Defense Strategies against Rogue Nodes in Vehicular Ad Hoc Networks" has been

reviewed in final form. Permission, as indicated by the signatures and dates below, is

now granted to submit final copies to the College of Graduate Studies for approval.

Major Professor:
Axel Krings, Ph.D. Date

Committee Members:
Robert Rinker, Ph.D. Date

Fredrick Sheldon, Ph.D Date

Ahmed Abdel-Rahim, Ph.D. Date

Department

Administrator:
Fredrick Sheldon, Ph.D Date



iii

Abstract

Intelligent Transportation Systems provide technologies, services, and applications

that allow wireless communication between vehicles, and between vehicles and the

roadside infrastructure using Dedicated Short Range Communications (DSRC). This

collaborative communication forms a Vehicular Ad-Hoc Network (VANET). The

most important applications in VANET are DSRC Safety Applications, which play

a significant role in reducing road accidents. As these applications rely on wireless

communication they inherit all of the associated security problems. VANET security

is crucial, since application reliability, and thus safety, must not be compromised.

Rogue nodes can severely affects the reliability of applications by sharing or injecting

false data in the network. They may even launch Sybil attacks, in which a rogue node

pretends to be multiple nodes by impersonating their identities, potentially causing

serious problems.

In this dissertation, defense strategies against rogue nodes in vehicular networks

are proposed, which improve the reliability of safety applications operating in hostile

environments. These strategies take advantage of certain properties of a new hybrid

jammer, which is introduced to cause safety applications to fail. First, a detection

algorithm for the new hybrid jammer is presented. Then an enhanced voting-based

algorithm is shown, which is capable of significantly reducing the decision times of

safety applications to alert drivers. Next, passive and active Sybil attack detection

algorithms are introduced, which enhance the resilience against Sybil attacks in static

and dynamic power environments respectively. Finally, an enhanced active Sybil

detection algorithm is introduced and its impact on DSRC safety applications is

analyzed.

The defense strategies and their effectiveness were investigated using simula-

tions and field experiments. The latter used vehicles equipped with commercial

DSRC equipment. The experimental results show that the defense strategies have

significant impact on enhancing the reliability of safety applications in the presence
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of attacks. In addition, all algorithms proposed in this research comply with current

protocols and do not require modifications to existing standards.
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chapter 1

Introduction

During the last three decades there have been many innovations in vehicles in terms

of fuel efficiency and navigation, but there has not been much change in terms of

road safety. Road travel is still considered to be quite hazardous as the mistake of a

single person can have catastrophic results, especially at high speeds. According to

the National Highway Traffic Safety Administration (NHTSA), there were 6.3 million

police-reported crashes in 2015, and the number of fatalities from vehicle crashes

accounted for 35,092 deaths in the U.S., in addition to 2.44 million injuries [1].

The automotive industry has been working actively for years to put different

sensors in cars and connect them to an on-board computer [2]. The advancement

in telecommunications have allowed vehicles to be connected to each other through

wireless technologies to enable them to share sensor information and cooperate.

A group of communicating vehicles can form a de-centralized network, referred

to as a Vehicular Ad Hoc Network (VANET). This paradigm allowed a wide range

of safety applications to be developed, with the goal to improve road safety, thereby

reducing accidents. It is estimated by the United States Department of Transporta-

tion (USDOT) that safety applications can prevent up to 82% of all crashes in the

United States that involve unimpaired drivers, potentially saving thousands of lives

and billions of dollars [3]. However, the deployment of VANETs requires well-

defined technologies in order to ensure safe, stable, and reliable system operation.

1 .1 preliminary background information

Intelligent Transportation Systems (ITS) are utilizing technology to increase traffic

safety and provide environmental benefits [4]. A variety of technologies have been

applied, ranging from basic traffic management systems, such as car navigation and

traffic signal control systems, to advanced technology aiming to increase traffic safety.

In the context of ITS connected vehicles represent one of the newest concepts, where
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technologies, services, and applications allow wireless communication between ve-

hicles and between vehicles and the roadside infrastructure.

VANET is somewhat similar to Mobile Ad Hoc Network (MANET), but it is

intended for quick message exchanges and connections that may change rapidly.

Vehicles communicate with each other via radios (wirelessly) and sometimes with

the help of radio-enabled fixed road side infrastructure. There are numerous VANET

applications that have been proposed, safety applications being the most important

ones [5]. The applications rely on beacon messages that are sent periodically by

all vehicles to exchange data, which is used by safety applications to issue driver

advisories and warnings.

1 .2 research motivation and objectives

Communication in VANET, which is the basis for safety applications, may be sub-

jected to the full spectrum of security concerns associated with such technologies.

Thus it is susceptible to different types of attacks ranging from simple corruption

of communication, e.g., using jamming, to sophisticated attacks, e.g., Sybil attacks,

where a node pretends to be multiple fake nodes. In fact, safety applications can

be manipulated by attackers in a way that may lead them to make wrong decisions,

which in turn could result in accidents. Furthermore, since these safety applications

operate in a critical infrastructure, where failure could result in injury and loss of life,

safety and reliability are crucial. Any failure, may it be the result of benign reasons

or malicious act, could result in the public’s loss of confidence in the underlying

technologies.

As security is perhaps the greatest challenge facing the deployment of VANETs,

this dissertation focuses on developing solutions to increase reliability of safety

applications in the presence of faults and attacks. The solutions should be resilient

to malicious acts in VANET. Therefore, research questions such as the following

arise:

1. How should one deal with false data injected by rouge nodes?
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2. How can one keep illegitimate (rogue - malicious) nodes out of the network?

3. How can one detect rogue nodes that might be already in the network?

4. How can we accomplish these goals without deviating from standards, or are

changes necessary?

Any solutions should be scalable and real-time feasible.

1 .3 summary of contributions

The main contributions of this dissertation are summarized next.

1. During field tests related to the study of the impact of deceptive jamming on

vehicle communications, we observed unexpected excessive queuing behavior

in the on-board units of vehicles. The observations motivated the derivation

of a new hybrid jammer and its detection mechanism. This jammer exposed

queuing behavior that can be exploited by attackers to cause safety application

failure, and it can make innocent nodes appear misbehaving, as if excessively

using the medium. A new detection algorithm is introduced that can not only

detect the hybrid jammer, but can also distinguish between misbehaving nodes

and nodes that are impacted by the jammer. Current Packet Delivery Ratio

(PDR)-based detection methods fail to detect this new jammer.

2. The impact of the hybrid jammer on safety applications using voting schemes

was studied and an Enhanced Voting-based Algorithm (EVA) was derived. The

EVA operates in two stages. The first stage uses specific metrics that can

differentiate between misbehaving nodes and nodes that are impacted by the

jammer. The second stage considers delayed beacon messages coming from

victim nodes, which in turn directly affect decisions of safety applications.

The EVA is capable of significantly reducing the application’s decision times

compared with previous algorithms, thereby improving application reliability,

and thus safety.
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3. A Sybil attack detection algorithm is introduced to guide Dedicated Short

Range Communications (DSRC) safety applications to reject malicious nodes.

The algorithm is an active solution that can locate Sybil nodes using short

detection packets without adding special hardware or information exchanges.

In addition, unlike in previous detection approaches, it is capable of Sybil

detection even in dynamic power environments. In the context of safety critical

applications, this will help avoid accidents by rejecting values from malicious

nodes, which is of great importance for solutions based on voting schemes.

4. The impact of the frequency and duration of detection packets on Sybil node

detection is analyzed. An enhanced active Sybil detection algorithm using

these two metrics is presented and its impact on DSRC safety application

reliability is shown.

1 .4 dissertation organization

The remainder of this dissertation will be organized as follows: Chapter 2 presents

important background information. A New Hybrid Jammer and the Enhanced

Voting based Algorithm is discussed in details in Chapter 3. Novel Sybil attack

detection algorithms in VANET are presented in Chapter 4. An Enhanced Active

Sybil Detection Algorithm and its impact on the reliability of safety applications in

VANET is discussed in Chapter 5. Finally, Chapter 6 concludes the paper.
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chapter 2

Background

The fast development of ITS have allowed vehicles to be equipped with wireless

communication capabilities to be connected and sharing information about road. In

this chapter background information of the key technologies used in this research is

presented.

2 .1 connected vehicles

Figure 2.1 refers to connected vehicles, which are vehicles that use communication

technology to communicate with other vehicles or with the roadside infrastructure.

This however requires each vehicle to be equipped with an On Board Unit (OBU)

F igure 2 .1 : Connected vehicles architecture [modified from [5]]

and the infrastructure, such as a traffic intersection, with a Road Side Unit (RSU),

to allow Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication.

These terms V2V and V2I could also combined to V2X. Vehicles are equipped with

standard OBUs with the same antenna properties, such as gains and sensitivity. The
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OBU’s sensitivity is the minimum input signal required at its receiver’s antenna

to produce a minimum required Signal to Noise Ratio (SNR) at the output of the

receiver.

2 .1 .1 Dedicated Short Range Communication (DSRC)

The overall architecture for DSRC is shown in Figure 2.2. A set of industry standards

has been published to cover each layer of the architecture and to address proper

interoperability [6, 7, 8, 9, 10, 11, 12].
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F igure 2 .2 : Layered architecture for DSRC

DSRC provides V2V and V2I communication. The Federal Communications

Commission (FCC) has licensed the use of 75 MHz of bandwidth at 5.9 GHz (5.850-

5.925 GHz) for DSRC services. This bandwidth is divided into seven channels, each

having 10 MHz of bandwidth [4]. The seven channels are composed of one Control

Channel (denoted by CH 178), and six Service Channels (denoted by CH 172, 174,

176, 180, 182, and 184). The control channel is reserved for carrying high-priority

short messages or management data, while other data are transmitted on the service
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channels. The pair of channels (CH 174 and 176, and CH 180 and 182) can be

combined to form a single 20-MHz channel, CH 175 and CH 181 respectively. The

most important channel is Safety Channel CH 172, dedicated to V2V public safety

communications. The remaining 5 MHz is reserved as the guard band, as can be

seen in Figure 2.3.
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F igure 2 .3 : DSRC channels

2 .1 .2 DSRC Channel Power Levels

Different channels have different power levels and limitations, which should be

considered in the safety application design phase. Table 2.1 summarizes power

levels for different DSRC channels. According to [4, 6], the maximum transmitted

power over the DSRC frequency band of operations is limited to no more than 750

mW (28.8 dBm). Under the assumption that the signal is radiated equally in all

directions, the Effective Isotropic Radiated Power (EIRP), which is the amount of

power that a theoretical isotropic antenna would emit to produce the peak power
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Table 2 .1 : DSRC channels peak power limits [4]

CH Operation Public Safety Private
Input Power

(dBm)
EIRP

(dBm)
Input Power

(dBm)
EIRP

(dBm)

172 RSU 28.8 33 28.8 33

OBU 28.8 33 28.8 33

174 RSU 28.8 33 28.8 33

OBU 28.8 33 28.8 33

175 RSU 10 23 10 23

OBU 10 23 10 23

176 RSU 28.8 33 28.8 33

OBU 28.8 33 28.8 33

178 RSU 28.8 44.8 28.8 33

OBU 28.8 44.8 28.8 33

180 RSU 10 23 10 23

OBU NA NA NA NA

181 RSU 10 23 10 23

OBU NA NA NA NA

182 RSU 10 23 10 23

OBU NA NA NA NA

184 RSU 28.8 40 28.8 33

OBU 28.8 40 28.8 33

density observed in the direction of maximum antenna gain [13], is not greater than

30 W (44.8 dBm), and is determined using

EIRPlog = PT − Lc + Ga (2.1)

where PT is the transmission power in dBm, LC is the signal loss in dB, and Ga

is the antenna gain in dBi, relative to an isotropic reference antenna. This means

that implementations should address the channel and power limits defined in the

ASTM-DSRC standard [6].

2 .2 medium access control (mac )

The access rules to the medium are defined in standard IEEE 802.11p [7], which was

proposed to be used in rapidly changing environments where very short commu-

nication durations are required. The standard employs the Enhanced Distributed

Channel Access (EDCA) contention-based channel access as the Medium Access
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Control (MAC) layer protocol. EDCA utilizes Carrier Sense Multiple Access with

Collision Avoidance (CSMA/CA). When a node wants to send a packet, it senses

the medium first, and if it is free for an Arbitration Interframe Space (AIFS), the

node selects a random backoff time to delay the transmission. Figure 2.4 depicts the

timing related to channel access for different interframe spacings.

Busy Medium

DIFS

DIFS

PIFS

SIFS

Backoff-Window Next Frame

Slot time

Defer Access Select Backoff time and decrement

Immediate access when medium 
is free >= DIFS

as long as medium is idle

(t)

F igure 2 .4 : EDCA channel access prioritization [14]

The backoff procedure functions as follows:

1. The node selects a random backoff time uniformly from the Contention Win-

dow CW defined as [0, CW + 1], where the initial CW is equal to a predeter-

mined CWmin.

2. The CW value increases, i.e., it doubles, if the subsequent transmission attempt

fails, until it reaches a predetermined CWmax.

3. The backoff value decreases only when the node senses the medium as free.

4. When the backoff value reaches 0, the node will send the packet immediately.

EDCA utilizes four different access categories (ACs) with different priorities in

order to ensure that high priority messages will be exchanged timely and reliably,

even in dense traffic scenarios. These four traffic categories are: Background traffic

(BK or AC0), Best Effort traffic (BE or AC1), Video traffic (VI or AC2) and Voice

traffic (VO or AC3).

Table 2.2 shows different AIFS numbers and CW values chosen for each of

these four categories. The first column contains the four ACs ordered from lowest
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Table 2 .2 : Parameter settings for different access classes in IEEE 802.11P [7]

AC CWmin CWmax AIFSN
BK (AC0) CWmin CWmax 9

BE (AC1) CWmin CWmax 6

VI (AC2) (CWmin)/2-1 CWmin 3

VO (AC3) (CWmin)/4-1 (CWmin)/2-1 2

to highest priority. The second and the third columns show the corresponding

minimum and maximum contention windows. Finally, the last column holds the

Arbitration Interframe Space Number (AIFSN) used.

2 .3 general queuing behavior

After creation of a packet to be sent, it is placed in the First-in First-out (FIFO)

transmission queue [7, 11]. Once the medium is free, the packet is taken from the

queue to be transmitted. Channel congestion is expected in high traffic situations,

where a node may not be able to send its packets, resulting in message queuing for

that node. This could go on until the capacity of the transmission queue overflows,

in which case packets are dropped. The performance of sending packets can be

affected by the transmission queue size and the scheduling strategy used.

With respect to timeliness, the size of the queue can effect the freshness of the

packet. A large queue can hold more packets and one can expect that fewer packets

will be dropped. However, the longer a packet is queued, the more outdated

its information becomes, which could make the packet useless. In the context

to buffering and scheduling, queuing issue were discussed in [15]. Two queuing

strategies were investigated for use in the MAC layer. The first, Newest Packet

Drop (NPD) or tail-drop queuing, means that once the queue is full, the new arriving

packet will be dropped. The second, Oldest Packet Drop (OPD), also known as head-

drop queuing, implies that when a packet arrives at a full queue, the oldest packet

will be placed with the new one arrives.
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2 .4 vanet applications

VANET applications can be classified into three categories. The first category is

convenience applications, which mainly deal with traffic management aiming to

enhance traffic efficiency. The second category has commercial applications that

provide drivers with entertainment and services, such as web access, streaming

audio and video [16, 17]. The third category contains safety applications, which

are considered one of the most important applications in VANET proposed by [18].

2 .4 .1 Basic Safety Message (BSM)

The Basic Safety Message (BSM), which is a beacon message broadcast periodically

every 100ms on CH172, is the most important message used in a variety of DSRC

safety applications to exchange information about the status of the vehicle [12]. A

BSM consists of two parts. The first part is mandatory and contains data included in

every BSM. The second part is optional. It is transmitted less frequently and includes

additional information for certain applications.

Figure 2.5 shows the Basic Safety Message (BSM) message format. The first part

of the BSM consists of 39 bytes that contain frequently used fields. DSRC_MessageID

is used to identify the message type, which helps the receiving application in in-

terpreting the remaining message bytes. MsgCount shows the number of messages

that were sent by the same vehicle with the same MessageID. TemporaryID is used to

identify the local vehicles that are interacting during an encounter. This ID period-

ically changes to ensure the vehicle’s anonymity. DSecond provides current timing

information consisting of an integer value representing the milliseconds within a

minute. The mandatory part of a BSM also includes GPS related information, e.g.,

Latitude, Longitude, Elevation and PositionalAccuracy. Motion and control information

fields are represented next. TransmissionAndSpeed states the current speed com-

bined with a value indicating the vehicle’s transmission state. Heading provides

the current heading and orientation of the vehicle. SteeringwheelAngel indicates the

rate of change of the steering wheel angel in either direction. AccelerationSet4Way

provides acceleration values in three orthogonal directions and yaw rotation rates.
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16Feb2010 page 40 of 210 DSRC Implementation Guide 

For the purpose of clarity, below is the single data element verbose view of the same ASN (used 
when the developer specifically wants to encode each data item independently in ASN DER; it is 
not used in the BSM when transmitted over WSM).  The data content and order is the same, 
however here the bulk of the Part I content is not constructed as a single octet blob (a topic 
discussed further in a moment).  As a result, this variant is substantially longer and larger.  

BasicSafetyMessageVerbose ::= SEQUENCE { 
   -- Part I, sent at all times  
   msgID       DSRCmsgID,            -- App ID value, 1 byte 
    
   msgCnt      MsgCount,             -- 1 byte 
   id          TemporaryID,          -- 4 bytes 
   secMark     DSecond,              -- 2 bytes 
   -- pos      PositionLocal3D, 
   lat         Latitude,             -- 4 bytes  
   long        Longitude,            -- 4 bytes 
   elev        Elevation,            -- 2 bytes 
   accuracy    PositionalAccuracy,   -- 4 bytes 
    
   -- motion   Motion, 
   speed       TransmissionAndSpeed, -- 2 bytes 
   heading     Heading,              -- 2 bytes 
   angle       SteeringWheelAngle,   -- 1 bytes 
   accelSet    AccelerationSet4Way,  -- 7 bytes 
    
   -- control  Control, 
   brakes      BrakeSystemStatus,    -- 2 bytes 
    
   -- basic    VehicleBasic, 
   size        VehicleSize,          -- 3 bytes 
    
   -- Part II, sent as required  
   -- Part II,  
   safetyExt   VehicleSafetyExtension OPTIONAL,  
   status      VehicleStatus          OPTIONAL,   
   ... -- # LOCAL_CONTENT 
   } 

Again, the reader must seek out the Part II content to determine what it allows.  Below is the critical 
two elements of the Part II definition (the VehicleSafetyExtension and VehicleStatus elements) 
taken from the standard itself, which allows a sequence of possible items and is quite lengthy.  
Refer to the standard for the precise definition of all these additional data elements.   

VehicleSafetyExtension ::= SEQUENCE { 
   events             EventFlags     OPTIONAL, 
   pathHistory        PathHistory    OPTIONAL,  
   pathPrediction     PathPrediction OPTIONAL, 
   theRTCM            RTCMPackage    OPTIONAL, 
   ... -- # LOCAL_CONTENT 
   } 

and 
VehicleStatus ::= SEQUENCE {  
   lights          ExteriorLights OPTIONAL,                 -- Exterior Lights 
   lightBar        LightbarInUse  OPTIONAL,                 -- PS Lights 
    
   wipers   SEQUENCE { 
         statusFront    WiperStatusFront, 
         rateFront      WiperRate, 
         statusRear     WiperStatusRear       OPTIONAL, 
         rateRear       WiperRate             OPTIONAL 
         } OPTIONAL,                                        -- Wipers 
    
   brakeStatus  BrakeSystemStatus OPTIONAL,  

F igure 2 .5 : Basic Safety Message (BSM) [12]

BrakeSystemStatus provides information about the current brake system status, e.g.,

brake usage, anti-lock brake status, and auxiliary brake status. Finally, VehicleSize

indicates the vehicle’s length and width.

The optional part contains fields application specific information. For example,

VehicleSafetyExtention is used to send various additional details about the vehicle,

such as Event Flags, Path History and Path Prediction. VehicleStatus contains infor-

mation to relate specific items of the vehicle’s status. It is typically used in data event

snapshots, which are gathered and periodically reported to an RSU.
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2 .4 .2 DSRC Safety Applications

Various types of DSRC safety applications, which aim to enhance safety by notifying

drivers of potential hazards or accidents, have been presented in [5]. The safety

applications rely on BSMs that are periodically sent by each vehicle’s OBU every

100ms. The information contained in BSMs received from surrounding vehicles is

used to alert drivers about impending dangers. The USDOT evaluated pre-crash sce-

narios based on the National Automotive Sampling System (NASS) crash database

in order to provide a list of potential crash imminent safety scenarios [19]. This

analysis resulted in the identification and selection of the following safety applica-

tions described in Figure 2.6 to be developed and implemented as part of the VSC-A

program:

Forward Collision Warning (FCW), depicted in Figure 2.6 a), is intended to warn

the driver of the Host Vehicle (HV) in case of an impending rear-end collision with

a Remote Vehicle (RV) ahead in the same lane and direction of travel. FCW helps

drivers avoid rear-end vehicle collisions in the forward path of travel.

RV
Brake

HV

a) FCW

BSM

RV

HVBSM

d) BSW
+LCW

RVHV
Brake

b) EEBL
BSM

RVc) DNPW BSM

HV

F igure 2 .6 : Safety Applications scenarios

Figure 2.6 b) describes Emergency Electronic Brake Lights (EEBL), which enables

vehicles to broadcast an emergency brake event to surrounding vehicles. Upon

receiving such event, the HV determines the relevance of the event and provides

a warning to the driver. EBBL is useful in situations of low visibility, e.g., due to fog,

or when other vehicles block the view of the HV.

Do Not Pass Warning (DNPW), shown in Figure 2.6 c), alerts the driver of the HV

during a passing maneuver that a slower moving vehicle cannot be safely passed
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using the passing zone, e.g., as it will be soon occupied by a vehicle traveling in the

opposite direction.

Blind Spot Warning + Lane Change Warning (BSW+LCW), shown in Figure 2.6 d),

is designed to warn the driver of the HV who attempts to change lane, but this

intended lane is occupied by another vehicle positioned in a blind-spot zone and

traveling in the same direction.

Intersection Movement Assist (IMA) is intended to warn the driver of an HV when

it is not safe to enter an intersection due to high collision probability with other RVs

crossing this intersection.

Table 2.3 illustrates the relationship/mapping between the crash scenarios iden-

tified by the USDOT and the list of high impact safety applications described above.

Table 2 .3 : Safety Applications and crash imminent scenarios [5]

Crash Scenarios / Safety Applications EEBL FCW BSW DNPW IMA CLW
1 Lead Vehicle Stopped X
2 Control Loss without Prior Vehicle Action X
3 Vehicle(s) Turning at Non-Signalized Junctions X
4 Straight Crossing Paths at Non-Signalized Junctions X
5 Lead Vehicle Decelerating X X
6 Vehicle(s) Changing Lanes - Same Direction X X
7 Vehicle(s) Making Maneuver - Opposite Direction X

2 .4 .3 Arada Systems LocoMate OBU and RSU

The Arada LocoMate devices shown in Figure 2.7 are examples of commercial OBUs

and RSU. These devices enable wireless connectivity V2V and V2I in vehicular

environments [20]. The LocoMate OBU operates within the physical specification

of the FCC amendment and the ASTM E2213 standard [4, 6]. Moreover, it provides

safety and data services to the vehicle users by communicating BSMs per the SAE

J2735 standard [12]. The OBU is Linux/Unix compatible and comes with a Software

Development Kit (SDK) with C libraries. It has an integrated GPS device with exter-

nal RF antenna with an accuracy of up to 1m, which provides location information

such as the longitude and latitude of the vehicle.

Figure 2.8 shows the OBU’s block digram. According to the manufacturer’s user

manual [20], the OBU utilizes a 680MHz MIPS processor and 16MB of flash memory,
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F igure 2 .7 : Arada LocoMate OBUs and RSU

in addition to a 64MB of SDRAM. It has a Gigabit Ethernet interface and an Atheros

AR5414 based WLAN Mini PCI. It should be noted that we used these devices during

WLAN

GPS

Ethernet 
Port

Power 
Connector

RF Antenna

Power 
Supply

GPS 
Antenna

PC

ARADA LocoMate

F igure 2 .8 : Arada LocoMate OBU block digram

flied experiments. Each OBU was connected to the vehicle’s power supply, and the

GPS antenna was placed on the top of the vehicle. The OBUs were mounted on the

roof of the vehicles with upward antenna orientation. In order to allow real-time

monitoring they were connected to computers in the vehicles via Ethernet.
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2 .5 malicious attacks in vanets

As safety applications use wireless communication, they are potentially subjected to

all security challenges associated with this communication paradigm. The aim of

malicious attack could be either to cause safety applications to fail [21, 43], or to get

right of way by giving the illusion of congestion [22] in active traffic management.

Some attacks aim at reducing the SNR by emitting radio signals that interfere with

the communication [23]. Other attacks could disobey medium access rules. They

could insert bogus packets, the worst of this is sending packets with false informa-

tion like Sybil attacks [24]. Understanding the types of security threats and attackers

is very important to design any security solution for VANETs.

2 .5 .1 Attackers

According to [25], attackers are classified into four basic categories based on the

scope and behavior of attacks. Insiders vs. outsiders: insiders are authenticated

members in a network, while outsiders are intruders with less capabilities. Malicious

vs. rational: malicious attackers intend to cause accidents but do not personally

benefit from this attack, while rational attackers have specific goals. Active vs. passive:

active attackers send fake or manipulated messages, whereas passive attackers sniff

the network to collect information for future attacks. Local vs. extended: the scope

of a local attacker is of limited range, whereas extended attackers target the larger

network.

2 .5 .2 Taxonomy of Jammers

Wireless jamming is a common attack in wireless communication. It can be defined

as an act of transmitting radio signals in order to interfere with communication

and block legitimate nodes from accessing the medium. The goal of jammers may

be twofold, 1) to interfere with wireless communication to decrease the SNR, thus

making reception unreliable or impossible and potentially destroy network packets,

or 2) prevent nodes from gaining access to the medium. Jammers may have different

properties, including ease of detectability, power usage, sophistication with respect
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to protocol awareness and level of Denial of Service (DoS) [23, 26]. Jamming models

can be divided into two main categories: 1) simple jamming models and 2) intelligent

jamming models.

S imple Jamming Models — Simple jammers were discussed in detail in [26].

The first jamming model in this category is the Constant Jammer, which emits a

constant stream of random data that does not follow the MAC layer protocol. As a

result, the medium appears to be busy, thus blocking legitimate nodes from access.

However, it may also result in corruption of ongoing packets. The Deceptive Jammer is

the second jamming model. This type of jammer does not follow the channel access

protocol by continually injecting a stream of what appears to be valid packets with-

out any gaps between them. The third jamming model, Random Jammer, switches

randomly between periods of jamming and sleeping. During the jamming period its

behavior resembles that of a constant jammer. Reactive Jammer is the last jamming

model in this category. It senses the medium for ongoing communication, and when

it senses a packet transmission it emits a radio signal that collides with the packet,

thus corrupting it.

Intelligent Jamming Models — This type of jammer interferes with com-

munication between nodes, thereby corrupting packets sent by legitimate nodes. It

is also called protocol-aware jammer, and has the capability of corrupting specific

packets. It may target control packets, such as Request to Send (RTS), Clear to Send

(CTS) or Aknowlagment (ACK), but could also target DATA packets, as described in

[23].

2 .5 .3 MAC Misbehavior

The MAC protocol described in Subsection 2.2 assumes that any node intending to

access the medium obeys the MAC rules. Misbehaving nodes are those nodes that

violate the MAC access rules. According to [27], there are two types of MAC layer

misbehavior. Selfish misbehavior implies that nodes want to gain an unfair advantage

in transmitting their packets [28, 29]. Malicious misbehavior implies that nodes aim to
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prevent other legitimate nodes from transmitting packets [26, 30]. This misbehavior

can lead to DoS attacks. A considerable amount of research has focused on detecting

selfish behavior, including [31, 32]. Detection mechanisms for malicious misbehavior

have been presented in [30, 33].

2 .5 .4 GPS Spoofing and Bogus Information

In GPS spoofing the attacker attempts to deceive a GPS receiver by broadcasting

incorrect GPS signals, stronger than those generated by genuine satellites. The goal

is to fool drivers by providing false locations.

Bogus information could be introduced by outsiders (intruders) or by legitimate

users. The attacker is capable of injecting and disseminating faulty information in

the network for personal advantage that impacts the decisions of other drivers. For

instance, a false message can be transmitted announcing "Heavy traffic conditions"

to convince other vehicles to take other roads to the benefit the attacking vehicle.

2 .5 .5 Sybil Attack

The Sybil attack was described in [36], where one node, called the Malicious/Rogue

node, pretends to be multiple nodes by impersonating their identities using stolen

or forged IDs. In other words, the attacker simulates several nodes in the network.

These simulated nodes are called Sybil nodes. The attacker is an insider, rational, and

active. A Sybil attack might be launched with different goals. One of the goals may

be to give the illusion of a traffic jam. However, the attacker may be more harmful

by trying to provoke fake events, e.g., a collision, to force safety applications that use

voting schemes to make wrong decisions [38, 39, 40, 41]. The attacker attempts to

stack wrong values, sent by Sybil nodes, in the voting sets of safety applications to

out-vote the correct values, thus causing safety applications to fail. The misbehaving

detection techniques presented in [30, 33] fail to detect Sybil nodes because they

obey medium access rules.
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2 .5 .6 Malware and Spam

These attacks, such as viruses and spam, may cause severe disturbance in normal

VANET behavior [34]. This type of attack is invoked by malicious insiders rather

than outsider attackers. Specifically, an attacker broadcasts spam messages in the

network to consume the bandwidth, thus increasing the transmission latency. On

the other hand, malware is similar to a virus that inhibits normal operation of the

VANET. Networks get infected with this kind of attack during software updates of

OBUs or RSUs.

2 .6 reliability of dsrc safety applications

The reliability of DSRC safety applications is related to the probability of a vehicle

receiving BSMs in time. The standard definition of reliability R(t) is "the probability

that a system is working to specifications during the entire time interval [0, t]" [42]. Reli-

ability of safety applications will be introduced using the example of EEBL in the

context of its timing model.

2 .6 .1 EEBL Timing Model

The timing model related to EEBL is shown in Figure 2.9. Upon recognition of a

hazard the driver of the RV is assumed to brake hard at time tbrake. During the time

interval Tbrake the RV broadcasts this braking event e in its BSMs to the surrounding

vehicles. Note that we use lower case t to denote instances of time and upper case

T for time intervals. The EEBL application running on the HV uses the received

BSMs indicating event e to alert the driver of the HV. This alert has to be issued early

enough to allow the driver to react, i.e., no later than treact. Typical reaction times

Treact have been recorded within 0.9 to 1.2 seconds [42].

2 .6 .2 Reliability of EEBL

The reliability of EEBL is conditioned on the reception of these BSMs and making the

correct decision in the proper time. Assume that the distance d between the HV and
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F igure 2 .9 : EEBL BSM Timing Model [43]

RV is equivalent to Td seconds. Given that BSMs are spaced 0.1s in time, this distance

accounts for b = bTd/0.1c BSMs. However, one can only consider those BSMs that

are received at or before treact. Then reaction time accounts for r = bTreact/0.1c BSMs.

Therefore, the application reliability is the probability of receiving at least one BSMi,

for i = 1, ..., x, before it is too late to react, where x = b− r.

The application fails if no BSM was received, thereby leaving the HV unaware

of the occurrence of the event. If one assumes that the reliability of one BSM is

independent of that of another BSM, and using the unreliability Q(t) = 1− R(t),

then the probability that not a single BSMi is received is [43]

Q(t) =
x

∏
i=1

Qi(ti) (2.2)

where Qi(ti) is the probability that BSMi is not received and ti is the time it should

have been received.
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chapter 3

Enhanced Voting Algorithm for Hybrid Jamming Attacks

in VANET

In this chapter we address safety application reliability in the presence of jamming,

an unavoidable attack in wireless technologies. Specifically, a new hybrid jammer

is introduced, which combines the properties of constant and deceptive jammers, in

addition to characteristics resembling random jammers. It is shown that this simple-

to-implement jammer can manipulate transmitting nodes in a way that can cause

safety applications to fail. Moreover, it makes innocent nodes appear as misbehav-

ing on the medium. All this can be done without destroying messages. Results

from lab experiments with commercial DSRC equipment, as well as findings during

field experiments are presented to demonstrate its effectiveness. Consequently, a

detection algorithm as a mitigation strategy for this new jammer is introduced. Next,

the impact of hybrid jamming on voting-based approaches is investigated, and an

EVA is derived, which is capable of overcoming deficiencies of previous algorithms.

The EVA improves decision times without any alterations of existing protocols and

standards. Finally, experimental results validate that the new algorithm is superior

in terms of time required to make decisions and reliability compared to previous

work reported in the next section.

3 .1 related work

The reliability of safety applications is paramount. For safety applications subjected

to malicious act capable of tricking them into deriving incorrect decisions, special

mechanisms are needed. Research has addressed this by using redundant BSMs

received from nearby vehicles capable of witnessing an event. These vehicles are said

to be located in the detection zone [38]. Upon detection of an event, each HV starts

collecting the BSMs received from vehicles in the detection zone to construct a voting

set. Voting-based solutions have been presented in the literature [38, 39, 44]. These
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approaches differ in the way a voting set is constructed, e.g., based on the freshness

of messages, and the size of the voting set. The latter determines the voting threshold.

The final decision is based on this threshold, e.g., by applying majority voting.

The challenge is how to select the correct threshold in a trade-off space between

speed and robustness of the voting decision. Selecting a low threshold allows

decisions to be made fast, however, it may increase the probability of making wrong

decisions. On the other hand, selecting a high threshold makes robust decisions, but

results in higher latency. Different strategies have been used to define the threshold

as static or dynamic [38, 40]. A static threshold is set a priori, e.g., during manufactur-

ing of the vehicle, while dynamic thresholds change based on neighborhood density

and criticality of the event.

Algorithms based on voting can be classified into two categories. The first

category consists of voting algorithms using new message architectures based on

authentic consensus, namely authentication and verification, of each vehicle. The

second category consists of voting algorithms relying on configuring the voting set

based on factors like message freshness and thresholds.

An example of the first category, described in [40], considers a Proof-of-Relevance

(PoR), which is generated by vehicles collecting digital endorsements from other

witnesses of an event. Its scheme consists of three phases. 1) Report generation:

This includes location, type and time of an event. 2) Signature collection: It is the key

procedure in this scheme. In this phase all vehicles that detected the event will par-

ticipate in the signature collection protocol until enough signatures are collected. 3)

Report verification: Each vehicle that received the event report will examine whether

there are enough signatures or not. If there are enough signatures, each vehicle will

start validating signatures to check for incorrect signatures. Once enough correct

signatures are observed, a decision is made. However, such an approach requires

additional communication, thereby adding overhead, but more importantly, they

require a modification of the standards.

For the aforementioned reasons we will consider approaches of the second cate-

gory using voting set configuration as discussed in [38, 39, 41, 44]. In [44] the authors

proposed four static decision methods, which are based on voting algorithms that
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use plausibility checks in order to take the correct decision in the presence of value

faults. These decision methods are: Freshest Message, which only consider the most

recent messages, Majority Wins, which execute local voting over all distinct messages,

Majority of Freshest X, which combines the previous two methods considering only

the recent X distinct messages, and Majority of Freshest X with Threshold, which is

simply an extension of the previous method in addition to checking if the distinct

messages received so far exceed a certain threshold or not. However, their work did

not specifically state the time to live for messages and does not explicitly state a way

for the calculation of the thresholds.

In [38] the authors proposed a dynamic criticality threshold based on the Ma-

jority of Freshest X with Threshold scheme of [44], where consensus parameters and

threshold are depending on neighborhood vehicle density and criticality of the event.

There are two strategies for making a decision. As mentioned before, for critical

events a compromise space exists between fast and robust decisions. The more

critical the event, the fewer messages should be needed for fast decisions. However

robust decisions require more messages.

The authors in [41] proposed an adaptive decision making method in order to

improve the accuracy and time efficiency of decision-making. It aims to take a

decision as soon as possible once the amount of received opinions are greater than a

threshold or when the time delay between the first received message and the current

received message exceed a maximum delay.

The adaptive threshold algorithm proposed in [39] considered the Majority of

Freshest X with dynamic Threshold [38] for an adaptive threshold algorithm that

provided higher resilience against certain types of jamming.

None of the previous research is suitable for dealing with the jammer model used

in this research, since this jammer model affects the freshness of messages as will

discussed in the next sections.
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3 .2 observations of transmission queue behavior

As mentioned earlier in Section 2.3, after a BSM is created it is placed in the transmis-

sion queue, waiting to be sent once the medium is free. Assuming no misbehaving

nodes, the normal BSM generation rate of 10 BSM/s, and that the vehicle density is

not causing saturation of the medium, BSMs are unlikely to be queued. However,

during field tests related to the study of the impact of deceptive jamming on V2V

communications, we observed excessive queuing behavior. Figure 3.1 depicts the

position of vehicles during the experiments. In the field test, three OBU-equipped

vehicles, RV, HV, and V3 passed a stationary deceptive jammer at a speed of about

35mph.

Moving towards
the jammer

a)

b)

V3 HV RV

Jammer
Position

V3 HV RV

Jammer
Position

Leaving from
the jammer

F igure 3 .1 : Field experiment scenario [39]

Figure 3.2 shows the data that was logged by V3 of BSMs sent from the RV and

HV just before the medium was completely jammed. When not affected by jamming,

BSMs from the RV and HV were received by V3 with the expected time spacing.

Once the vehicles entered the jamming area, gaps in reception were observed, as

expected. However, unexpected bursts of BSMs were logged following small gaps of

reception. After careful investigation of the timing and content of packets, we could

confirm that the bursts were due to OBU message queuing as the medium was

jammed, i.e., BSMs were queued during jamming. After jamming the transmission

queues flushed with bursts of BSMs. These bursts did not follow the 10BSM/s
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rate. This queuing behavior and subsequent burst could be exploited by the hybrid

jammer described next.

3 .3 a new hybrid jammer

The observations described in the previous section inspired a new jammer, that

combines properties of constant, deceptive, and random jammers. The jammer sends

continuous random bits like a constant jammer, however, they appear as regular

packets, without following the channel access protocol, like a deceptive jammer. In

addition the jammer is dormant for most of time and only jam for specific durations,

e.g., half a second to a few seconds. This makes it appear like a random jammer,

however, it will be shown later that the time and duration of jamming is carefully

selected. During jamming all nodes believe that their inability to access the medium

is because other nodes are transmitting their packets. Therefore, legitimate nodes

will not be able to transmit any packets and queue them instead, until jamming

stops and the medium becomes available again. No packets will be lost as long as

the queues of the nodes do not overflow. Due to this overall behavior, no messages

of legitimate nodes are destroyed and the jamming cannot be detected as a malicious

attack by mechanisms relying on packet error rates or delivery ratios.
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3 .3 .1 Hybrid Jammer Properties

The behavior of the hybrid jammer can be formally described as follows: Assume

the size of transmission queue of the OBUs is q. Let ∆Tjam denote the jamming

duration, and ts
jam and te

jam the time at which jamming starts and ends respectively.

Thus, the time interval ∆Tjam can be defined as ∆Tjam = te
jam − ts

jam. Theoretically

speaking, jamming for ∆Tjam will result in each OBU that is affected by jammer to

queue m = ∆Tjam/0.1 BSMs, where 0.1s is the BSM time spacing. An attacker can

take advantage of jamming-induced queuing by:

1. Minimizing being detected by selectively choosing ∆Tjam to intentionally cause

BSM delays suiting its attack objectives, e.g., selecting the smallest BSM delay

that renders safety applications useless. In the context of timeliness of BSM

messages, a delay in reception di will occur for each BSMi queued due to

jamming for a duration of ∆Tjam. The minimum delay of a queued BSMi is

computed by

di ≥ ∆Tjam +
i

∑
1

tmin, 1 ≤ i ≤ m (3.1)

where tmin is the lower bound on the BSM transmission time from a specific

OBU.

2. Ensuring no BSMs of legitimate vehicles are lost during the jamming period.

This can be achieved if the duration is short enough to not overflow an OBU’s

transmission queue, i.e., if m ≤ q, and if no congestion occurs due to affected

OBUs attempting to flush their queues.

3. Making innocent vehicles appear to be misbehaving. Once jamming stops

OBUs send all queued BSMs in a burst that does not follow the 10BSM/s

rate, flushing in this way makes them appear to be selfishly misbehaving on

the medium.

The hybrid jammer’s function can be explained using the timing model of EEBL,

shown in Figure 2.9. The attacker can cause EEBL to fail it delays more than x BSMs

so that they are not received by the safety application in proper time. Furthermore,
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if the number of queued BSMs x is less than or equal to the queue size q, then any

PDR-based approache will fail to detect the jammer, as no BSMs of legitimate nodes

will be lost. Finally, the queuing vehicles will appear as misbehaving due to their

OBUs flushing their queues after jamming stops.

3 .3 .2 Jamming Impact on Queuing

As indicated in the discussion of Figure 3.2 queuing of BSMs due to jamming

was observed in real tests using commercially available OBUs. To validate the

hybrid jammer’s effect on queuing and to investigate if queuing is deterministic, we

conducted experiments using three Locomate Classic OBUs from Arada Systems [20].

One OBU was programmed to act as the hybrid jammer, the second served as

the RV and the third as the HV. The experiments were conducted in a controlled

environment with no objects interfering with communications. The test parameters

used are shown in Table 3.1.

Table 3 .1 : Hybrid Jammer Parameters

OBU Model Arada Systems LocoMate Classic
Number of OBUs 3 (2 OBUs for two vehicles

and 1 for the stationary jammer)
BSM generation 10 packets/s
Channel Safety Channel 172

Transmitter power 21 dBm
Data rate 6Mbps
Jammer power and data rate 18 dBm, 6Mbps

The impact of jamming with ∆Tjam = 1, 2, 3 and 4s of a typical experiment can

be seen in Figure 3.3, where the number of BSMs that the HV received from the

RV per 100ms is shown. After each jamming period a burst of BSMs, consistent

with the number of BSMs expected to have been queued based on ∆Tjam, can be

observed. However, after careful examination the experiment also revealed that

jamming in practice is not as precise as in theory, and we observed several factors

that introduced variability.

First of all, the time from starting the jammer until it effectively jammed the

medium was nondeterministic, as it was not possible to start jamming precisely at
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the time intended. We attribute the observed differences to process initialization

delays, the runtime overhead of the Arada LocoMate Classic’s operating system,

which is Linux based, and the overhead associated with the jammer program. This

delay can be observed in the scenario with ∆Tjam = 1, which actually resulted in an

effective jamming period slightly longer than 1s.

The second factor that created nondeterminism was attributed to the Arada

Locomate Classic OBUs way of flushing their buffer. Specifically, experiments re-

vealed that BSM spacing during flushing was on average 12.5ms, with minimum

and maximum observed spacings as 10ms and 16ms respectively, and standard

deviation of 1.6. In Figure 3.3 this behavior was responsible for several spikes after

the jamming period rather than one large spike.

Thirdly, it should be noted that the figure only shows BSMs sent by the RV

and received by the HV. The HV also queued messaged during jamming, which

also accessed the medium using CSMA/CA. However, due to the low utilization of

the medium this should have had minimal impact on the data in the figure. The

experiments further suggested that the Arada Locomate Classic OBUs queued up to

40 BSMs before messages were dropped.

3 .4 design concepts

From this research point of view, all jamming models presented in Section 2.5.2 can

be classified into two different models: destructive and non-destructive jamming

models. Destructive jammers interfere with communication between nodes, thus
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they may destroy messages sent by legitimate nodes during the jamming period. A

non-destructive jammer blocks legitimate nodes from accessing the medium, thereby

forcing these nodes to queue messages in their transmission queues. The hybrid

jammer is the main jamming model for this research. It is an example of a truly non-

destructive jammer, as it impacts reception of BSMs by delaying, but not destroying

them. This delay in reception could have sever impact on safety application.

3 .4 .1 Detection of Hybrid Jammer

Detecting the hybrid jammer is based on two metrics. The first is the difference

between the time stamps of the creation of the most recently saved BSM and the

currently received BSM. Such time stamp is included in a BSM field called Dsecond.

If this difference is significantly less than 100ms, this vehicle is considers to be

misbehaving. The second metric is the difference between the time stamp of the

HV and that in the recently received BSM. This difference allows identifying the

number of missing BSMs. If this difference divided by the BSM period of 100ms is

approximately equal to the number of BSM omissions identified, then this vehicle

is a victim. The Hybrid Jammer Detection Algorithm (HJDA) is explained in detail

in [61].

3 .4 .2 Attack Model

A scenario involving vehicles reacting to a hazard in the absence of an attack is

shown in Figure 3.4. Vehicles RV1 and RV2 observing a hazard react, causing

their BSMs to indicate a braking event. Vehicle HV is assumed to not have visual

contact and thus its safety application relies on messages from the RVs, which both

consistently indicate the event.

Next, consider the scenario depicted in Figure 3.5, where a hybrid jammer is

positioned on the roadside next to RV1 and RV2. This jammer, A1, jams for a period

of ∆Tjam in coordination with the creation of the hazard in front of the RVs. At the

same time a collaborating attacker vehicle, A2, starts sending false BSMs indicating

no event to the HV. In the absence of jamming, the false values of A2 would be
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F igure 3 .4 : No attack

outvoted by the correct values of RV1 and RV2 in the voting algorithm executing in

the HV.

F igure 3 .5 : Attack causing message queuing

In the presence of jamming the above behavior changes. Specifically, the hybrid

jammer will force the RVs to queue their BSMs during jamming period ∆Tjam. The

attacker A2, positioned outside of the jamming area, will be able to stack the voting

set of the HV with false values. The HV will have to make a decision to notify the
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driver of the event before it is too late to react. This time is approximated by

tsa f ety = tnow + Tsa f ety (3.2)

where tnow is the current time and

Tsa f ety =
locHV − origlocRV1

speedHV
− Treact (3.3)

where speedHV is the current speed of the HV, and locHV and origlocRV1 are the

current and original locations of the HV and RV1 respectively. We can define the

EEBL application reliability as the probability of the algorithm taking a correct

decision at or before tsa f ety.

3 .4 .3 Enhanced Voting Algorithm (EVA)

The EVA is built on an architecture consisting of multiple components. A core

component is the dispatcher, which is similar to the dispatcher used in the system

model of [38]. It starts a separate thread for each distinct event ej observed, i.e.,

upon the first occurrence of ej reported in a BSM by some vehicle. The dispatcher

forwards BSMs to the threads corresponding to events ej if the RV sending the BSM

is located in the event detection zone. In [38] this zone is determined by a so-called

filter, which uses metrics such as distance from, and lane of an event.

The EVA, which is running in the thread associated with each ej, is shown in

Figure 3.6. The algorithm consists of two stages: an investigation and a voting stage.

Investigation: This stage deals with hybrid jamming attack and/or misbehavior

detection. The EVA calls the HJDA described in Subsection 3.4.1, which identifies

if an RV is a victim of a hybrid jammer attack or a misbehaving node. For each

vehicle the HJDA saves the last BSM received and keeps track of the number of

BSM omissions. This can be done using watchdog timers, since a BSM is expected

from each vehicle approximately every 100ms. The HJDA controls Misbehaving

Vehicle flags, MVi, one entry for each surrounding RV. The MVi flags are initially

cleared when EVA is invoked and are used to differentiate between misbehaving and
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legitimate RVs. When a BSM is received and its corresponding MVi = 1, indicating

misbehaving, the BSM is discarded. Otherwise, the HJDA is called to check whether

RVi is misbehaving or if it is a victim of hybrid jamming.

Voting: If RVi passes the investigation stage, its value is added to the voting set.

It should be noted that, due to the timing checks in the HJDA of the investigation

stage, this not only includes BSMs with regular 100ms transmission rates, but also

those from victim RVs flushing their messages queued during jamming. These latter

BSMs will be discarded if they are considered to be outdated.
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Recall that tsa f ety is the critical time by which the HV needs to take action. The

value for tsa f ety is updated for each BSM indicating the event. A final decision using

voting is taken if 1) tsa f ety is reached or 2) if the threshold on the cardinality of

the voting set is reached. Due to the investigation stage, the EVA bases its voting

decisions only on values coming from non-misbehaving and victim vehicles.

3 .5 performance analysis

In this section we will investigate the performance of previous voting algorithms

subjected to the hybrid jammer. Then the performance enhancements of the EVA

will be presented. But first the field test assumptions are introduced.

3 .5 .1 Setup of Experiments

Whereas the theoretical impact of the hybrid jammer on the vehicles is clear, as it is

defined directly by the attack model and its associated queuing behavior described

in Section 3.4.2, the impact of the jammer in the field needed to be investigated.

Therefore, in order to validate the EVA, field experiments were conducted and

the results were collected and analyzed. The experimental setup consisted of the

scenario compatible with that shown in Figure 3.5. Specifically, vehicles representing

one HV, two RVs, and attacker A2, were equipped with LocoMate Classic OBUs

from Arada Systems [20]. All OBUs of vehicles used the standard transmission

rate of 10 BSMs per second and a transmission power of 23 dBm using Safety

Channel CH172. The RVs were configured to send BSMs announcing that an event

occurred. On the other hand, the attacker A2, located in the detection zone, sent

BSMs falsely indicating no event. The OBU in the HV executed the EVA. An

additional OBU was configured to act as a hybrid jammer capable of operating with

different transmission powers, data rates and jamming periods.

The experiments were conducted in a controlled configuration, where the ve-

hicles were positioned as in Figure 3.5, however they were stationary. This con-

figuration mimics the worst case real scenario, in which the jammer can control

the RVs precisely, without affecting attacker A2. The jammer was placed directly



34

next to the RVs and produced 1 dBm of jamming power for a duration of 1.5, 2

and 4.5 seconds. The attacker A2 and the HV were placed outside of the jamming

area, 80 meters from the RVs. The reason for conducting the experiment stationary

rather than on moving vehicles was multifold. During many hours of field testing it

proved to be very difficult to maintain constant speeds, and thus distances between

all vehicles. Furthermore, we needed to shield the experiment from the impact of

the road geometry, such as curves and elevation changes, as well as that of unrelated

road traffic, in the absence of a dedicated test site. A summary of the experiment

parameters is given in Table 3.2.

Table 3 .2 : Field Experiment Configuration Parameters

OBU Model Arada Systems LocoMate Classic
Number of OBUs 5 (4 OBUs in four vehicles,

1 OBU as stationary jammer)
Test range straight one-lane road
Jammer position 2m from the RVs
Distance: HV to RV1 80m
Vehicles speed 0 m/s (Fixed)
BSM generation 10 BSM/s
Channel Safety Channel 172

Transmitter power 23 dBm
Data rate 3Mbps
Jammer power & data rate 1 dBm, 3 Mbps

3 .5 .2 Previous Voting Approaches

Figures 3.7 and 3.8 show several graphs, each of which represents certain contribu-

tions to the voting set with respect to different jamming periods.

In the absence of attacks, the messages contributed to the voting set by RV1 and

RV2 are shown in graph Normal 2-RVs in the figures. With no message losses this

graph would be linear. However, during the specific field test represented in the

graph, three BSMs were lost.

Next we consider the impact of attacks on the voting set using the attack scenario

shown in Figure 3.5. Note that attacker A2 is not affected by jamming, whereas RV1
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F igure 3 .7 : Performance: 1.5 second jamming with Arada OBU

and RV2 are in the jamming zone. The measured contribution of attacker A2, who

is sending false data, is shown in graph Attacker A2.

During different jamming periods no BSMs from RV1 and RV2 were received by

the HV and only BSMs from A2 are visible in the voting set. Recall that the voting

algorithm is running on the HV. However, due to the omission of BSMs from RV1

and RV2 as the result of message queuing, the threshold of the voting set of previous

algorithms, e.g., [38, 39], cannot be reached yet to make a decision.

Once the jamming period ends, BSMs queued in the RVs are flushed, as described

in Subsection 3.3. Incidentally, this flushing is responsible for the flat part of graph

Attacker A2, as A2 could not access to the medium. Recall that with a BSM transmis-

sion rate of 10Hz and jamming periods of 1.5 and 2 seconds, approximately 15 and

20 BSMs were queued by each RV respectively. According to [45] the time-to-live of a

BSM should be no more than 500ms. Older messages are considered to be outdated.

This implies that the voting algorithm running on the HV will consider only the

most recent 5 BSMs of the queued BSMs in each RV. The contributions of RV1 and
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RV2 to the voting set of algorithms using this real-time constraint is depicted in

graph Previous Algorithms in both figures.

As stated before, a voting decision needs to be made either once the voting set

cardinality threshold is reached, or no later than time tsa f ety. A voting algorithm can

make a correct decision only once the voting set contains a majority of correct BSMs.

This point is reached in Figure 3.7 and 3.8 at time tmajority. If tsa f ety < tmajority the

voting algorithm will come to the wrong decision, otherwise a correct decision is

made.

3 .5 .3 Performance Evaluation of the EVA

One of the key issues of voting is the fact that messages may arrive in bursts due to

jamming and that outdated messages could be discarded (as argued in [45]). Recall

that if algorithms consider time, then RVs will be considered as misbehaving nodes

during bursts. Consequently their BSMs would be discarded, even if they indicate

an event. If time is not considered, then the voting set could be highly affected by

misbehaving nodes, as they would disproportionally stack the set. The EVA has the

capability to resolve these conflicts.

The graph EVA in Figures 3.7 and 3.8 shows the performance of the new algo-

rithm. During the jamming periods no BSMs from the RVs are added to the voting

set. However, once jamming stops, the bursts of queued BSMs from RVs are added

to the voting set, as they arrive. The EVA can make a correct decision once majority

is reached at time tmajorityEVA. The figures show the difference in time the EVA and

the previous algorithms reach their corresponding tmajority, indicated by Enhancement

time. As can be seen, the EVA outperformed other voting algorithms by 0.4s and

0.9s for the 1.5s and 2s jamming periods respectively. For safety applications such

improvement could have significant impact, for example the 0.9s enhancement is

approximately equal to typical reaction times. From a safety application reliability

point of view a reliable decision can be made by the EVA at time tmajorityEVA, whereas

the previous algorithms will make a wrong decision during the half-closed time

interval [tmajorityEVA, tmajority).
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F igure 3 .8 : Performance: 2 second jamming with Arada OBU

The performance of the EVA in Figures 3.7 and 3.8 was derived with data cap-

tured from Arada LocoMate OBUs, which were evaluated to have a queue size of

40. An attacker knowing the OBU queue size could force a worst case behavior

by causing the queue to overflow. Such scenario is shown in Figure 3.9. Here the

jamming period of 4.5 seconds is sufficiently long to queue 40 messages and drop 5.

Recall that during 4 seconds 40 BSMs are sent. The previous algorithms will discard

all queued messages. Together with the 5 messages dropped due to the newest packet

dropped behavior [15], it will have no messages to consider. The EVA on the other

hand will consider all queued messages, leading to the largest enhancement time of

3.3 seconds, as can be seen in the figure.

Running the EVA, which implies also the executions of the HJDA algorithm,

imposes computation overhead on the OBUs. This overhead is constant and negli-

gible for each BSM in HJDA and the EVA, with respect to updating data structures.

The delay associated with achieving the threshold in Figure 3.6 is dependent on

messages received from vehicles in the detection zone. However, this time is bound

by the Tsa f ety, as described in Section 3.4.2.
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F igure 3 .9 : Performance: 4.5 second jamming with Arada OBU

3 .6 conclusions

This chapter presented a new Enhanced Voting-based Algorithm to improve reliabil-

ity of DSRC safety applications operating in hostile environments. A hybrid jammer,

potentially causing safety applications to fail, was considered and its detection al-

gorithm was discussed. This jammer type is not only capable of forcing nodes to

queue messages, but also making these legitimate nodes appear as misbehaving.

Field experiments based on an attack model were conducted to demonstrate the

impact of the hybrid jammer on forced queuing in specific commercially available

OBUs. The EEBL safety application was used as an example during experiments.

The results observed showed that the EVA was capable of significantly reducing

the application’s decision times, thereby improving application reliability. In worst

case scenarios, which an intelligent attacker could provoke, the improvements of the

EVA were significant. During experiments enhancements of up to 3.3 seconds were

observed. In the context of safety critical applications, such improvements could

have significant impact on avoiding accidents and saving lives.



39

chapter 4

Sybil Attack Detection Algorithms

In this chapter the Sybil attack, which is considered to be one of the most severe

attacks in VANET, is investigated. In this attack a malicious node forges many

fake identities to fool safety applications. Two algorithms are presented. First, a

passive Sybil detection algorithm is proposed that improves the resilience against

Sybil attacks in a static power environment. The simulations shows that passive

detection algorithms might be ineffective in dynamic power environment. Second,

an active Sybil attack detection algorithm is presented that can locate Sybil nodes

without adding special hardware or information exchanges. Unlike previous de-

tection approaches, the algorithm is capable of Sybil detection even in dynamic

power environments. The active algorithm was evaluated in the field using vehicles

equipped with Arada LocoMate Classic OBUs.

4 .1 related research

The literature on detecting Sybil attacks in VANET shows a variety of approaches.

These approaches can be classified as follows.

4 .1 .1 Resources Testing

The objective of resource testing is to determine if a number of nodes, e.g., Sybil

nodes, have less resources than would be expected if they were legitimate indepen-

dent nodes. This method falls into three categories. The first category is Radio

Resource Testing, presented in [35]. In this method, the node that wants to detect the

Sybil nodes assigns a channel to each neighboring node to broadcast messages on it

and randomly chooses a channel to listen. If it is a legitimate node, it should receive

the message and response on the same channel. Otherwise, the malicious node can

not send a response message for its Sybil nodes simultaneously on different channels.

The second category is Computational Resource Testing. When a node wants to detect
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Sybil nodes it sends a puzzle to be solved to all nodes. As the malicious node and

its Sybil nodes sharing resources, nodes failing to solve a puzzle are marked as Sybil

nodes [36]. Finally, Identification Resource Testing is discussed in [37]. Here a node

can detect Sybil attacks by saving the MAC addresses of neighbor nodes in a list. If

a node is detected with a MAC address not recorded in this list, it is identified as a

Sybil node. None of these methods are applicable in VANET.

4 .1 .2 Ranging Methods

Ranging methods are proposed to calculate the distance between a transmitter and

a receiver, and can be classified into two categories:

Received S ignal Strength Indicator (RSSI) — Sybil attacks can be de-

tected using the Received Signal Strength Indicator (RSSI) propagation model as

described in [46] [47]. In this method, the receiving node uses the received signal

strength as the basis for calculating the distance of the sending node. If the calculated

distance differs from the distance implied by the two nodes’ GPS coordinates, the

sending node may be a Sybil node. The authors in [48] present an approach that

is composed of two complementary techniques assuming all vehicles use the same

transmission power. They first use RSSI to estimate the distance between two nodes

using the Friis model. When incoherent signal strengths are observed, a second

technique using a "distinguishability degree metric" is used, which is based on

observing differences of two nodes over time. However, any intelligent attacker

who can manipulate the GPS coordinates and power levels to appear consistent, will

be able to fool these approaches.

Time Based Methods — Time-based methods such as Time Of Arrival (TOA)

and Time Difference Of Arrival (TDOA) are presented in [49] [50]. Here the esti-

mated distance between two nodes is based on the signal propagation time. How-

ever, this requires an accurate real-time clock synchronization between the transmit-

ter and the receiver, which may not be a realistic assumption [51].
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4 .1 .3 Neighbor Information and Collaboration

The authors in [52] proposed a technique in which each node exchanges group

information of its neighbors periodically with other nodes. Each node performs the

intersection of these groups. If nodes observe very similar neighbors over a longer

time, they flag these matching neighbors as Sybil nodes. The assumption is that

it is unlikely that two nodes have the same set of neighbors for a time surpassing

a certain threshold. However, this approach has limited detection capabilities and

adds more communication/message overhead to the system.

An intrusion detection system approach to rogue node detection was introduced

in [53]. Their anomaly-based detection uses node driving information to calculate

metric such as average flow, density and location, which is then used as a base line

shared with other nodes. This collaboration allows comparisons of traffic flow aver-

ages. Flow averages that appear extreme are rejected and reported. However, Sybil

nodes, especially if there are many, could affect these computations. Furthermore,

these nodes can behave normal, yet inject and broadcast false data, e.g., a brake

status event indicating hard braking.

4 .1 .4 Road-Side Unit (RSU)

In [54] the authors introduced a so-called "Robust method of Sybil Attack Detection

(RobSAD)" in urban VANETs. Because their Sybil nodes have the same location

and direction all the time, their group behavior is assumed suspicious. The authors

suppose that authorized RSUs are distributed over part of this area. These RSUs

broadcast digital signatures with timestamps to vehicles in their range. Honest

nodes have independent trajectories and collect the signatures received from au-

thorized RSUs. Sybil detection is achieved by analysis of the neighboring nodes’

signatures.

A timestamp-based approach using RSU support to detect a Sybil attack is pre-

sented in [55]. The authors assume that it would be unlikely for two vehicles to

pass by two or more different non-proximate RSUs at similar times. Sybil attack

detection is triggered when multiple messages from different vehicles (Sybil nodes)
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contain similar series of timestamps. However, if RSUs are located at intersections

or in the absence of RSUs, it may make Sybil attack detection difficult or impossible.

4 .1 .5 Cryptography and Authentication

A mechanism using public key cryptography and authentication to prevent Sybil

attacks is described in [56] [57]. Specifically, asymmetric cryptography is used.

Signatures are combined with digital certificates, issued by a Certification Authority

(CA), with one CA for each region. The CAs communicate through secure channels

and keep track of issued certificates used for signed messages. Only messages with

valid certificates are considered and invalid messages are ignored. However, this

mechanism requires that each node is assigned one certificate at a time. On the other

hand, these certificates should be changed frequently for privacy. It is unrealistic and

difficult in VANETs to deploy Public Key Infrastructure as there is no guarantee that

the appropriate infrastructure will be present and the approach is time consuming.

In [58] a scheme is proposed that uses encryption and four security aspects. 1)

Authentication - before any message is transmitted, a vehicle should receive its pub-

lic authentication key. 2) Non-repudiation - the vehicle uses a group authentication

key and an encryption function, which it then sends along with the original message

to other vehicles and RSUs. 3) Privacy - it is not mandatory for each member to

have the private information of other members. 4) Data Integrity - receiving nodes

verify the authenticity of members using the signature. The major drawback of this

approach is that most operations are done in the CA and do not run at the node

itself, which may not be practical in all situations. Furthermore, it is not possible to

discover the location of malicious nodes.

4 .2 assumptions and attack model

In this research the following assumptions will be made:

1) An attacker can have more computational power and flexibility than ordinary

OBUs or RSUs. It may tune its transmission power to achieve certain signal strengths
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at a target vehicle’s receiver. This assumption can be easily justified by the availabil-

ity of devices satisfying such properties.

2) An attacker may inject false information or other fields into a BSM. This in-

cludes manipulation of GPS coordinates. Thus, there are no restrictions imposed on

the attacker’s conduct. We have experimented extensively with such manipulations

using Arada LocoMate Classic [20] OBUs.

3) Attackers can use more than one certificate to send messages. The justification

for this assumption is the possibility that any attacker could possess portable DSRC

devices, such as the Arada LocoMate Me [20], or use stolen devices. Furthermore,

sending a BSM does not require authentication if the goal is to reduce overhead, as

may be the case in high traffic density situations.

4) Similar to the research presented in [48], we assume that honest vehicles are

equipped with standard OBUs, where the antenna’s properties and gains are fixed

and known.

5) The assumptions about the transmission power of the vehicles in the VANET,

which may be either static or dynamic, directly affect the attack model. Therefore,

investigations on Sybil detection under both static or dynamic power environment

assumptions have been made.

Figure 4.1 depicts an attack scenario with an HV, two honest RVs, and a malicious

vehicle projecting four Sybil nodes. Whereas RV1 and RV2 send BSMs every 100ms,

F igure 4 .1 : Sample attack scenario

the malicious node sends one BSM each 25ms, alternately claiming to be another

(non-existing) vehicle. Now assume that RV1 brakes hard due to an observed hazard.
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It consequently sends this "hard braking" event in its BSMs. Assume the HV runs a

safety application using voting, such as presented in [39] or [40]. The goal of these

voting algorithms is to collect BSMs from vehicles in the vicinity of the reported

event to see if they also reacted. If a certain threshold of vehicles report the braking

event, the HV assumes it is legitimate. However, the malicious node, with its Sybil

nodes, can inject BSMs contradicting the event, thereby affecting the vote of the HV.

4 .3 passive sybil detection

In this section a passive Sybil detection algorithm is presented under the assumption

of a static power environment. The term "passive" implies that honest nodes will not

use any active mechanisms like extra probe messages, and will only rely on the

standard BSMs.

4 .3 .1 Notation and Basic Concept Definitions

Let Ri be the set of remote vehicles RVj from which BSMs were received by HVi.

Initially this neighborhood set Ri is empty. Furthermore let S denotes the receive

sensitivity (also called Rx sensitivity) of the HV, which was previously defined as

the minimum input signal required at the receiver’s antenna to produce a minimum

required signal-to-noise ratio at the output of the receiver. A BSM is only received

by the HV if the BSM’s received signal strength is not less than S. Of interest is the

HV’s maximum reception distance for a given S, which is denoted by dmax(S). In

free space, this distance defines the radius of a circle representing the reception area.

Thus, the HV can receive BSMs from any node within this circle. The signals from

vehicles outside of the circle will be too weak to be received. The distance dmax(S)

can be computed by

dmax(S) =
√

G× Psnd/S (4.1)

where Psnd is the standard transmission power and G is the gain, as computed by

[59]

G = Gsnd × Grcv × λ2/(16π2) (4.2)



45

Here λ is the wavelength and Gsnd and Grcv are the sender and receiver gains, which

are both known as indicated in Subsection 4.2 Assumption 4.

Assume a specific host vehicle HVi with Rx sensitivity Si and Ri, the set of remote

vehicles RVj from which BSMs were received. The number of actual vehicles from

which BSMs were received, denoted by Nact(Si), is simply the cardinality of Ri, i.e.,

Nact(Si) = |Ri| (4.3)

The expected number of RVs is calculated using the GPS coordinates of each RVj

that lies within dmax(Si) of the HV. Thus

Nexp(Si) = ∑
RVj∈Ri

f j (4.4)

where

f j =

1 if dj ≤ dmax(Si)

0, otherwise
(4.5)

and dj is the distance between HVi and RVj, based on GPS coordinates. Let m be

the difference in actual and expected numbers of RVs. Therefore, m = |Nact(Si)−
Nexp(Si)|.

4 .3 .2 Passive Sybil Detection Algorithm

The passive Sybil detection algorithm, which executes on the HV, offers Sybil detec-

tion based on changing Rx sensitivity of the HV, and can identify both the malicious

and Sybil nodes. As stated before, this detection works under the assumption of a

fixed power environment, however, this assumption applies only to honest nodes,

and no restrictions are made about the power of malicious nodes.

The Sybil detection algorithm shown in Figure 4.2 has two parts. The first part

of the figure is identified by the shaded box. Here BSMs are received and the IDs of

their sender’s RVj are added to Ri, unless they are already in the neighborhood set.

The time over which set Ri will be defined is thus approximately 100ms, the time

between two BSMs from the same vehicle.
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In the first part, upon receiving a BSM, the algorithm checks the power field in

the BSM header [10] to see if it deviates from the standard power value of the fixed

power environment. If it does, the node is marked as a Sybil node. The algorithm

continues to receive BSMs until it receives one from an RV whose ID is already

in Ri. This reception of a second BSM from the same RV marks an interval of

approximately 100ms.

In the next part, the algorithm calculates the HV sensitivity Si which is able to

divide the RVs ∈ Ri into two groups. The first group includes all RVs within the

HV’s reception area, and the second group contains all other RVs. Figure 4.3 depicts

an illustrative scenario. Assume that the HV that executes the proposed detection

algorithm has a receiver sensitivity S1. In this case the set Ri includes all RVs located

within dmax(S1) as shown in Figure 4.3 a). Whereas when the algorithm selects a

sensitivity S2, these RVs in Ri will be divided into two group based on their distance

from the HV compared to dmax(S2). This case can be seen in Figure 4.3 b).
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F igure 4 .3 : Change HV sensitivity Si

After dividing the RVs into their respective groups, Nact(Si) and Nexp(Si) can be

calculated. The value m = |Nact(Si)−Nexp(Si)| represents the number of illegitimate

vehicles. If Nact(Si) = Nexp(Si), i.e., m = 0, all vehicles in Ri are marked as honest.

In case of a discrepancy, i.e., m 6= 0, the HV investigates the message IDs of the

BSMs received from these illegitimate vehicles and marks them as Sybil nodes.
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If Nact(Si) < Nexp(Si), the malicious vehicle is outside the reception area of the

HV. Otherwise, it is inside. Based on this information, the algorithm changes the

sensitivity to include or exclude the malicious vehicle in order to locate it. Only

those BSMs originating from honest vehicles will be used.

4 .3 .3 Simulation Setup

We used the network simulator NS-3 to simulate the passive detection algorithm [60].

Of special interest are the two scenarios shown in Figure 4.4, in which the malicious

nodes are at extreme positions, with respect to the Sybil nodes and the HV. Specif-

ically, in the scenario of Figure 4.4 a) all Sybil nodes are positioned between the

HV and the malicious node. The scenario shown in Figure 4.4 b) shows the other

extreme, where the malicious node is closer to the HV than all Sybil nodes. In
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F igure 4 .4 : NS-3 simulation relative positions of malicious nodes with respect to
HV and Sybil nodes

both scenarios the locations of honest and Sybil nodes were randomly selected. The

reason for not including scenarios where the malicious node is in-between Sybil

nodes is that such scenarios can be broken up into the previous two cases.

In the simulations, all nodes were initially configured to be within the reception

area of the HV, moving with steady speed of 10 m/s on a straight multi-lane road.
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The scenarios were set up to include one HV, six honest nodes and one malicious

node, which acts as four Sybil nodes. The NS-3 simulation parameters are listed in

Table 4.1.

Table 4 .1 : NS-3 Simulation Parameters

Propagation model Friis Free Space
MAC protocol 802.11p
Antenna model Omni-directional
Number of nodes 12 nodes (1 HV, 1 Malicious, 4 Sybil and 6 Honest)
BSM generation 10 BSM/s
Nodes speed 10 m/s
Transmitter power 16 dBm
Data rate 6 Mbps

Another experiment is conducted to calculate the HV’s maximum reception dis-

tance for different sensitivity levels dmax(Si). The scenario demonstrated in Fig-

ure 4.5 consists of two vehicles representing a stationary HV and a moving RV. The

dmax (Si)

HV 100 
ms RV. . . 

(Si)

F igure 4 .5 : Determine HV’s maximum reception distance

RV moves with constant speed of 10m/s, sends BSMs at a rate of 10 BSM/s and

transmission power of 16 dbm, while the HV is configured to receive only. The PDR

of the HV is calculated every second. For each Rx sensitivity level Si, the maximum

distance of reception dmax(Si) is determined when the PDR of the HV falls below

10%.

4 .3 .4 Simulation Result Analysis

Figures 4.6 and 4.7 show the relationship between the Rx sensitivity Si of HV and the

maximum distance of reception dmax(Si) for the scenarios depicted in Figure 4.4 a)

and b) respectively. The colored symbols on left side of the figure represent different

vehicles’ positions. As shown in Figures 4.6 and 4.7 the HV can receive BSMs from
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all vehicles at default sensitivity Si = −96 dbm since they were located within the

HV reception area. However, when this sensitivity value decreases, the maximum

distance of reception decreases as well, thus the number of vehicles from which

BSMs were received is expected to decrease or at least stay the same. For example at

Si = −89 dbm, the HV should receive BSMs from 9 vehicles only, which are located

below the red horizontal line in Figures 4.6 and 4.7, i.e., Nexp(−89) = 9. However

the location of the malicious vehicle, whether located inside or outside the reception

area of the HV, could affect the actual number of vehicles from which BSMs were

received.

Figures 4.8 and 4.9 show the effectiveness of the passive detection algorithm

for the scenarios described in Figures 4.4 a) and b) respectively. Graphs Exp.Nodes

and Act.Nodes shown in Figures 4.8 and 4.9 represent the Nexp(Si) and Nact(Si)

respectively, at different Rx sensitivity values. As mentioned earlier, at Si = −96

dbm, set Ri includes all vehicles located in the reception area of the HV. To detect

Sybil vehicles, the detection algorithm selects Rx sensitivity Si to divide Ri into two

groups. Then it calculates Nexp(Si) and Nact(Si). No Sybil detection occurs as long

as there is no deviation between Nexp(Si) and Nact(Si), i.e., m = 0. Once a deviation

is observed, this indicates that the HV is under attack. As can be seen in Figure
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4.8 there is no deviation between Nexp(Si) and Nact(Si) for all Si values from -96 :

-90 dbm. However, when Si is tuned to -89 dbm using Equation 4.1, the Nexp(−89)

became greater than Nact(−89) by 4, i.e., m = 4. It is shown in Figure 4.6 that

at Si = −89 dbm the corresponding dmax(−89) = 900m. Accordingly, there were

2 vehicles outside of HV’s reception area because their distances dj from HV were

greater than 900m. Thus, the calculated Nexp(−89) = 9. The malicious vehicle in

this case was outside of the reception area of the HV as its distance from the HV

is greater than 900m. Note that the malicious vehicle could send its BSMs using

either the standard transmission power or manipulates it to be consistent with GPS

coordinates of Sybil vehicles. In the latter case, it will be caught by the algorithm

once a deviation from the standard power level is observed. While if the malicious

vehicle uses the standard transmission power, the received power signals of the BSMs

sent will be less than -89 dbm, which is too weak to be received by the HV. Thus

Nact(−89) will be equal to 5 only. In this case Nexp(Si) > Nact(Si) means that the

malicious node is outside of HV’s reception area.

Now consider the scenario depicted in Figure 4.4 b), where the malicious vehicle

is closer to the HV than all Sybil vehicles. As shown in Figure 4.7, when the

sensitivity is tuned to achieve dmax = 900m at Si = −89 dbm, the calculated
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F igure 4 .8 : Actual and expected number of vehicles - Scenario of Figure 4.4 a)

Nexp(−89) = 9 as there are 2 vehicles located at distances greater than 900m (outside

the reception area). However, it results in actual reception from 10 vehicles, i.e.,

Nact(−89) = 10. This deviation observed at Si = −89 dbm, m = 1, is due to

one of these two vehicles that was now outside the HV’s reception area. This

implies the vehicle is a Sybil vehicle with fake position. The BSMs of the vehicle

with fake position were actually sent from the malicious vehicle location that is still

inside the HV’s reception area. In this case Nexp(Si) < Nact(Si), which indicates

that the malicious node is inside the HV’s reception area. Depending on whether

Nexp(Si) > Nact(Si) or Nexp(Si) < Nact(Si), the algorithm calculates a new sensitivity

to include or exclude the malicious vehicle in order to locate it.

4 .4 active sybil detection

All passive Sybil detection algorithms, such as described in Section 4.1 and the above

section, are of little use to detect Sybil attacks in dynamic power environments. The

reason is that passive approaches, especially RSSI-based may not be precise enough,

and do not work at all in dynamic power environments, since the sending power,

which is needed for detection, is not known. In this section an active Sybil detection
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F igure 4 .9 : Actual and expected number of vehicles - Scenario of Figure 4.4 b)

algorithm is presented, which capable of detecting sophisticated Sybil attacks in a

dynamic power environment.

4 .4 .1 Impact of Forced BSM Queuing

We introduce a Detection Packet (DP), which is a bogus packet of specified duration,

to check if selected nodes queue their BSMs. Queuing is the result of the node

having no medium access at the MAC layer. Figure 4.10 shows the impact of forcing

BSMs to be queued for 500ms by means of a DP. The bars in Figure 4.10 represent

the number of BSMs received by the HV from four nodes, each emitting BSMs every

100 ms. Specifically, these four nodes were stationary, one node was positioned 80m

from the HV, while the other three nodes were 150m from the HV. The Figure can be

divided into three intervals, the closed time interval [0, 1.1], the open time interval

(1.1, 1.7), and interval [1.7, 2.6]. During the first interval the HV received 4 BSMs

every 100 ms, whereas no BSMs were received during the second interval, due to

the DP. Note that this DP was sent with a power of 1 dbm to affect only the nearest

node, i.e., RV1. As a result, RV1 queued 5 BSMs as it could not access the media,

and obviously no BSM was received by the HV. In the third interval, the 5 queued

BSMs of RV1 were sent in a burst. The investigation of the message IDs of the BSMs
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F igure 4 .10 : Field experiment with a DP duration of 500ms

received by the HV confirmed that the bust of RV1 was among them. The other three

nodes outside of the range of the DP sent their BSMs normally. However, these BSMs

collided with the DP, and were thus not received.

The above experiment shows that the HV could in fact tune the power level of the

DP to affect and observe a specific node, in this case only RV1. However it should

be pointed out that long detection packets are like an HV-induced DoS attack [61],

which motivated the investigation of shorter DP durations. Furthermore, it should

be noted that due to the lower power of the DP, the area affected is reduced.

Figure 4.11 shows the impact of forced queuing of BSMs with a 50ms DP, dis-

playing the cumulative inter-arrival times of 10 BSMs. In this particular experiment

the DP caused the 5th BSM to be delayed by approximately 30ms.

4 .4 .2 Active Sybil Detection Algorithm

The proposed algorithm shown in Figure 4.12 is capable of detecting sophisticated

Sybil attacks by considering two cases. In the first case the Sybil nodes are assumed

to be positioned between the HV and malicious node, whereas in the second case
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the malicious node is between the HV and any Sybil nodes. As mentioned before,

all other cases can be derived from these two cases. Thus, if the malicious node has

Sybil nodes on either side, one can partition the Sybil nodes into two groups, i.e.,

those between the HV and malicious node, and those after the malicious node.

The detection algorithm works as follows. Upon receiving a message from a

suspecting vehicle, the algorithm calculates the distance between the HV and the

suspected vehicle, using the GPS coordinates, which may be correct, or spoofed, as

in the case of a Sybil node. Next, the transmission power Psnd to be used for the DP

is determined using

Psnd = S× d2/G (4.6)

where S is the receiver sensitivity of the suspected vehicle, d is the distance between

the HV and the suspected vehicle, and G is the gain, as computed by Equation 5.2.

Now the HV sends the DP of duration τ. The exact value to be used for τ will be

discussed later. The DP forces nodes that expect to send a BSMs during the time

that overlaps with the DP to be delayed, as their MAC layer access is blocked. If the
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F igure 4 .12 : Active Sybil detection algorithm

DP does not cause a delay, then this node is marked Sybil and it is located between

the attacker and the HV. Otherwise, a new P′snd is computed that will exclude the

suspected node, i.e., P′snd < Psnd. Thus, the DP sent with that power will not interfere

with the suspected node. If the DP does not cause a delay, then this node is marked

honest. Otherwise it is a Sybil, and the attacker is located between the HV and the

Sybil. Based on the status of a node, honest or Sybil, the HV can consider or reject

BSMs from this node respectively.

4 .4 .3 Field Experiments

The feasibility of the Sybil detection algorithm was tested using field experiments.

One vehicle representing the HV and one vehicle representing a malicious node



57

acting as four Sybil nodes were equipped with LocoMate Classic OBUs from Arada

Systems [20]. The malicious OBU was configured to act as 4 different OBUs (4

Sybils) with different message IDs and GPS locations. All OBUs transmitted BSMs

every 100ms on safety channel CS172, using a transmission power of 23 dBm. The

OBU in the HV executed the active detection algorithm capable of sending DPs with

different transmission powers. The experiments were conducted in a controlled

configuration, where the vehicles were stationary. The HV sent detection packets

using a power of Psnd = 1 dBm for different DP durations τ = 25, 50, 75 and

100ms. The HV was placed 80 meters from the malicious node. The rational for

conducting the experiments with stationary, rather than moving vehicles, was to

eliminate the impact of external influences, such as changing road geometry (e.g.,

curves), elevation changes, and unrelated road traffic, as no dedicated test site was

available. Table 5.1 summaries the parameters used in the experiment.

Table 4 .2 : Sybil Detection Field Experiment Parameters

OBU Model Arada Systems LocoMate Classic
Number of OBUs 2 (1 HV and 1 malicious)
Test range Straight two-lane road
Distance: HV to malicious 80 m
Vehicles speed 0 m/s (Fixed)
Tx power & Data rate 23 dBm, 3 Mbps
BSM generation 10 BSM/s
Channel Safety Channel 172

DP power & data rate 1 dBm, 3Mbps
Delay sensitivity threshold δt 25ms

As indicated above, of special interest is the position of the malicious node with

respect to its Sybil nodes. Two scenarios are shown in Figure 5.3, in which the

malicious nodes are at the extreme positions with respect to the Sybil nodes and

the HV. Specifically, in the scenario of Figure 5.3a) all Sybil nodes are positioned

between the HV and the malicious node. The scenario in Figure 5.3b) shows the

other extreme, where the malicious node is closer to the HV than all Sybil nodes.

Recall that scenarios where the malicious node is in-between Sybil nodes can be

broken up into the previous two cases. In both cases the first Sybil node is at distance

80m and the DP transmission spans to distance 100m.
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F igure 4 .13 : Extreme position of malicious nodes

4 .4 .4 Experimental Result Analysis

The Sybil detection algorithm is based on the capability of detecting a delayed BSM

transmission of a suspected node as the result of a DP. Several scenarios are possible.

Either the DP will overlap with the time interval of the intended BSM transmission

or not. If it does not, the transmission time of a BSM is unaffected by the DP, and

thus there is no delay. If however it does overlap, then it will result in a BSM delay or

a collision. Collisions occur if the BSM was sent from a node outside of the range of

the DP. Let δt be the minimum delay time that will constitute a recognized delay. δt is

thus a parameter that allows tuning the sensitivity of delay detection, e.g., to account

for MAC access delays due to other network activity. Any BSM delay shorter than

δt is ignored. Let q be the probability that DP is sent in such fashion that it overlaps

and results in a delay of at least δt. If the DP has a duration of τ = 100ms +δt, then

a delay is recognized with high probability, approaching 1. However, such long DP

may be too invasive. Thus, lower DP durations are desirable, but they may lead to

unrecognized delays.

Figure 4.14 shows the probability q of delay detection for DPs with different

τ for two DP transmission precisions F1 and F2. Precision relates to how precise

one can time the transmission of the DP to delay a BSM. F1 was the precision of

our DP generation and transmission mechanism, a jamming application developed
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by Arada for use in our jamming related research such as [61]. Imprecision was

due to variable startup times of the jammer, as the result of process setup and

switching times of the Arada LocoMate Classic’s operating system. The precision of

F2 was higher as the result of implicit timing manipulation. In either case shorter

DP durations resulted in lower delay recognition probabilities, but delay recognition

was significantly higher for F2.
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F igure 4 .14 : Probability of delay detection

Effective delay detection in the context of DSRC Safety Applications implies that

at least one BSM delay has to be detected. For each BSM there is a probability

of 1− q that detection will fail. Every 100ms, the BSM transmission period, there

is another chance to detect delay. Assume that N BSMs are considered for delay

detection. Then the probability ε of not observing a delay of any of the N BSMs is

ε = (1− q)N (4.7)

As N grows larger, i.e., as more BSMs are considered, the probability of missing all

delays decreases exponential.

Field experiments were conducted, consisting of 10 repetitions with 20 DP for

different τ durations. The results for precisions F1 and F2 are shown in Figures 4.15

and 4.16 respectively, which show the trade-off space between N, ε and τ. The

observations were over 20 BSMs, implying time intervals of 2 seconds at the 10
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F igure 4 .15 : Low-precision scenario F1

BSM/s rate. This represents a scenario in which cars drive with 3 seconds separation,

and assuming a reaction time of 1 second, thus leaving 2 seconds, or 20 BSMs, to

detect at least one delay. Probabilities ε (of not observing a delay) were considered

for ε in [0, 0.4]. The figures show that shorter DPs result in larger probabilities

of not observing any delay. More importantly, the figures show the impact of the

DPs placement precision. Specifically, in Figure 4.16, where each DP was placed

more precisely to delay a BSM, significantly fewer BSMs were required to detect

delays with smaller error probability ε. Especially for F2 very high delay detection

probabilities could be archieved with few BSMs, e.g., even in the case of τ = 25ms,

it took only 6 BSMs to achieve an ε of 0.1, or alternatively a delay recognition

probability of 90%. Very high recognition probabilities could be achieved for all

τ when N was larger. Specifically, close to 100% detection was achieved for τ =

25, 50, 75 and 100ms for N = 16, 10, 6 and 2, respectively. This shows that even with

shorter DP Sybil detection is highly effective if one considers multiple BSMs in the

detection algorithm.
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4 .5 conclusions

This chapter first presented a passive algorithm to detect Sybil attacks in a static

power environment, which can cause serious problems for DSRC safety applications

using voting schemes. The passive algorithm has two phases. First, it checks the

power field in the BSM header to catch Sybil vehicles that might manipulate the

transmission power. Second, it applies an algorithm that varies the Rx sensitivity,

to calculate the number of vehicles observed. Any deviation from the expected to

the observed number of vehicles may indicate a Sybil attack. Result shows that

the passive algorithm is only suitable for static power environment. However, it is

ineffective in dynamic power environment. Therefore, an active algorithm to detect

Sybil attacks is proposed, which is suitable for a dynamic power environment. This

algorithm can detect Sybil nodes by using a Detection Packet to investigate queuing

delays of nodes. In order to minimize the intrusiveness of these DPs, delay detection

was spread over multiple BSMs. Analysis and field experiments on the effects of

the number of BSMs, DP duration, and time placement accuracy revealed that DP

placement and duration have the largest impact on Sybil detection effectiveness.
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chapter 5

An Enhanced Active Sybil Detection Algorithm and its

Impact on Reliability of Safety Applications in VANET

This chapter focuses on developing solutions to increase reliability of safety applica-

tions in the presence of faults and attacks. It is based on the work in [24], where an

active detection algorithm was presented that is capable of detecting different attack

scenarios using detection packets, which in turn helped improve the resilience of

safety applications to Sybil attacks launched by rouge nodes. Extending the ap-

proach in [24], the main contributions of this chapter are an 1) analysis of the impact

of the frequency and duration of detection packets on Sybil node detection, and

2) the presentation of an enhanced algorithm using these two metrics. The impact

of the algorithm on DSRC safety application reliability is shown in the context of

the fault models in [71] and [72]. To put these fault models into perspective, a

description of fault models is presented next.

5 .1 fault model

In the context of fault-tolerance, a fault is a physical defect or flaw that occurs in a

hardware or software component [42]. This flaw can produce an error, which is the

manifestation of the fault. An error in turn can lead to a failure of a component or

system. a more elaborate description of the relationship between fault, error, and

failure can be found in [42] and [62].

In research such as presented in [63, 64, 67], all faults were assumed to be

worst case. However, faults may show different behavior, which in turn may have

different consequences for a system. The result of such worst case assumptions

is that systems might be over-designed. The term Fault Model was introduced to

describe taxonomies of faults. It shows the distinction between faults based on

their behavior, and helps to identify the potential impact on the system and to find
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appropriate strategies against these faults. Figure 5.1 shows a hierarchy of fault

models.

Generally speaking, faults can be partitioned into either benign or malicious

faults [65], as shown in the second level of Figure 5.1. Benign faults are self-evident

and can be diagnosed globally by all non-faulty nodes. A crash fault is an example

of this fault type. On the other hand Malicious faults are not self-evident. They

may behave in different ways by some nodes in a redundant system. These faults

are also known as Byzantine faults after the Byzantine General’s Problem [66, 67].

Such faults are hard to deal with as they behave arbitrarily. In [67] they stated that

N ≥ 3m + 1 nodes are needed to deal with m malicious faults.

The third level of the figure shows the model proposed in [68]. This model

categorized malicious faults into symmetric or asymmetric faults. A symmetric fault

assumes that all nodes received the same faulty value or all receive no value, whereas

an asymmetric includes all other behavior. Asymmetric faults are Byzantine faults as

described in [67].

F igure 5 .1 : Fault taxonomy

The faults model of [71], shown in the fourth level of Figure 5.1, is known as

Omissive/Transmissive Hybrid Five-Mode (OTH-5) fault model. This model broke

down the symmetric faults into two groups. The first group, Omissive Symmetric

faults are caused when all receiving nodes received no value from the sender. How-
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ever, this type of faults are not globally diagnosed, as the receiving node is unable

to confirm if the omission was detected by all other receiving nodes. Thus it can not

be considered a Benign fault. The second group, Transmissive Symmetric faults occur

when the same erroneous value is delivered to all nodes. It should be noted that this

fault is considered as symmetric fault in [68].

Asymmetric faults in this model are divided into two categories as well. Strictly

Omissive Asymmetric fault is the first category, in which all non-faulty nodes either

receive a correct value or no value. Thus no wrong value is sent. The other category

is a Transmissive Asymmetric fault, which is the classic Byzantine fault.

The final level of Figure 5.1 depicts another refining of transmissive asymmetric

fault presented in [72]. This model is also known as Omissive/Transmissive Hybrid

model with six fault modes (OTH-6). The transmissive asymmetric faults are parti-

tioned into two new groups, Fully Transmissive Asymmetric and Single Error Omissive

Asymmetric faults. The latter means that some nodes do not receive a value, while

other nodes receive a single erroneous value. The erroneous value is the same for all

non-faulty nodes that received a value form a particular faulty node.

5 .2 enhanced active sybil detection algorithm

(easda )

The proposed detection algorithm is based on the ability to detect the delay of a

BSM caused by the DP [24]. This DP has a aforementioned predefined duration τ.

The time between two consecutive DPs is specified as period T. Detection is based

on the observation in the targeted vehicle’s queue, i.e., if it queues its BSMs or not.

In this algorithm Sybil attacks can be detected by taking into account two cases. The

assumption in the first case is that the Sybil vehicles are placed between the HV

and the malicious vehicle, while in the second case the malicious vehicle is placed

between the HV and any Sybil vehicles. From these two cases we can deduce all

other cases. Thus, if the malicious vehicle is in-between Sybil vehicles, we can divide

the Sybil vehicles into two groups, those between the HV and malicious vehicle, as
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in the first case, and the rest form the scenario of the second case. These scenarios

will be further discussed below in the description associated with Figure 5.3.

The detection algorithm is shown in Algorithm 1. In order to keep track of

illegitimate (Sybil) vehicles, a Blacklist (BL) is defined, which is initially empty. The

BL stores the vehicle IDs of detected Sybil nodes. Once a BSM from a suspecting

vehicle is received, the algorithm calculates the distance d, which is the distance

between the HV and the suspected vehicle. The GPS coordinates included in the

received BSM, which are probably spoofed, are used to calculate d. The variables

τ and T need to be determined (at line 4 of the algorithm). The values of the

variables are affected by the number of vehicles in the neighborhood and distance

d. Furthermore, recall that large values of τ are highly disruptive and can be seen

as a self-induced DoS. As a result, it is desirable to have shorter durations, which

however reduces the probability of detection. This can be compensated by increasing

the frequency of sending a DP, i.e., a reduction in T. How τ and T are determined

and the trade-off associated with their values will be discussed later in Section 5.4.

The time available for the algorithm to detection a Sybil node will be the time it

takes the HV to reach the suspected node, minus the reaction time. This time is

Tdetect = d/VHV − Treact. Any detection after that such duration will be too late. The

transmission power Psnd of the DP is computed using

Psnd = S× d2/G (5.1)

where S is the receiver sensitivity of the suspected vehicle, which is assumed to be

known (Subsection 4.2), and G denotes the gain. This gain is calculated as in [59] to

be

G = Gsnd × Grcv × λ2/(16π2) (5.2)

where λ is the wavelength of the radiation, Gsnd and Grcv are the send and receive

gains, which are assumed to be known. The DP is sent with transmission power Psnd

and for duration τ (in line 5 of the algorithm). The two scenarios shown in Figure 5.2

can occur. Either DP does not interfere with the timing of BSM transmission, shown

in Figure 5.2a), or the DP causes BSMs from vehicles that intend to send during



66

Algorithm 1 Enhanced Active Sybil Detection Algorithm

1: Initialize BL= ∅;
2: START: Receive BSM from a suspecting vehicle
3: Calculate distance d;
4: Determine τ and T;
5: Calculate Psnd and send DP(Psnd);
6: if (BSM delay <δt) then
7: Mark vehicle as Sybil;
8: Add vehicle’s ID to BL;
9: else

10: Calculate P′snd and send DP(P′snd);
11: if (BSM delay <δt) then
12: Mark vehicle as Honest;
13: else
14: Mark vehicle as Sybil;
15: Add vehicle’s ID to BL;
16: end if
17: end if
18: if Detection uncertainty ε > specified value then
19: Goto: START;
20: else
21: Stop Algorithm;
22: end if

the time that overlaps with the duration of DP to be queued, as the medium is

blocked. This scenario can be seen in Figure 5.2b), where BSM(i+1) is delayed.

The queuing delay is the sum of the BSM’s delayed medium access due to the DP

and possible delay due to contention of other BSMs. Contention delay cannot be

estimated precisely as it is nondeterministic and may increase with traffic density.

We therefore declare a Delay Sensitivity threshold δt to be a tunable minimum time

threshold for a considered delay, i.e., a delay less that δt is interpreted as no delay.

Thus, the scenario in Figure 5.2b) is the boarder case for Sybil detection. Parameter δt

is used to adjust the sensitivity of the detection algorithm. For the sake of simplicity

we will consider it constant in the discussion to follow.

If the DP delays less than δt, or if no delay occurred, then this vehicle is marked

as Sybil and its position must be between the malicious node and the HV. Otherwise,

a new P′snd is computed that will cause the suspected vehicle to be out of range.

Thus, the DP sent with that power would not be received by the suspected vehicle.
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of the range of the DP sent their BSMs normally. How-
ever, these BSMs collided with the DP, and were thus not
received.

The above experiment shows that the HV could in fact
tune the power level of the DP to a↵ect and observe a spe-
cific node, in this case only RV1. However it should be
noted that long detection packets are like an HV-induced
DoS attack [33], which motivated the investigation of shorter
DP durations.

Figure 4 shows the impact of forced queuing of BSMs
with a 50ms DP, displaying the cumulative inter-arrival
times of 10 BSMs. In this particular experiment the DP
caused the 5th BSM to be delayed by approximately 30ms.

Figure 4: Cumulative BSM inter-arrival times for a DP of ⌧= 50ms

5.2. Enhanced Active Sybil Detection Algorithm (EASDA)

The proposed detection algorithm is based on the abil-
ity to detect the delay of a BSM caused by the DP [32].
This DP has a aforementioned predefined duration ⌧ . The
time between two consecutive DPs is specified as period
T . Detection is based on the observation in the targeted
vehicle’s queue, i.e., if it queues its BSMs or not. In this
algorithm the Sybil attacks can be detected by taking into
account two cases. The assumption in the first case is
that the Sybil vehicles are placed between the HV and the
malicious vehicle, while in the second case the malicious
vehicle is placed between the HV and any Sybil vehicles.
From these two cases we can deduce all other cases. Thus,
if the malicious vehicle is in-between Sybil vehicles, we
can divide the Sybil vehicles into two groups, those be-
tween the HV and malicious vehicle, as in the first case,
and the rest form the scenario of the second case. These
scenarios will be further discussed below in the description
associated with Figure 5.

The detection algorithm is shown in Algorithm 1. In
order to keep track of illegitimate (Sybil) vehicles, a Black-
list (BL) is defined, which is initially empty. BL stores the

vehicle IDs of detected Sybil nodes. Once a BSM from a
suspecting vehicle is received, the algorithm calculates the
distance d, which is the distance between the HV and the
suspected vehicle. The GPS coordinates included in the
received BSM, which are probably spoofed, is used to cal-
culate d. The variables ⌧ and T need to be determined (at
line 4 of the algorithm). The values of the variables are af-
fected by the number of vehicles in the neighborhood and
distance d. Furthermore, recall that large values of ⌧ are
highly disruptive and can be seen as a self-induced DoS.
As a result, it is desirable to have shorter durations, which
however reduces the probability of detection. This can be
compensated by increasing the frequency of sending a DP,
i.e., a reduction in T . How ⌧ and T are determined and
the trade o↵ associated with their values will be discussed
later in Section 7. The time available for the algorithm to
detection a Sybil node will be the time it takes the HV to
reach the suspected node, minus the reaction time. This
time is Tdetect = d/VHV �Treact. Any detection after that
such duration will be too late. The transmission power

Algorithm 1 Enhanced Active Sybil Detection Algorithm

1: Initialize BL= ;;
2: START: Receive BSM from a suspecting vehicle
3: Calculate distance d;
4: Determine ⌧ and T ;
5: Calculate Psnd and send DP (Psnd);
6: if (BSM delay <�t) then
7: Mark vehicle as Sybil;
8: Add vehicle’s ID to BL;
9: else

10: Calculate P 0
snd and send DP (P 0

snd);
11: if (BSM delay <�t) then
12: Mark vehicle as Honest;
13: else
14: Mark vehicle as Sybil;
15: Add vehicle’s ID to BL;
16: end if
17: end if
18: Goto: START;

Psnd of DP is computed using

Psnd = S ⇥ d2/G (1)

where S is the receiver sensitivity of the suspected vehicle,
which is assumed to be known (Subsection 4.1), and G
denotes the gain. This gain is calculated as in [34] to be

G = Gsnd ⇥ Grcv ⇥ �2/(16⇡2) (2)

where � is the wavelength of the radiation, Gsnd and Grcv

are the send and receive gains, which are assumed to be
known. The DP is sent with transmission power Psnd and
for duration ⌧ (in line 5 of the algorithm). The DP causes
BSMs from vehicles that intend to send during the time
that overlaps with the duration of DP to be queued, as the

5

100ms

BSM(i) BSM(i+1)DP

100ms

DP transmission power was computed using Equation 1,
resulting in a coverage distance of 100m.

Figure 5: Position of malicious nodes

Recall that the EASDA relies on the ability to cause
the suspected vehicle to delay its BSMs as a result of a
DP. Any BSM delay time shorter than �t, e.g., less than
25ms, will not be considered to be delayed. The DP can
overlap with the time interval of an intended BSM trans-
mission, which in turn will cause a delay of that BSM. If
it does not overlap, then no delay will occur. However,
collisions may occur if a node located outside the range of
the DP broadcasts a BSM. Such scenario is called a hid-
den terminal or hidden node problem [36]. Field tests were
conducted consisting of 10 experiments, each consisting of
20 DPs with di↵erent durations ⌧ and periods T . Specif-
ically, ⌧ = 25, 50, 75 and 100ms were chosen to study the
impact of the durations on delay detection. The reasons
for the range of values for ⌧ will be discussed below. Ob-
viously, long DP durations have high probability of delay
detection, especially if ⌧ exceeds the BSM spacing, e.g.,
by more than �t. However, such long DP may be too inva-
sive, suggesting the investigation of shorter DP durations,
although those may not lead to recognized delays, and
thus fail to detect a Sybil node for that specific DP. Thus,
one should look at detection using shorter ⌧ over multiple
BSMs with DP rate T .

The actual values of T will have an impact of the de-
lay detection probability. For example, increasing the fre-
quency of sending short DPs will also increase the proba-
bility of detection. As indicated before, Tdetect is the max-
imum time available to the EASDA for Sybil detection.
Thus the values for ⌧ and T should be analyzed in the con-
text of Tdetect, the duration of time left before treact. The
safety application reliability is therefore directly linked to
this detection probability.

7.2. Detection Probability

Let q be the probability that a DP overlaps with the
intended transmission time of a suspected BSM that it
causes a delay greater than or equal to the minimum rec-
ognized delay

�t

i.e., that DP delays the causing at least the minimum
recognized delay. Figure 6 shows the probability q of de-
tection for DPs with di↵erent durations over di↵erent pe-
riods T = 100, 500 and 1000ms. Shorter DP durations
over long period resulted in lower delay probabilities, but
delay recognition was significantly high for longer DP over
long period. The e�ciency of EASDA determined by at

Figure 6: Probability of delay detection for di↵erent ⌧ and T

least one BSM get reasonable detectable delay. As q is
the probability of detecting a delay as result of one DP,
1�q is probability of DP does not overlap with BSM, thus
detection fails. There is chance every 100ms for DP to at
least delay one BSM only if the DP is sent every 100ms.
However, the chance of detecting a delay could come every
500ms or 1000ms according to which T is used by algo-
rithm. Let N is number of BSMs which DP intended to at
least delay one of them, i.e., N equal to number of DPs.
Consider ✏ is the value fault probability, i.e., probability
of not detecting a delay of any of those N BSMs, Thus

✏ = (1 � q)N (3)

Figure 7 shows the trade-o↵ space between ✏, ⌧ and T .
Specifically, four di↵erent ⌧ = 25, 50, 75 and 100ms over
three di↵erent T= 100, 500 and 1000ms are examined. It
should be noted that N is directly linked with T , e.g., for
T1 = 100ms, T2 = 500ms and T3 = 1000ms this means
that after 2 second N = 20, 4 and 2 respectively. As N
increases, i.e., more BSMs and DPs are considered, the
probability of not observing at least one delay reduces ex-
ponential. As shown in Figure that longer DPs result in
lower probabilities of not observing any delay. e.g., in
the case of ⌧ = 100ms every 100ms (100ms/T1), it took
less than 0.5 second to achieve an ✏ of 0.01, which imply
a delay recognition probability of 99%. However, using
such DP with this duration over this time period has a se-
vere e↵ect on the reliability of DSRC safety applications.
Obviously, the reliability of safety applications directly af-
fected by number and duration of DPs. On other hand
high recognition probabilities could be achieved for all ⌧
when more DPs are sent. This conflict can be solved if al-
gorithm sends minimum number of DPs and achieve high
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F igure 5 .2 : BSM delay due to DP

If the delay caused by the DP is less than δt or no delay occurred, then this vehicle

is marked Honest. Otherwise it is a Sybil node, and the malicious node is positioned

between this Sybil and the HV. Based on the status of a vehicle, i.e., Honest or Sybil,

the HV can accept or reject BSMs from this vehicle respectively. In the latter case the

Sybil is added to the blacklist. The BL can be shared with other participants, e.g., by

sending it to the RSU, which in turn can relay this information with other RSUs [70].

This could be used by an RSU to inform upcoming traffic about Sybil vehicles. Such

process implies that a reporting HV is correctly authenticated by the RSU to avoid

malicious nodes framing honest nodes as Sybil nodes. Algorithm 1 terminates when

a specified detection probability is achieved, i.e., if detection uncertainty ε is below

a certain threshold, as will be describe in Subsection 5.4.2.

5 .3 safety application reliability in presence of

easda

The impact of τ and T on safety application reliability will now be discussed in the

context of the fault model in [71]. Two fault scenarios are considered.

The first assumes undetected Sybil attacks. As a result of non-detection falsified

BSMs are used, which constitute value faults for the safety application. In [71] such

fault type is called transmissive symmetric, which is a value fault in which a false

BSM is received by all vehicles. If however the false BSM was not received by some
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vehicles, then this constitutes a Single Error Omissive Asymmetric fault, described

in [72].

The second scenario addresses the case where BSMs are delayed by DPs to the

point where the information is deemed outdated. According to [45] this time-to-live

of a BSM should be no more than 500ms. BSMs that exceed the time-to-live should

be discarded. In the context of the fault model in [71], this timing fault effectively

causes an omissive symmetric fault. Specifically, in [71] an omissive symmetric fault

implies that no value was received by any node. In our case the result is that no

value is used by any node, as it is discarded due to being outdated.

The safety application will fail in either of the following two scenarios: 1) the

Sybil detection algorithm fails to detect the attack or 2) BSMs containing crucial

information, such as an event, are discarded due to the second scenario. In reliability

analysis this can be represented by a series reliability block diagram [42], and thus

the safety application reliability, Rapp(t), can be expressed as Rapp(t) = R1(t)R2(t),

where R1(t) is the detection probability, and R2(t) is the probability of receiving at

least one BSM containing an event before it is too late to react.

5 .4 experiments and results

5 .4 .1 Field Experiments

The feasibility of the Enhanced Active Sybil Detection Algorithm (EASDA) and

its impact on the reliability of DSRC safety applications was examined using field

experiments. Four vehicles were equipped with LocoMate Classic OBUs from Arada

Systems [20] representing one HV, two RVs and a malicious node acting as four Sybil

nodes with different GPS locations and message IDs. The EASDA was installed on

the OBU in the HV, which thus allowed it to send DPs with different transmission

powers, durations, and periods. All OBUs were sending BSMs using a transmission

power of 23 dBm, a data rate of 3 Mbps, and the standard BSMs transmission

rate of 10 BSMs/s on safety channel SCH 172. After extensive experimentation

with the setup above, a sensible value for the delay sensitivity threshold δt was

determined as 25ms. The position of vehicles can be seen in Figure 5.3 for the two
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aforementioned extreme locations of the malicious node. It should be noted that all

nodes were stationary in a controlled configuration. The reason behind conducting

the experiments with stationary nodes instead of moving nodes was to isolate the

experiment from any external influences, including changes in elevation, unrelated

traffic or road layout, as no dedicated filed site was available. The experiment

parameters are summarized in Table 5.1.

Table 5 .1 : Field Test Parameters

OBU Model Arada LocoMate Classic
Number of OBUs 4 (1 HV, 2 RV, 1 Malicious)
Test road range Straight two-lane road
Distance: HV to RV 80 m
Vehicles speed 0 m/s (Fixed)
Tx power & Data rate 23 dBm, 3 Mbps
BSM generation rate 10 BSM/s
Channel SCH 172

DP power & Data rate 1 dBm, 3Mbps
DP durations τ 25, 50, 75 and 100ms
Delay sensitivity δt 25ms

In the scenario in Figure 5.3a) all Sybil nodes are positioned between the mali-

cious vehicle and the HV. Figure 5.3b) shows the other scenario, where the malicious

vehicle is the closest to the HV. The closest suspected Sybil vehicle is located 80m

from the HV in both scenarios. The DP transmission power was computed using

Equation 5.1, resulting in a coverage distance of 100m.

Recall that the EASDA relies on the ability to cause the suspected vehicle to

delay its BSMs as a result of a DP. Any BSM delay time shorter than δt, e.g., less

than 25ms, will not be considered to be delayed. The DP can overlap with the

time interval of an intended BSM transmission, which in turn will cause a delay of

that BSM. If it does not overlap, then no delay will occur. However, collisions may

occur if a node located outside the range of the DP broadcasts a BSM. Such scenario

is called a hidden terminal or hidden node problem [69]. Field tests were conducted

consisting of 10 experiments, each consisting of 20 DPs with different durations τ

and periods T. Specifically, τ = 25, 50, 75 and 100ms were chosen to study the

impact of the durations on delay detection. The reasons for the range of values
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for τ will be discussed below. Obviously, long DP durations have high probability

of delay detection, especially if τ exceeds the BSM spacing, e.g., by more than δt.

However, such long DP may be too invasive, suggesting the investigation of shorter

DP durations, although those may not lead to recognized delays, and thus fail to

detect a Sybil node for that specific DP. Thus, one should look at detection using

shorter τ over multiple BSMs with DP rate T.

The actual values of T will have an impact of the delay detection probability.

For example, increasing the frequency of sending short DPs will also increase the

probability of detection. As indicated before, Tdetect is the maximum time available

to the EASDA for Sybil detection. Thus the values for τ and T should be analyzed

in the context of Tdetect, the duration of time left before treact. The safety application

reliability is therefore directly linked to this detection probability.

5 .4 .2 Detection Probability

To determine the detection probabilities for different parameters the algorithm was

tested under conditions similar to that described in Subsection 4.4.3. Recall that

q is the probability that a DP overlaps with the intended transmission time of a

suspected BSM in such a way as to cause a delay greater than or equal to the

minimum recognition delay δt. Figure 5.2b) depicted such case. Assume δt =25ms,

as indicated in the table. Furthermore, assume durations were τ = 25, 50, 75, and
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100ms, denoted by τ25, τ50, τ75 and τ100 respectively. If DPs are sent without precise

time placement, i.e., their transmission times are random, then detection probability

q for a single DP sent out to target a BSM from a specific vehicle can be calculated

as q = 0.2, 0.4, 0.6, and 0.8 for τ25, τ50, τ75 and τ100 respectively. This is calculated

using the parameters given and relating them to Figure 5.2b), i.e., for a given τx the

detection probability q(τx) = τx/(100ms + δt).

Assume that the separation time between vehicles is 3s. With an assumed reac-

tion time of 1s a driver has 2s left to react to a safety application alert. Given the

standard transmission rate of 10 BSM/s a total of 20 BSMs can be considered for

potential BSM delays during that time. To experimentally measure q for a single

DP, field tests were conducted for different τ. As in Subsection 4.4.3, the field tests

consisted of a series of experiments with 20 DPs each, to mimic BSMs over 2s. The

results are shown in Figure 5.4, where the calculated q can be compared with the

minimum, maximum and average values as derived from 7 experiments of 20 DPs

for each τ. Whereas we conducted a total of 120 experiments, we intentionally did

not average over a large number of experiments, as we were interested in seeing the

impact of small samples when calculating q. Inspecting individual experiments we

could not observe any obvious patterns for delay detection as the result of DPs. This

was even the case when sending DPs periodically for specific T. As expected, shorter

durations τ result in lower delay detection probabilities q than longer durations.

For example, the average q for τ = 25ms and 100ms increased from 0.17 to 0.83

respectively.

Sybil detection of EASDA is based on detecting at least one BSM delayed by δt

or more. Since q is the probability of detecting a delay as the result of one DP, 1− q

is the probability that either the DP does not overlap with the BSM, as shown in

Figure 5.2a), or it overlaps, but not enough to cause a delay of δt. Every time a DP

is sent, there is a chance for delay detection. If the number of BSMs considered for

delay detection is N, then the probability of not detecting a BSM delay with any of

those N DPs is Equation 4.7, restated as

ε = (1− q)N (5.3)
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Probability ε is the unreliability of the Sybil detection algorithm. Thus detection

probability R1(t), defined in Section 5.3, is equal to 1− ε. As N increases there are

more chances to cause a BSM delay, and therefore the probability of not observing

at least one delay decreases exponentially. The following questions arise:

1. Does Sybil detection benefit more from longer DPs that will be broadcast less

frequently, or is it better to send shorter packets more often?

2. What is the DP-related overhead (medium blocking) for different τ and T to

achieve a required reliability?

The answer to the first question can be found in Figure 5.5, which shows multiple

graphs, each of which represents the probability of not detecting a delay for specific

DP durations and periods. The values for τ were the same as used in Figure 5.4, and

the values for q were their corresponding average value. The notation T100, T500 and

T1000 was used to denote periods of T = 100, 500 and 1000ms respectively. The x-axis

considers the algorithm’s execution time in seconds, and the y-axis the probability

of non-detection of an attack. The plots are stepping functions, as ε decreases with

each additional DP. As expected from Equation 5.3, higher detection probabilities are
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achieved for all τ as more DPs are considered, i.e. as N increases. The objective of the

Sybil detection algorithm should be to have a reasonably high detection probability

in the shortest time. As is obvious from comparing the graphs in Figure 5.5a), b) and

c), smaller T result in shorter times to improve ε. This however comes at the cost of

higher medium blocking.

Let’s consider the detection interval Tdetect = 2s, as in the discussion above. This

cutoff time is indicated by a vertical dashed line in Figure 5.5. For a given time,

period T dictates how many DPs are sent. In our case of 2 seconds, T100 results in

20 DPs, T500 in 4, and T1000 in 2 DPs. For long T this poses a problem for achieving
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a low ε, as there are only few DPs contributing to Equation 5.3. For example, in the

case of T1000, the detection algorithm has only two chances to detect a delay. In the

case of Figure 5.5a) with T1000, only τ100 was able to achieve a low uncertainty, below

0.03 in plot τ100/T1000, thus achieving a reliability of greater than 0.97. All other τ

resulted in unacceptable ε, and thus unacceptable reliabilities.

Question 2 addressed the overhead, i.e., medium blocking, for detecting delays.

Figure 5.6 shows the DP overhead normalized over the detection interval Tdetect. This
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ratio for medium blocking is denoted by ω. Obviously, overhead ratio ω for longer

periods, e.g., T1000, is lower than that of shorter periods, e.g., T100, for any given

duration τ. The reason for this is that for longer T fewer DPs are sent during Tdetect

than for shorter T. Furthermore, for a given T, longer durations τ result in higher

overhead ratios than short τ. Overhead was calculated based on the assumption that

one sends DPs during the entire interval Tdetect. This however is not necessary, as

one only needs to run detection until a specified ε is reached.

Figure 5.7 shows the overhead ratio ω associated with DP during the 2 seconds

to achieve 90% detection probability, i.e., ε = 0.1. Recall that Algorithm 1 terminates

once a specified ε has been reached. It should be noted that a zero entry in the graph

indicates that the specified ε could not be achieved in the given time. For T500 only

τ = 75 and 100 resulted in detection, whereas for T1000 only τ = 100 can achieve

the specified detection probability. To answer question 2) above, from a medium
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blocking point of view, it is best to select the largest T with the τ producing the

smallest ω. Preference is given to the largest T, in order to spread the DPs as wide

as possible, thereby minimizing monopolization of the medium by DPs and allowing

BSMs, including those from other vehicles, to be transmitted.
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5 .5 conclusion

In this chapter we investigated Sybil attack detection in VANETs operating in dy-

namic power environments. An enhanced active Sybil detection algorithm capable

of mitigating against Sybil attacks in such complicated environment was presented.

This new algorithm is based on detecting queuing delays of nodes subjected to

Detection Packets to determine if a BSM is valid or has been spoofed. In order

to minimize the impact of these packets on medium usage delay detection should

be spread over time. Analysis and field experiments on the impact of periods T and

durations τ of detection packets on Sybil node detection showed that it is best to use

the largest periods with the lowest overhead ratio ω that can achieve a predefined

detection probability.
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chapter 6

Conclusions and Future Work

6 .1 conclusions

The main focus of this research was security and reliability of DSRC safety ap-

plications operating in vehicular networks subjected to malicious act. Specifically,

we considered wireless hybrid jamming and Sybil attacks as the source of attacks.

The critical nature of DSRC safety applications, with their severe consequences in

case of failure, requires high reliability against potential failures. Different security

mechanisms such as digital signatures, encryption and authentication have been

implemented in the current standards, however, these mechanisms are not sufficient

to mitigate against these types of attacks.

This research proposed different algorithms and strategies to improve reliability

of safety applications operating in hostile environments. Specifically, four algorithms

were proposed, which can help to enhance resilience of safety applications against

the impact of maliciously induced faults. The feasibility of these approaches was

tested through simulations and field experiments. The results were analyzed to

show their effectiveness.

First, a new hybrid jammer was presented together with an effective detection

algorithm. This jammer exposed queuing behavior that can be exploited by attackers

to cause safety application failure. It can make innocent nodes appear misbehaving

by making them look to excessively use the medium. The field tests results showed

that the new detection algorithm can not only detect the presence of a hybrid

jammer, but can also distinguish between misbehaving nodes and other nodes that

are impacted by the jammer. Current PDR-based detection methods fail to detect

the new jammer.

Second, a new Enhanced Voting-based Algorithm (EVA) was presented to im-

prove the reliability of DSRC safety applications subjected to event fabrication by

malicious entities or suppression of real event notifications. The algorithm operates
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in two stages. The first stage uses specific metrics to discover misbehaving nodes.

The second stage considers delayed BSMs messages coming from victim nodes,

which in turn directly affect decisions of safety applications. Field experiments

were conducted, and the results observed showed that the EVA was capable of

significantly reducing the safety application’s decision times, thereby improving

their reliability. In the worst case attack scenarios, the improvements of the EVA

were significant. During experiments enhancements of up to 3.3 seconds were

observed. In the context of safety critical applications, such improvements could

have significant impact on avoiding accidents and saving lives.

Third, a passive algorithm to detect Sybil attacks for static power environments

was proposed, which can cause serious problems for DSRC safety applications that

using voting schemes. The passive algorithm runs in two phases. In phase 1 it checks

a power field in the BSM header to catch Sybil vehicles that might manipulate the

transmission power. In the next phase and algorithm that changes Rx sensitivity

is applied. Based on the selected sensitivity the number of vehicles expected in

the reception area is calculated. Any deviation of this number from the actual

number of vehicles observed might indicate a Sybil attack. Results show that the

passive algorithm is only suitable for static power environments, but ineffective for

dynamic power environments, which are much more challenging. Thus, an active

algorithm was introduced, which is suitable for Sybil detection in dynamic power

environments. This algorithm can locate Sybil nodes using short Detection Packets

(DPs) without adding special hardware or information exchanges. This will help

safety application to reject values from Sybil nodes, which is of great importance for

solutions based on voting schemes. Analysis and field experiments on the effects

of the number of BSMs, as well as the DP duration and time placement accuracy,

revealed that the placement and duration of these packets have the largest impact

on Sybil detection effectiveness.

Lastly, an enhanced active Sybil detection algorithm was presented, which is

capable of mitigating against Sybil attacks in dynamic power environments. This

enhanced algorithm is based on detecting queuing delays of nodes subjected to DPs

to determine if a BSM is valid or has been spoofed. In order to minimize the impact
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of DPs on medium usage, delay detection should be spread over time. Analysis and

field experiments on the impact of DP periods and durations on Sybil node detection

probabilities showed that it is best to use larger DP periods with the lowest overhead

ratio that can achieve a predefined detection accuracy.

6 .2 future work

The research presented was focused on DSRC communication. It could be of great

benefit to study the impact of multi-sensor technologies on the effectiveness of the

solutions presented. This may be of special interest to autonomous vehicles, as they

are already equipped with diverse technologies such as radar, lidar and cameras.

On the other hand, DSRC capability will extend the effectiveness of these sensor

technologies beyond the line of sight.

The safety applications considered in the research were aiming at reducing the

probability of rear end collisions. Applying the solutions presented to other DSRC

safety applications may expose different attack challenges and defense opportunities.

The different assumptions related to speeds, distances and directions could expose

specific problematics.

Finally, the impact of traffic density on the limits and scalability of solutions

should be studied. Specifically, the trade-off space between communication range,

vehicle-density-induced packet utilization of the medium, and message length as it

results from different data rates, should be analyzed.
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appendix a

NS-3 Simulation Functions

The following are the NS-3 Simulation functions that have been used for Passive Sybil

Detection Algorithm in Chapter 4. The code has been divided into several functions,

in order to generate mobility models, propagation models, and change sensitivity.

The simulation functions were used to simulate the attack scenarios depicted in

Figure 4.4.

a .1 stationary position model

/ / Using C o n s t a n t P o s i t i o n M o b i l i t y Model

/ / S p e c i f y two nodes t o be s t a t i o n a r y a t s p e c i f i c p o s i t i o n s

Mobil i tyHelper mobi l i ty ;

Ptr < L i s t P o s i t i o n A l l o c a t o r > p o s i t i o n A l l o c a t o r = CreateObject <

L i s t P o s i t i o n A l l o c a t o r > ( ) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( 0 , 150 , 0 ) ) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( 1 0 0 , 150 , 0 ) ) ;

mobi l i ty . S e t P o s i t i o n A l l o c a t o r ( p o s i t i o n A l l o c a t o r ) ;

mobi l i ty . SetMobilityModel ( " ns3 : : ConstantPosit ionMobil i tyModel

" ) ;

mobi l i ty . I n s t a l l ( bsmNodes ) ;

/ / S p e c i f y nodes t o be s t a t i o n a r y but randomly a l l o c a t e d

Mobil i tyHelper mobi l i ty ;

mobi l i ty . S e t P o s i t i o n A l l o c a t o r (

" ns3 : : RandomDiscPosit ionAllocator " ,

" Theta " , RandomVariableValue ( UniformVariable ( 0 . 0 ,

6 . 2 8 3 0 ) ) ,
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"Rho" , RandomVariableValue ( UniformVariable ( 0 . 0 , 5 0 . 0 ) ) ,

"X" , DoubleValue ( 0 . 0 ) ,

"Y" , DoubleValue ( 0 . 0 ) ) ;

mobi l i ty . SetMobilityModel ( " ns3 : :

ConstantPosit ionMobil i tyModel " ) ;

mobi l i ty . I n s t a l l ( bsmNodes ) ;

a .2 velocity -mobility model

/ / Using C o n s t a n t S p e e d M o b i l i t y Model :

/ / Setup e v e r y node moving with t h e c o n s t a n t v e l o c i t y dur ing

t h e s i m u l a t i o n , i . e . , no b r a k i n g or a c c e l e r a t i o n .

/ / Each o f t h e nodes a r e a s s i g n e d with random v e l o c i t y be tween

15 and 25 m/ s .

Mobil i tyHelper mobi l i ty ;

mobi l i ty . SetMobilityModel ( " ns3 : :

ConstantVelocityMobil i tyModel " ) ;

mobi l i ty . I n s t a l l ( nodes ) ;

Ptr <UniformRandomVariable> rvar = CreateObject <

UniformRandomVariable > ( ) ;

/ / Ass ign ing Random v e l o c i t y be tween (15m/ s , 25m/ s ) in t h e x−
d i r e c t i o n f o r e a c h nodes

for ( NodeContainer : : I t e r a t o r i = nodes . Begin ( ) ; i != nodes .

End ( ) ; ++ i ) {

Ptr <Node> node = ( * i ) ;

double speed = rvar−>GetValue ( 1 5 , 25 ) ;

node−>GetObject <ConstantVelocityMobil i tyModel > ( )−>

S e t V e l o c i t y ( Vector ( speed , 0 , 0 ) ) ;

}
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a .3 propagation models

/ / C o n f i g u r e Channel wi th F r i s s P r o p a g a t i o n L o s s M o d e l

YansWifiChannelHelper waveChannel ;

waveChannel . AddPropagationLoss (

" ns3 : : Fr i isPropagationLossModel " ,

" Frequency " , DoubleValue ( 5 . 8 6 0 e9 ) ,

" SystemLoss " , DoubleValue ( 1 . 0 ) ,

" MinLoss " , DoubleValue ( 0 . 0 ) ) ;

/ / C o n f i g u r e Channel wi th L o g D i s t a n c e P r o p a g a t i o n L o s s M o d e l

YansWifiChannelHelper waveChannel ;

waveChannel . AddPropagationLoss (

" ns3 : : LogDistancePropagationLossModel " ,

" Exponent " , DoubleValue ( 3 ) ,

" ReferenceDistance " , DoubleValue ( 1 . 0 ) ,

" ReferenceLoss " , DoubleValue ( 4 6 . 6 7 7 7 ) ) ;

/ / C o n f i g u r e Channel wi th T h r e e L o g D i s t a n c e P r o p a g a t i o n L o s s M o d e l

YansWifiChannelHelper waveChannel ;

waveChannel . AddPropagationLoss (

" ns3 : : ThreeLogDistancePropagationLossModel " ,

" Exponent0 " , DoubleValue ( 1 . 9 ) ,

" Distance0 " , DoubleValue ( 1 . 0 ) ,

" Exponent1 " , DoubleValue ( 3 . 8 ) ,

" Distance1 " , DoubleValue ( 2 0 0 . 0 ) ,

" Exponent2 " , DoubleValue ( 3 . 8 ) ,

" Distance2 " , DoubleValue ( 5 0 0 . 0 ) ,

" ReferenceLoss " , DoubleValue ( 4 6 . 6 7 7 7 ) ) ;
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/ / C o n f i g u r e Channel wi th d e f a u l t P r o p a g a t i o n L o s s M o d e l ( i . e .

L o g D i s t a n c e P r o p a g a t i o n L o s s M o d e l )

YansWifiChannelHelper waveChannel = YansWifiChannelHelper : :

Defaul t ( ) ;

a .4 determining of the transmission range

/ / Code s n i p p e t from s y b i l a t t a c k −Tx_Range−R x _ S e n s i t i v i t y . c c

double r x S e n s i t i v i t y [ ] = { −97 .0 , −96 .0 , −95 .0 ,

−94 .0 , −93 .0 , −92 .0 , −91 .0 , −90 .0 , −89 .0 , −88 .0 ,

−87 .0 , −86 .0 , −85 .0 , −83 .0 , −82 .0 , −81 .0 , −80 .0 ,

−79 .0 , −78 .0 , −77 .0 , −76 .0 , −75 .0 , −74 .0 , −73 .0 ,

−72 .0 ,−71 .0 , −70 .0 , −69 .0 , −68 .0 , −67 .0 , −66 .0 ,

−65 .0 , −63 .0 , −61 .0 , −59 .0 , −57 .0 , −55 .0 , −53 .0 ,

−50 .0 , −48 .0 , −45 .0 , −40 .0 , −35.0 } ;

for ( u i n t 3 2 _ t i = 0 ; i < s i ze of ( r x S e n s i t i v i t y ) /

s i ze of ( r x S e n s i t i v i t y [ 0 ] ) ; i ++)

{

ss . s t r ( " " ) ;

ss << " EnergyDetectionThreshold ( " <<

r x S e n s i t i v i t y [ i ] << "dBm) " ;

NS_LOG_DEBUG( ss . s t r ( ) ) ;

experiment = WaveExperiment ( ss . s t r ( ) ) ;

experiment . SetEnergyDetect ionThreshold (

r x S e n s i t i v i t y [ i ] ) ;

/ / Determine t h e max T r a n s m i s s i o n Range f o r t h e

R x _ S e n s i t i v i t y

experiment . Run ( ) ;

gnuplot . AddDataset ( experiment . GetDataset ( ) ) ;
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TxRangeDataset .Add( experiment .

GetEnergyDetectionThreshold ( ) ,

experiment .

GetMaxTransmissionRange ( ) ) ;

csvOutputStream << experiment .

GetEnergyDetectionThreshold ( ) << " , "

<< experiment .

GetMaxTransmissionRange ( )

<< std : : endl ;

}
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a .5 main function of simulation

/ *

* NS3−s i m u l a t i o n . c c

* /

# include " ns3/command−l i n e . h"

# include " ns3/core−module . h"

# include " ns3/network−module . h"

# include " ns3/wif i−helper . h"

# include " ns3/ i n t e r n e t−module . h"

# include " ns3/ a p p l i c a t i o n s−module . h"

# include " ns3/wif i−module . h"

# include " ns3/propagation−loss−model . h"

# include " ns3/mobil i ty−module . h"

# include " ns3/netanim−module . h"

# include " ns3/pos i t ion−a l l o c a t o r . h"

# include " ns3/udp−echo−helper . h"

# include " ns3/config−s t o r e . h"

# include " ns3/gtk−config−s t o r e . h"

# include <fstream >

# include <iostream >

# include <iomanip>

using namespace ns3 ;

NS_LOG_COMPONENT_DEFINE( " SampleNS3Application " ) ;

i n t main ( i n t argc , char * argv [ ] )
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{

u i n t 3 2 _ t m_numNodes = 2 ;

double m_simTime = 1 0 ;

bool m_verbose = f a l s e ;

LogComponentEnable ( " UdpEchoServerApplication " ,LOG_LEVEL_INFO) ;

LogComponentEnable ( " UdpEchoClientApplication " ,LOG_LEVEL_INFO) ;

/ * * * * S e t D e f a u l t A t t r i b u t e s h e r e * * * * /

/ * * * * P a r s e Command L ine Arguments h e r e * * * * /

CommandLine cmd ;

cmd . AddValue ( "numBsmNodes" , " number of Nodes " , m_numNodes) ;

cmd . AddValue ( " totalSimTime " , " Tota l Simulat ion Time ( seconds ) "

, m_simTime ) ;

cmd . AddValue ( " verbose " , " Turn on a l l Wifi log components " ,

m_verbose ) ;

cmd . Parse ( argc , argv ) ;

/ * * * * C r e a t e t h e Network Topo logy * * * * /

/ * * * * C r e a t e Nodes * * * * /

NS_LOG_INFO( " Create Nodes " ) ;

NodeContainer nodes ;

nodes . Create (m_numNodes) ;

/ * * * * C o n f i g u r e P h y s i c a l Layer * * * * /

NS_LOG_INFO( " Configure Phys ica l Layer " ) ;

YansWifiPhyHelper wifiPhy = YansWifiPhyHelper : : Defaul t ( ) ;

/ / O v e r r i d e any d e f a u l t s e t t i n g o f t h e P h y s i c a l l a y e r i f any

wifiPhy . Set ( " RxGain " , DoubleValue (−10) ) ;

/ / . . . . . . . . . . . .
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/ / . . . . . . . . . . . .

/ / S e t t h e pcap f i l e f o r m a t ( l o g f i l e )

wifiPhy . SetPcapDataLinkType ( YansWifiPhyHelper : : DLT_IEEE802_11 )

;

/ * * * * C o n f i g u r e Channel * * * * /

NS_LOG_INFO( " Configure Channel " ) ;

YansWifiChannelHelper wifiChannelHelper =

YansWifiChannelHelper : : Defaul t ( ) ;

/ / O v e r r i d e any d e f a u l t s e t t i n g o f t h e Channel i f any

wifiChannelHelper . SetPropagationDelay ( " ns3 : :

ConstantSpeedPropagationDelayModel " ) ;

wifiChannelHelper . AddPropagationLoss ( " ns3 : :

LogDistancePropagationLossModel " ) ;

Ptr <YansWifiChannel > wifiChannel = wifiChannelHelper . Create ( ) ;

/ / A s s o c i a t e t h e w i f i c h a n n e l wi th t h e w i f i p h y s i c a l l a y e r

wifiPhy . SetChannel ( wifiChannel ) ;

/ * * * * C o n f i g u r e MAC Layer * * * * /

NS_LOG_INFO( " Configure MAC Layer " ) ;

/ / Nqos r e f e r s t o t h e MAC l a y e r wi th no QOS( Q u a l i t y o f S e r v i c e

) .

/ / For QOS MAC, use QosWif iMacHelper

NqosWifiMacHelper wifiMac = NqosWifiMacHelper : : Defaul t ( ) ;

/ / S e t t h e MAC t o e i t h e r ApWifiMac , StaWifiMac , AdhocWifiMac

/ / b a s e d on how t h e node w i l l b e h a v e in t h e ne twork ( a s

A c c e s s P o i n t , S t a t i o n or Adhoc Node )

wifiMac . SetType ( " ns3 : : AdhocWifiMac " ) ;
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/ / W i f i H e l p e r h e l p t o put t o g e t h e r t h e w i f i NICs with phy l a y e r

, mac l a y e r components on e a c h nodes ;

WifiHelper wif iHelper ;

/ / O v e r r i d e any d e f a u l t s e t t i n g o f Mac Layer i f any

wifiHelper . SetStandard (WIFI_PHY_STANDARD_80211b) ;

s td : : s t r i n g phyMode="OfdmRate6MbpsBW10MHz" ; / / a p r e d e f i n e d

s t r i n g c o n s t a n t t h a t d e f i n e s t h e m o d u l a t i o n and d a t a r a t e

/ / s e t t h e d a t a r a t e f o r d a t a and c o n t r o l m e s s a g e s

wifiHelper . SetRemoteStationManager ( " ns3 : :

ConstantRateWifiManager " ,

" DataMode " , Str ingValue (phyMode) ,

" ControlMode " , Str ingValue (phyMode) ) ;

i f ( m_verbose ) {

wif iHelper . EnableLogComponents ( ) ; / / Turn on a l l Wi f i l o g g i n g

}

NetDeviceContainer devices = wif iHelper . I n s t a l l ( wifiPhy ,

wifiMac , nodes ) ; / / d e v i c e s i s a n a l o g o u s t o NIC c a r d s in

network d e v i c e s

/ * * * * Add ( I n t e r n e t ) S t a c k in e a c h nodes * * * * /

NS_LOG_INFO( " I n s t a l l I n t e r n e t Stack " ) ;

In terne tS tackHelper s tack ;

s tack . I n s t a l l ( nodes ) ;

/ * * * * C o n f i g u r e IP A d d r e s s i n g and Rout ing * * * * /

/ / Ass ign t h e IP a d d r e s s t o t h e ne twork i n t e r f a c e s

/ / Can a l s o d e f i n e Rout ing p r o t o c o l t o be used

Ipv4AddressHelper ipv4Address ;

ipv4Address . SetBase ( " 1 0 . 1 . 1 . 0 " , " 2 5 5 . 2 5 5 . 2 5 5 . 0 " ) ;

I p v 4 I n t e r f a c e C o n t a i n e r i n t e r f a c e s ;
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i n t e r f a c e s = ipv4Address . Assign ( devices ) ;

/ * * * * C o n f i g u r e A p p l i c a t i o n in e a c h Nodes * * * * /

NS_LOG_INFO( " Configure Appl icat ion " ) ;

/ / I n s t a l l a p p l i c a t i o n on nodes .

u i n t 1 6 _ t port = 9 ;

UdpEchoServerHelper server ( port ) ;

Appl icat ionContainer apps = server . I n s t a l l ( nodes . Get ( 0 ) ) ;

apps . S t a r t ( Seconds ( 1 . 0 ) ) ;

apps . Stop ( Seconds ( m_simTime ) ) ;

u i n t 3 2 _ t packetS ize = 1024 ;

u i n t 3 2 _ t maxPacketCount = 1 ;

Time i n t e r P a c k e t I n t e r v a l = Seconds ( 1 . 0 ) ;

Address serverAddress = Address ( i n t e r f a c e s . GetAddress ( 0 ) ) ;

UdpEchoClientHelper c l i e n t ( serverAddress , port ) ;

c l i e n t . S e t A t t r i b u t e ( " MaxPackets " , UintegerValue (

maxPacketCount ) ) ;

c l i e n t . S e t A t t r i b u t e ( " I n t e r v a l " , TimeValue (

i n t e r P a c k e t I n t e r v a l ) ) ;

c l i e n t . S e t A t t r i b u t e ( " PacketS ize " , UintegerValue ( packetS ize

) ) ;

apps = c l i e n t . I n s t a l l ( nodes . Get ( 0 ) ) ;

apps . S t a r t ( Seconds ( 2 . 0 ) ) ;

apps . Stop ( Seconds ( m_simTime ) ) ;

/ * * * * C o n f i g u r e M o b i l i t y * * * * /

NS_LOG_INFO( " Configure Mobi l i ty Model . " ) ;

Mobil i tyHelper mobi l i ty ;

/ / p l a c e two nodes a t s p e c i f i c p o s i t i o n s

Ptr < L i s t P o s i t i o n A l l o c a t o r > p o s i t i o n A l l o c a t o r = CreateObject <
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L i s t P o s i t i o n A l l o c a t o r > ( ) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( 0 , 150 , 0 ) ) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( 1 0 0 , 150 , 0 ) ) ;

mobi l i ty . S e t P o s i t i o n A l l o c a t o r ( p o s i t i o n A l l o c a t o r ) ;

/ / C o n f i g u r e b o t h BSM node t o be s t a t i o n a r y

mobi l i ty . SetMobilityModel ( " ns3 : : ConstantPosit ionMobil i tyModel "

) ;

mobi l i ty . I n s t a l l ( nodes ) ;

/ * * * * Save t h e c u r r e n t C o n f i g u r a t i o n f o r t h e s i m u l a t i o n * * * * /

/ / Th i s s t e p i s o p t i o n a l but t h i s i s h e l p f u l t o r e c o r d t h e

v a r i o u s c o n f i g u r a t i o n

/ / used in t h e s i m u l a t i o n i n t o t h e f i l e f o r debugging

std : : s t r i n g m_outputAttr ibuteFi le = " OutputAttr ibutes . xml " ;

Config : : Se tDefau l t ( " ns3 : : ConfigStore : : Filename " ,

Str ingValue ( m_outputAttr ibuteFi le ) ) ;

Config : : Se tDefau l t ( " ns3 : : ConfigStore : : Fi leFormat " , Str ingValue

( "Xml" ) ) ;

Config : : Se tDefau l t ( " ns3 : : ConfigStore : : Mode" , Str ingValue ( " Save

" ) ) ;

ConfigStore outputConfig ;

outputConfig . Conf igureAtt r ibutes ( ) ;

/ * * * * Run S i m u l a t i o n * * * * /

NS_LOG_INFO( " Simulat ion S t a r t e d " ) ;

s td : : cout << " Simulat ion S t a r t e d "<< std : : endl ;

Simulator : : Stop ( Seconds ( m_simTime ) ) ;

Simulator : : Run ( ) ;

Simulator : : Destroy ( ) ;

s td : : cout << " Completed Simulat ion "<< std : : endl ;
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}

a .6 sybil attack scenario 1

/ / s y b i l a t t a c k −p a s s i v e−d e t e c t i o n−s c e n a r i o 1 . c c

/ * * * * * * * * * * * * * * * * * * C o n f i g u r e M o b i l i t y

* * * * * * * * * * * * * * * * * * * * * * * /

NS_LOG_INFO( " Configure Mobi l i ty Model . " ) ;

double yPos i t ion = 6 0 0 . 0 ;

double x P o s i t i o n = 0 . 0 ;

double xMin = 1 0 . 0 ;

double xMax = 1 2 0 0 . 0 ;

Mobil i tyHelper mobi l i ty ;

Ptr < L i s t P o s i t i o n A l l o c a t o r > p o s i t i o n A l l o c a t o r =

CreateObject <

L i s t P o s i t i o n A l l o c a t o r > ( ) ;

/ / P o s i t i o n t h e HV

p o s i t i o n A l l o c a t o r−>Add( Vector ( 0 , yPosi t ion , 0 ) ) ;

/ / P o s i t i o n t h e Honest Nodes

for ( u i n t 3 2 _ t i = 0 ; i < numRealNodes ; i ++) {

x P o s i t i o n = uv−>GetValue ( xMin , xMax) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( xPos i t ion ,

yPosi t ion , 0 ) ) ;

}

/ / P o s i t i o n t h e S y b i l Nodes

double xMinSybil = 5 0 ;

double xMaxSybil = 9 0 0 ;
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for ( u i n t 3 2 _ t i = 0 ; i < numSybilNodes ; i ++) {

x P o s i t i o n = uv−>GetValue ( xMinSybil , xMaxSybil )

;

p o s i t i o n A l l o c a t o r−>Add( Vector ( xPos i t ion ,

yPosi t ion , 0 ) ) ;

}

/ / P o s i t i o n t h e M a l i c i o u s Node

x P o s i t i o n = uv−>GetValue ( xMaxSybil , xMax) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( xPos i t ion , yPosi t ion , 0 )

) ;

mobi l i ty . S e t P o s i t i o n A l l o c a t o r ( p o s i t i o n A l l o c a t o r ) ;

mobi l i ty . SetMobilityModel ( " ns3 : :

ConstantPosit ionMobil i tyModel " ) ;

mobi l i ty . I n s t a l l ( bsmNodes ) ;

a .7 sybil attack scenario 2

/ / s y b i l a t t a c k −p a s s i v e−d e t e c t i o n−s c e n a r i o 2 . c c

/ * * * * * * * * * * * * * * * * * * * * * C o n f i g u r e M o b i l i t y

* * * * * * * * * * * * * * * * * /

NS_LOG_INFO( " Configure Mobi l i ty Model . " ) ;

double yPos i t ion = 6 0 0 . 0 ;

double x P o s i t i o n = 0 . 0 ;

double xMin = 1 0 . 0 ;

double xMax = 1 2 0 0 . 0 ;

Mobil i tyHelper mobi l i ty ;
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Ptr < L i s t P o s i t i o n A l l o c a t o r > p o s i t i o n A l l o c a t o r =

CreateObject <

L i s t P o s i t i o n A l l o c a t o r > ( ) ;

/ / P o s i t i o n t h e HV

p o s i t i o n A l l o c a t o r−>Add( Vector ( 0 , yPosi t ion , 0 ) ) ;

/ / P o s i t i o n t h e Honest Nodes

for ( u i n t 3 2 _ t i = 0 ; i < numRealNodes ; i ++) {

x P o s i t i o n = uv−>GetValue ( xMin , xMax) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( xPos i t ion ,

yPosi t ion , 0 ) ) ;

}

/ / P o s i t i o n t h e S y b i l Nodes

double xMinSybil = 5 0 0 ;

double xMaxSybil = 1200 ;

for ( u i n t 3 2 _ t i = 0 ; i < numSybilNodes ; i ++) {

x P o s i t i o n = uv−>GetValue ( xMinSybil , xMaxSybil )

;

p o s i t i o n A l l o c a t o r−>Add( Vector ( xPos i t ion ,

yPosi t ion , 0 ) ) ;

}

/ / P o s i t i o n t h e M a l i c i o u s Node

x P o s i t i o n = uv−>GetValue ( 1 0 . 0 , xMinSybil ) ;

p o s i t i o n A l l o c a t o r−>Add( Vector ( xPos i t ion , yPosi t ion , 0 )

) ;

mobi l i ty . S e t P o s i t i o n A l l o c a t o r ( p o s i t i o n A l l o c a t o r ) ;
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mobi l i ty . SetMobilityModel ( " ns3 : :

ConstantPosit ionMobil i tyModel " ) ;

mobi l i ty . I n s t a l l ( bsmNodes ) ;
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