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Abstract 

The last three decades have witnessed significant progress in electronic materials due to the 

constant discovery of new materials for various applications. ABX3 (A = Cs; B = Ca, Sr, Ba; X 

=I, Br, Cl, or F) s-block halide perovskites are widely considered as a scintillator material and 

a replacement of lead-based solar device due to their excellent electronic properties. The per-

formance of the device is linked to the atomic and electronic structure of the halide perovskites. 

Using ab-initio calculations, we studied the effect of chemical composition, atomic structure 

on the electronic properties (bandgap) of s-block halide perovskite for both bulk and surfaces. 

We found that the bulk and the surface bandgaps of the perovskites are closely related to the 

intrinsic properties such as atomic or ionic size, electronegativity, bond-dissociation energy of 

B and X. The bandgap changes on the surfaces compare to the bulk are explained in terms of 

the structural changes such as bond-distance and bond-angle. Defects are produced inevitably 

during the synthesis of these compounds and largely depends on the synthesis condition. It has 

been reported that the point defects such as antisite defects are detrimental to carrier transport 

as they create localized electronic (deep trap) defects on the band gap. Using ab-initio calcula-

tions, we also investigated the impact of antisite defect, XB on the electronic properties of ABX3 

(A = Cs; B = Ca, Sr, or Ba; X =I, Br, Cl, or F) bulk perovskites. Our results reveal that the 

formation of defect state in the band gap due antisite defect, XB strongly depends on the com-

position and the crystal structure. We observed that, for a fixed composition of A and B the 

electronic defect forms at a higher energy level on the bandgap for bigger halogen atom com-

pared to the halogen atom of smaller size. Further, the antisite defect creates localized states at 

two different locations in the band-gap for the orthorhombic structure. Whereas, for the same 

composition with the cubic crystal structure, the antisite defect creates a localized electronic 
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state only at one location. Finally, we linked the location of these electronic defect states in the 

band gap to the intrinsic property of the constituent elements such as bond-dissociation energy 

and the atomic size, which can be a useful tool to understand and predict the position of local-

ized electronic states produced by the point defects.  

  



v 
 

Acknowledgement 

I would like to acknowledge my Advisor Prof. Samrat Choudhury for accepting me as his grad-

uate student. I would also like to thank Dr. Rabi Khanal for teaching me the VASP software 

which I have used for my calculations. I am very grateful to Idaho National Lab (INL). The 

entire research was carried out using the computing resources at the High Performance Com-

puting Center at the Idaho National Laboratory Additionally, I would like to acknowledge de-

partment of Chemical and Materials engineering for funding my graduate study, and all my 

committee members for their contribution towards the completion of master’s degree in Mate-

rial Science and Engineering. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vi 
 

 

 

 

 

 

 

 

 

Dedication  

I would like to thank my parents (Aparna Naskar and Biswanath Naskar) and my wife Farheen 

Anjum for their support during my hard time. Additionally, I want to thank Dr. Rabi Khanal for 

motivating me during this time phase. Furthermore, I want to thank my brother Sourav Naskar 

and my friends Dr. Sayan Sarkar and Tariq Al. Tobi for helping me in all aspects of my life. 

 

 

 

 

 

 

 

  



vii 
 

Table of Contents 

Authorization to Submit Dissertation ...................................................................................................... ii 

Abstract ................................................................................................................................................... iii 

Acknowledgements .................................................................................................................................. v 

Dedication ............................................................................................................................................... vi 

Table of Contents ................................................................................................................................... vii 

List of Tables ........................................................................................................................................ viii 

List of Figures ......................................................................................................................................... ix 

Chapter 1: Introduction ............................................................................................................................ 1 

Chapter 2: Methodology ........................................................................................................................ 19 

Chapter 3: Composition and structure dependent impact of antisite defect (XB) on the electronic 

structure of all-inorganic CsBX3 (B= Ca, Sr, Ba and X=F, Cl, Br, I) perovskites.......................24 

Chapter 4: Composition and termination dependent electronic properties of (001) surfaces of all-

inorganic CsBX3 (B= Ca, Sr, Ba and X=F, Cl, Br, I) perovskites.................................................40 

Chapter 5: Conclusions, Limitations and Future Work ......................................................................... 64 

References.............................................................................................................................................. 67 

Appendix ............................................................................................................................................... 86 

 

 

 

 

 

 



viii 
 

 

List of Tables 

Table 1.1: The DFT-calculated and experimental bandgap for cubic MAPbX3 (X= Cl, Br and I) 

 .....................................................................................................................................................8 

Table 3.1: Bader charge and distance analysis of defect Iodine and neighboring I atoms for 

CsSrI3 bulk with SrI defect. I1 is the antisite defect. The average charge on I atoms before in-

troducing defect was -0.776 e. ..................................................................................................35 

Table 4.1: The average B-X bond distance in Å and B-X-B bond angle in degrees for all the 

surfaces ......................................................................................................................................42 

Table 4.2: Bandgaps (in eV) for all the bulk structure and surfaces .........................................49 

Table 4.3 The calculated effective atomic charges (in e) for all the surface atoms in CsX and 

BX2  ...........................................................................................................................................53 

Table A1: The optimized lattice parameter (Å) of cubic ABX3 (A=Cs, M= Ca, Sr, Ba and 

X=F, Cl, Br, I) ...........................................................................................................................86 

Table A2: The optimized lattice parameter (Å) of orthorohmbic ABX3 (A=Cs, M= Ca, Sr, Ba 

and X=F, Cl, Br, I) ....................................................................................................................86 

Table A3: Change in the Bond-length of Ca-X (X= F, Cl, Br, I) before and after introducing 

the XCa antisite defect. ...............................................................................................................98 

 

 

 

 

 

 

 

 

 

 

 



ix 
 

 

List of Figures 

Figure 1.1: The Shockley-Queisser limit for the efficiency of a solar cell .................................. 2 

Figure 1.2: MAPbI3 structure with the octahedral network as a representative of ABX3 perov-

skite .............................................................................................................................................. 4 

Figure 1.3: The partial density of states (DOS) of cubic (a) CsPbI3 and (b) CsCaBr3................ 6 

Figure 1.4: Dependence of MABI3 bandgap on the electronegativity of B atom ........................ 9 

Figure 1.5: (a) Ideal bulk structure without defect and (b) with defect. (c), (d) and (e) represents 

the common point defects, defect pair and higher dimensional defects respectively ................ 12 

Figure 1.6: The position and the transition level of all point defects (a) acceptor type (b) donor 

type. The energy levels are measured with respect to the Fermi energy. The VBM is set on zero 

energy level ................................................................................................................................ 14 

Figure 1.7: (a) MAI and (b) SnI2 termination of tetragonal MASnI3 ........................................ 16 

Figure 1.8: Partial density of state (PDOS) of the MAPbI3 surfaces for (a) (110) vacant, (b) 

(110) flat, (c) (001) vacant, (d) (001) flat terminations .............................................................. 17 

Figure 2.1: Schematic of a self-consistent run ........................................................................... 20 

Figure 2.2: The slab model for (001) surface of (a) AX and (b) BX2 termination .................... 23 

Figure 3.1: The partial DOS of bulk CsCaBr3 (a) without defect and (b) with antisite defect. (c) 

Electron charge density isosurface plot for the energy range -0.9 to 0.1 eV corresponding with 

figure (b) .................................................................................................................................... 27 

Figure 3.2: Dependence of cubic CsBX3 (B = Ca, Sr and Ba and X = I, Br, Cl and F) defect po-

sition with respect to VBM on (a) BDE of B-X bond and (b) atomic size of X ........................ 30 

Figure 3.3: The partial DOS of bulk CsSrI3 (a) without defect and (b) with antisite defect. (c) 

Electron charge density isosurface plot at energy range (c) -0.9 to 0.1 eV (for defect1) and (d) 1 



x 
 

to 1.2 eV (for defect-2) on the band gap. L1 and L2 are the energy gap between the VBM and 

defect-1 and defect-2, respectively. ............................................................................................ 32 

Figure 3.4: Image of the antisite defect and neighboring I atoms within 4 Ȧ. I1 is the antisite 

defect and I2, I3 aligned in the apical plane I1. I4, I5, I6, I7 and I1 form a group in the equato-

rial 

plane..........................................................................................................................................34 

Figure 3.5:Dependence of orthorohmbic CsBX3 (B = Ca, Sr and Ba and X = I, Br, Cl and F) 

defect1 position with respect to VBM on (a) BDE of B-X bond and (b) atomic size of X and, 

defect2 position on (c) BDE of X-X bond and (d) covalent bond length of X-X......................37 

Figure 4.1: Dependence of bandgap on (a) E.N. difference and (b) Ionic size of X for bulk 

CsBX3 bulk structures ................................................................................................................ 44 

Figure 4.2: DSh-DObs for the bulk CsBX3 structures ................................................................... 46 

Figure 4.3: The (001) surface with 11 layers thickness for (a) CsX and (b) BX2 termination. 

The atoms inside the rectangle in (a) and (b) are considered as the surface atoms for the two 

terminations. (1) and (2) represent the layer-1 and layer-2 respectively ................................... 47 

Figure 4.4: DSh-DObs for all CsCaX3 bulk structure and all CsX and CaX2 surfaces ................. 51 

Figure 4.5: The density of states plots for (a) CsI, (b) CaI2, (c) CsBr, (d) CaBr2, (e) CsCl, (f) 

CaCl2, (g) CsF and (h) CaF2 surfaces of CsCaX3 ...................................................................... 54 

Figure 4.6: The isosurface plot of electron charge density of the CsF termination at (a) CBM 

(~0.05 eV inside the conduction band from CBM) and (b) at the energy range E-EF = 0.3-0.35 

eV on the bandgap. Both the isosurface plots correspond to the fig. 4.5 (g) ............................. 58 

Figure 4.7: Bandgaps as a function of E.N difference, ionic size of X and axial B-X bond-dis-

tance for all (a), (c), (e) CsX and (b), (d), (f) BX2 terminations respectively ............................ 59 

Figure A1: The partial DOS of bulk cubic CsCaI
3
 (a) without defect and (b) with antisite defect

 .................................................................................................................................................... 87 



xi 
 

Figure A2: The partial DOS of bulk cubic CsCaCl
3
 (a) without defect and (b) with antisite de-

fect. ............................................................................................................................................. 87 

Figure A3: The partial DOS of bulk cubic CsCaF
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................88 

Figure A4: The partial DOS of bulk cubic CsSrI
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................88 

Figure A5: The partial DOS of bulk cubic CsSrBr
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................89 

Figure A6: The partial DOS of bulk cubic CsSrCl
3
 (a) without defect and (b) with antisite de-

fect .............................................................................................................................................. 89 

Figure A7: The partial DOS of bulk cubic CsSrF
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................90 

Figure A8: The partial DOS of bulk cubic CsBaI
3
 (a) without defect and (b) with antisite defect

 .................................................................................................................................................... 90 

Figure A9: The partial DOS of bulk cubic CsBaBr
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................91 

Figure A10: The partial DOS of bulk cubic CsBaCl
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................91 

Figure A11: The partial DOS of bulk cubic CsBaF
3
 (a) without defect and (b) with antisite de-

fect...............................................................................................................................................92 

Figure A12: The partial DOS of bulk orthorohmbic CsCaI
3
 (a) without defect and (b) with an-

tisite defect. ................................................................................................................................ 92 

Figure A13: The partial DOS of bulk orthorohmbic CsCaBr
3
 (a) without defect and (b) with 

antisite defect. ............................................................................................................................ 93 



xii 
 

Figure A14: The partial DOS of bulk orthorohmbic CsCaCl
3
 (a) without defect and (b) with an-

tisite defect. ................................................................................................................................ 93 

Figure A15: The partial DOS of bulk orthorohmbic CsCaF
3
 (a) without defect and (b) with an-

tisite defect. ................................................................................................................................ 94 

Figure A16: The partial DOS of bulk orthorohmbic CsSrBr
3
 (a) without defect and (b) with an-

tisite defect. ................................................................................................................................ 94 

Figure A17: The partial DOS of bulk orthorohmbic CsSrCl
3
 (a) without defect and (b) with an-

tisite defect ................................................................................................................................. 95 

Figure A18: The partial DOS of bulk orthorohmbic CsSrF
3
 (a) without defect and (b) with an-

tisite defect ................................................................................................................................. 95 

Figure A19: The partial DOS of bulk orthorohmbic CsBaI
3
 (a) without defect and (b) with an-

tisite defect ................................................................................................................................. 96 

Figure A20: The partial DOS of bulk orthorohmbic CsBaBr
3
 (a) without defect and (b) with 

antisite defect ............................................................................................................................. 96 

Figure A21: The partial DOS of bulk orthorohmbic CsBaCl
3
 (a) without defect and (b) with an-

tisite defect ................................................................................................................................. 97 

Figure A22: The partial DOS of bulk orthorohmbic CsBaF
3
 (a) without defect and (b) with an-

tisite defect ................................................................................................................................. 97 

Figure A23: Representation of (a) Cubic (Pm3m) and (b) Orthorohmbic (Pnma) ABX3. ........ 98 

Figure A24. The total DOS of bulk cubic CsCaBr
3
 (a) without defect, (b) with BrCa antisite de-

fect and, (c) with ClCa antisite defect ......................................................................................... 99 



xiii 
 

Figure A25. Crystal orbital overlap population (COOP) analysis for (a) BrCa antisite defect 

with surrounding Br atoms in cubic CsCaBr3 and (b) ISr antisite defect with surrounding I at-

oms in the orthorohmbic CsSrI3 ............................................................................................... 100 

 

 



1 
 

 

Chapter 1:  Introduction 

1.1 Solar cell 

The rapid growth of the world’s population coupled with increasing consumption of non-re-

newable energy sources (fossil fuels) increases the demand for clean and renewable energy 

sources such as solar, wind, tidal, and geothermal energy. Out of all the renewable sources of 

energy, solar energy is most abundantly available and a better solution to other environmental 

concerns, namely global warming, greenhouse gases, etc. produced by fossil fuel. Starting from 

1954 (discovery of first practical solar cell [1,2]) till present day an increasing and continuing 

efforts to produce electricity from the solar energy is observed. A solar cell absorbs the photons 

or solar energy and produces carriers (electrons or holes), and the collection of photo-generated 

carriers produce an electrical current. The performance of a solar cell is measured by the power 

conversion efficiency (PCE) and defined as the ratio of power output to the power absorbed-                                              

                                                         𝑃𝐶𝐸 =
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
= FF 

𝐽𝑆𝐶  𝑉𝑂𝐶

𝑃𝑖𝑛
   

FF is the fill factor; P is the incident solar power, J is the current density and the subscripts sc, 

and oc stands for short-circuit, and open circuit, respectively. The PCE of a solar cell directly 

depends on the intrinsic properties of the absorber materials (typically a semiconductor). One 

of the major determining property of absorber material is the bandgap which can be found from 

the band structure of the material. A typical band structure is consisting of the conduction band 

and the valance band. The energy difference between the valance band maximum (VBM) and 

the conduction band minimum (CBM) is known as the band gap. To produce electricity, the 

electrons must jump from VBM to CBM. A band gap is the most important property in 
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determining the ability of the material to absorb the visible spectrum (wavelength of 380 to 740 

nm [3]). The PCE of the solar cell and the bandgap of the absorbing material is closely con-

nected by the Shockley-Queisser limit plot (Fig 1.1). 

 

 

 

 

                Figure 1.1 The Shockley-Queisser limit for the efficiency of a solar cell.[4] 

It shows at the 1.1 eV bandgap the maximum theoretical PCE can be achieved is 30%. Usually, 

a bandgap in the range of 1.1-1.56 eV is most suitable for the solar cell application [5]. Again, 

the Jsc, FF and Voc terms in the PCE is directly linked with the bandgap of a semiconductor 

material [6]. So, optimum PCE for a solar cell can be achieved by tuning the bandgap.  Another 

important property of a suitable absorber material is mobility and the diffusion length of the 

photogenerated electrons or hole. As the charged carrier produced by the photon, it is important 

to transport them to the collectors without recombination. So, the high mobility and diffusion 

length of electron and holes are desired to produce more current. Other than these two, an ab-

sorber material should have a high defect tolerance. Defects are produced in the material during 

the synthesis. Doped atom, point defects (vacancy, interstitials, and antisite), grain boundary, 

etc. are the most commonly observed defects in the material. Defects produce an additional 

electronic state on the bandgap. Depending on the position of the electronic states, they can 

create a harmful effect. The states which are 0.02-0.03 eV higher than the VBM and lower than 

CBM considered as a shallow level defect and considered as harmless. But the defect states 
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formed at the middle of the bandgap (trap) can act as an electron-hole recombination center. 

Recombination of electron and hole reduced overall PCE of the solar cell. So, a material with 

high defect tolerance is highly desired for the application of a solar cell. Overall, understanding 

the details of the band structure and band gap is critical in improving the performance of the 

solar cell. Based on the light absorbing materials, solar cells can be classified into three gener-

ations [7]. The first-generation solar cells are based on single and multi-crystalline silicon [8]. 

Although first-generation solar cells produce high efficiency, the production cost of these solar 

cells is very high. To make solar cells more cost-effective, the second-generation solar cells 

were developed based on materials such as copper indium galenium selenide (CIGS) and cad-

mium telluride (CdTe) [9]. Despite being more cost-effective, the second-generation solar cells 

lack in performance compared to the first-generation, which has further motivated researchers 

towards the development of the third-generation solar cell. The third-generation solar cell is 

mainly based on organic, inorganic halide-based perovskite materials. Halide-based perovskites 

own excellent electrical properties such as long diffusion length of the electron [10,11], high 

open-circuit voltage [12], high absorption coefficient [13], high defect tolerance [14], etc. and 

that makes it a perfect fit for the absorber material for the solar cell. The first halide-based 

perovskite CH3NH3PbI3 (Methyl ammonium lead iodide or MAPbI3) solar cell is fabricated in 

2009 by Kojima et al. with a PCE of 3.8% [15]. Over the last decade, the efficiency of the 

halide-based perovskite solar increased from 3.8% to 23.7% due to the extensive research in 

this field [16]. The improved efficiency is obtained by improving the solar cell architecture 

[17,18], introducing new electron and hole transporting layer [19,20], eliminating the formation 

of trap state on the bandgap [21,22], tuning the band gap using mixed composition [23,24], etc. 

For example, the out of the top six power conversion efficiency certified by NREL, five of them 
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are based on perovskite with a mixed composition (FA0.85MA0.15PbI2.55Br0.4) [11]. It is very 

clear that the composition or the chemistry of these individuals plays a decisive role in achiev-

ing a higher PCE. So, the understanding of the structure and the chemical interplay between the 

elements in halide-based perovskite is essential and discussed in the next section. 

 1.2 Halide-Perovskite structures: 

Halide perovskite structures are generally characterized by the chemical formula ABX3, where 

A is a monovalent cation, B is a divalent cation (usually a metal), and X is a monovalent anion 

[25,26]. For metal-halide based perovskite system, which is used widely as a solar cell applica-

tion, the A cation (MA, or CH3NH3
+, FA, or CH3(NH2)2

+ and Cs) is a relatively larger compared 

to the B or X. The B and X sites are occupied by a divalent metal (Pb2+, Sn2+, Ge2+, Ca2+ or 

Sr2+) and a halide (I-, Br- etc.). Figure 4 represents a typical halide perovskite structure 

(MAPbI3), where B (Pb) with neighboring six halides (I) forms a [BX6]4- octahedra and A 

(MA+) cation sits in the void between two corner-sharing octahedra.  

 

 

 

 

 

Figure 1.2. MAPbI3 structure with the octahedral network as a representative of ABX3 perov-

skite.  
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To form a perovskite structure, the tolerance factor should be in between 0.8 and 1.1[26-30]. 

At high temperature, the cubic phase of the perovskite structure is observed. With the decrease 

in temperature, the lower symmetry phases such as tetragonal, orthorhombic, monoclinic, etc. 

are formed. The reduced symmetry with a decrease in temperature is closely related to the oc-

tahedral tilting compared to the no tilt octahedra in ideal cubic structure [27]. Again, the struc-

tural change directly affects the electronic structure of a perovskite material and hence the op-

toelectronic properties. It is usually observed that the most symmetrical cubic phase shows the 

smallest bandgap and the superior conductivity compared to other low symmetry phases.  For 

example, in CsPbI3, the transition from the cubic phase to the orthorhombic phase at the tem-

perature 634K increased the bandgap from 1.76 eV (cubic) to 2.78 eV (orthorhombic) [31,32]. 

The lower symmetry phase has different bond-distances and bond-angles between the metal 

and halide which affect the position of the VBM and CBM and hence different bandgaps are 

observed in different phases.  

As mentioned earlier that due to outstanding electrical properties the halide-based perovskites 

are widely used in a solar cell. Apart from its photovoltaic application, the halide perovskite 

materials are considered for a broad range of electronic material applications such as light-

emitting diodes (LEDs) [33,34], lasers [35], gas sensors [36], Li-ion batteries [37], etc. The 

excellent properties of perovskite compounds are closely connected with their band structure. 

The VBM and CBM in halide perovskites are formed due to the overlap between the bonding 

or antibonding orbitals of the constituent atoms. So, for ABX3 type perovskite, the nature of 

VBM and CBM will change for different chemistry of A, B or X. Based on the B metal com-

position we can classify the perovskites as p-block perovskites (B= Pb, Sn or Ge) and s-block 

perovskites (B= Ca, Sr or Ba). The p-block perovskites are polar covalent, whereas, the s-block 
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perovskites are ionic in nature. The covalent and ionic nature of this compound correlated with 

the electronegativity of the B metal which is discussed later in detail. Therefore, the VBM and 

CBM will be different for these two classes of perovskite. It has been reported several times for 

the p-block perovskites the A atom doesn’t have any major contribution to the VBM and CBM 

[38,39]. The valance band is mainly composed of the antibonding states of B-s and X-p orbitals 

[40]. For example, Fedrico et al. found that in MAPbI3, the VBM is formed by antibonding 

states of Pb-6s and I-5p orbital [41]. Murtaza et al. also reported the same interaction between 

Pb and X at the VBM for all CsPbX3 (X= Cl, Br, I) compositions [42]. On the hand, several 

researchers have reported the presence of non-bonding B-p, and X-p orbitals at the CBM for 

the same series of p-block perovskites. [41,42] The nature of both VBM and CBM for s-block 

perovskites are less studied compared to the p-block perovskite. Kang et al. reported for CsCaI3 

the I 5p and Ca 3d orbitals are a major contributor at the VBM and CBM, respectively [43]. 

Figure 6. represents the band structure of CsPbI3 (p-block) and CsCaBr3 (s-block). 

(a)                                                                                (b) 

 

 

 

 

           Figure 1.3 The partial density of states (DOS) of cubic (a) CsPbI3 and (b) CsCaBr3 

It is clear from the above discussion that based on the crystal structure and composition or 

chemistry of the perovskites, the band structure changes. Therefore, it is necessary to look in 
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more detail how these factors affect the band structure. A detail study on the effect of crystal 

structure and the chemical composition on the band structure is discussed in the next section. 

1.3 Chemistry-Electronic property relationship of perovskite compound (ABX3) 

In the metal halide perovskites, the chemical bonding between the metal (B) and the halogen 

(X) atoms plays an important role in determining the electronic structure or the bandgap. It has 

been widely observed the intrinsic properties of the metal and halogen such as atomic radius, 

electronegativity difference between metal and halogen, etc. are linked with the bandgap of the 

perovskite. Also, factors as crystal structure, distortion of the [BX6], etc. have a significant 

influence on the electronic property of the perovskite compounds. 

 

1.3.1. Electronegativity difference: 

Electronegativity of an element is defined as the ability to attract negative charge cloud. Elec-

tronegativity (E.N) difference between two atom dictates the nature of the chemical bond be-

tween two atoms. E.N difference between two atoms equals to or higher than 1.7 in the Pauling 

scale [44] is considered as ionic, whereas, 0.5-1.6 is polar covalent, and less than 0.4 is covalent 

[45]. The bond between a metal B and the halogen X for s-block perovskite is ionic, and for p-

block, it is polar-covalent or covalent. For instance, the bond between Pb and I in CsPbI3 or 

MAPbI3 is covalent due to the E.N difference of 0.33 and in CsCaI3 the bond between Ca and 

I is ionic because of the high E.N of 1.7 between Ca and I. It has been reported that higher E.N 

difference between the metal and the halogen is responsible for wider bandgap while smaller 

difference produces lower bandgap [46-48]. In an ionic bond, the electronic charge cloud is less 

dispersed along with the bond, and it is localized near the nuclei, which results in shorter bond-
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length between the metal and halide and a wide bandgap. Hence for a fixed metal, the bandgap 

can be altered by changing the halogen composition as the electronegativity difference between 

B-X bond changes from F, Cl, Br to I. The calculated and experimental bandgaps of MAPbX3 

(X= Cl, Br and I) are listed below, and it is quite evident that changing the E.N difference by 

varying halogen composition change the bandgap for these compounds. Substituting I with Br 

and Cl shifts the VBM at a lower energy level causing the larger bandgaps in MAPbBr3 and 

MAPbCl3 [49]. The energy of the VBM (position on the bandgap) mainly depends on the energy 

of the p-orbitals of halogen atom. Substituting I with Br and Cl shifts the VBM at a lower energy 

level causing the larger bandgaps in MAPbBr3 and MAPbCl3 [49]. The energy of the VBM 

(position on the bandgap) mainly depends on the energy of the p-orbitals of halogen atom. 

Table 1.1 Represents the DFT-calculated and experimental bandgap for cubic MAPbX3 (X= Cl, 

Br and I)  

 

System 

 

E.N difference 

(Pauling scale) 

 

Calculated 

(eV) 

 

Experimental 

(eV) 

MAPbCl3 0.83 1.54[49] 1.55[50] 

MAPbBr3 0.63 1.95[49] 2.00[51] 

MAPbI3 0.33 2.42[49] 2.88[52] 

 

From I (5p) to Br (4p) to Cl (3p) the energy of the p-orbital decreases and hence the position of 

the VBM shifted to a lower energy level. Similarly, for a fixed halogen atom composition the 

bandgap will change with the varying metal atom. The variation in the bandgap with respect to 
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the electronegativity of the metals is shown below for a series of MABI3 perovskite compounds, 

where B is the metal atom (Figure 1.4). The higher electronegativity of metal atom decreases 

the E.N difference between B and I, which results in lowering the bandgap. 

 

 

 

 

 

 

          Figure 1.4 Dependence of MABI3 bandgap on the electronegativity of B atom [53].  

1.3.2 Effect of atomic size 

Besides playing a key role in predicting the formability or the stability of a perovskite structure, 

atomic size of A, B and X have pronounced impact on the energy of valance and conduction 

band, especially on the VBM and CBM. In Pb, Sn-based halide perovskite the major contribu-

tion of VBM comes from the ns orbital of Pb or Sn and np orbitals of the halogen atom. 

Whereas, the CBM consist of np orbital of Pb or Sn [41,42]. Atomic size is strongly correlated 

with the energy of an orbital, and hence, the position of the VBM and CBM shows dependency 

on the atomic size. The effect of atomic size and electronegativity on the electronic structure of 

halide perovskites can be well understood from the behavior of mix-halide or mix-cation per-

ovskite compound. Several studies, for example [54-56] have reported an improved power con-

version efficiency, low hysteresis, and high defect tolerance by using a mix-halide or mix-cation 
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perovskite composition.  The partial substitution of Cl and Br atom in the tetragonal MAPbI3 

increase the band gap from 1.54 eV to 1.64 eV in MAPbI2Br and 1.75 eV in MAPbI2Cl [49]. 

The smaller size and higher electronegative Cl and Br compared to I, affect the VBM (consist 

of p-orbital of halide and 6s-orbital of Pb), and hence we observe the increase in the bandgap. 

Similarly, a tuned band gap and improved efficiency have been reported by using a varying 

composition of FA and MA cation in MAxFA1–xPbI3 [57]. Although the A cation doesn’t con-

tribute to the VBM or CBM, it is observed that the size of A cation influences the bandgap or 

other optical property by distorting the [BX6] octahedra [58,59]. 

1.4 Crystal Structure-Electronic property relationship of perovskite compound (ABX3)  

The organic-inorganic Pb, Sn halide-based perovskites, which are widely studied as a solar cell 

material is mainly found in three temperature-dependent crystal structure or phase. For instance, 

all MAPbX3 show a high-temperature cubic phase (α) followed by a tetragonal phase (β) at the 

intermediate temperature and an orthorhombic phase (γ) at the low temperature [60]. Apart 

from these three phases, a non-perovskite δ phase exists in some ABX3 perovskites, such as 

CsPbI3 and CsSnI3 [61,62]. Figure 4. Represents different crystal structure of MAPbI3. In cubic 

structure, the [BX6] octahedra oriented such a way that all the B-X-B bond angles are 1800, 

whereas, the tetragonal and orthorhombic phase have tilted octahedra with B-X-B bond angle 

less than 1800. A vast number of studies have found that a distortion of the [BX6] octahedra or 

a reduction of B-X-B bond angle from the affect the bandgap [63-65]. It is seen that with in-

creasing distortion or the reduced symmetry, the band gap increases. Xiao and co-workers re-

ported that for CsPbI3, as the Pb-I-Pb bond angle (1800) in cubic case reduces to 136.40 for a 

distorted structure (tilted [BX6]4- polyhedral), the band gap increases to 1.66 eV from 1.48 eV 

[66]. The huge deviation (~300) of Pb-I-Pb bond angle shifted the VBM at the lower energy 
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and increase the bandgap in the distorted structure.  For Sn and Pb based halide perovskite, the 

energy of valance band maximum (VBM) depends on the antibonding interaction between ns-

orbital of Sn (5s), Pb (6s) and np orbitals of the halogen atom [63-66]. The deviation of the Sn-

I-Sn and Pb-I-Pb bond angles from the bond angle (1800) in the ideal cubic structure causes a 

reduction in the antibonding interaction between Sn, Pb, and the halogen atom. The reduced 

interaction between these orbitals lower the energy of the VBM and hence, an increase in the 

bandgap [66].   

1.5 Defect studies on perovskite compounds (bulk) 

Crystal defects are inevitably produced during the synthesis of perovskite compounds. Espe-

cially the solution processed third generation perovskite solar cells has shown presence of 

higher concentration of point defect compared to the single crystal based solar cell. For exam-

ple, a single crystal of MAPbI3 shows lower point defect density (1010 -1011 cm-3) compared to 

the solution processed MAPbI3 (1016 -1017 cm-3) [67-69]. The point defects such as cation or 

halide vacancy, interstitial and antisite defects are most commonly found in perovskite com-

pounds. Whereas, other defects such as Schottky and Frenkel defect pairs and higher dimen-

sional defect (grain boundary, dislocation etc.) can also be observed in perovskites. Figure 1.5 

shows the different kind of defects that can be formed during the synthesis of halide perovskites.  
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Figure 1.5 (a) Ideal bulk structure without defect and (b) with defect. (c), (d) and (e) represents 

the common point defects, defect pair and higher dimensional defects respectively.[70] 

Concentration of the point defects in halide perovskite depends on the formation energy of the 

defect. Theoretically, the formation energy of a point defect can be calculated by the following 

equation             𝐸𝑓[𝑋𝑞] =  𝐸𝑡𝑜𝑡 [𝑋𝑞] − 𝐸𝑡𝑜𝑡 [𝑏𝑢𝑙𝑘] −  ∑ 𝑛𝑖𝜇𝑖𝑖 + 𝑞𝐸𝐹 +  𝐸𝑐𝑜𝑟𝑟 

Where Ef [Xq] is the formation of a defect at the charge state q. Etot
 [Xq] and Etot

 [bulk] are the 

total energy of the supercell with and without the defect. µi is the chemical potential of the 

individual species. The ni term indicate the number of atoms added or removed from the super-

cell to create the defect. Finally, the Ecorr is the correction term accounts for the finite k-point 

sampling or the electrostatic or elastic interaction between the supercells. Also, the defect 

charge transition level can be calculated by the equation  

𝜖 (
𝑞

𝑞′
) = [𝐸(𝑋, 𝑞) − 𝐸(𝑋, 𝑞′) + (𝑞 − 𝑞′ )(𝐸𝑉𝐵𝑀 +  ∆𝑉)]/ (𝑞 − 𝑞′ ) 
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Where 𝜖 (
𝑞

𝑞′) corresponds to the charge transition level for defect X.  

The performance of a perovskite solar cell was found to have a direct dependency on the con-

centration of these point defect. The point defects with high concentration such as cation and 

halide vacancy do not form a trap state on the middle of the band gap, whereas, the antisite 

defect, which is formed at the high halide concentration, produce mid-gap localized states 

(trap). The trap state act as a recombination center for the minority charge carriers (electron and 

hole). Recombination at the trap state reduce the lifetime of electron and holes and lowers the 

open circuit voltage. So, the understanding of the defect properties for these compounds is very 

crucial. Hence, a remarkable progress on the study of defect properties of halide perovskite 

compounds has been observed in the last decade [71-75]. Basically, a vast amount of work can 

be found where researchers theoretically calculate and report the formation energy and the lo-

cation of all the possible point defects on the bandgap at different chemical potential range. A 

good example of such defect study on the pseudo cubic structure of MAPbI3 where Yin et al., 

studied all possible point defects namely vacancies (VMA, VPb, VI), interstitials (MAi, Pbi, Ii) an-

tisite defects (MAPb, PbMA, MAI, PbI, IMA, IPb) at different chemical potential condition. The 

position of the defects as well as their transition levels on the band-gap are shown below [73].  

The defects with low formation energy (higher concentration) such as VPb, VI etc. produce shal-

low level (with respect to the band edges) defect (not harmful) whereas, defects with high for-

mation energy (PbI, IPb etc.) form harmful deep trap state. It should be noted that the (0/1-), (1-

/2-) etc. represent the transition from one charged state to another. So, the (0/1-) represents the 

transition from charge neutral state to -1 charged state. 
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Figure 1.6 The position and the transition level of all point defects (a) acceptor type (b) donor 

type. The energy levels are measured with respect to the Fermi energy. The VBM is set on zero 

energy level [73].  

 The origin and the transition level of a defect state are closely related to the chemistry and 

crystal structure of the material. Du performed similar defect studies on tetragonal MAPbI3 

[73]. In this study, they have shown the IMA antisite defect (MA replaced by I) for the (0/1-) 

transition level produce a deep trap level, whereas, in cubic MAPbI3 the same IMA defect creates 

shallow level defect for the same transition. The origin of the deep trap in tetragonal MAPbI3 

is due to the I-trimer formation. The distortion at the defect site due to the formation of I-trimer 

pushes up the energy level to the middle of the band gap.  Besides crystal structure, the defect 

properties can also be tuned by changing the chemical composition. While comparing the defect 

level and defect density between MAPbI3 and the mixed halide perovskite MAPbI3–xClx, Jiang 

et al. found that the defect level of these two perovskites is almost same, but the defect density 

of MAPbI3–xClx is almost half of MAPbI3 [75]. Du et al. in their theoretical study pointed out 
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that the formation of iodine interstitial in MAPbI3–xClx subdued due to the presence of the Cl 

atom [74]. They have also suggested that the Cli
- (Cl interstitial defect) in MAPbI3–xClx creates 

a shallow acceptor level which doesn’t act as an effective recombination center. Whereas, in 

MAPbI3, the iodine interstitial defect forms a deep level (trap). Substituting I atom with the Cl 

in MAPbI2Cl causes the decrease of the Pb-I(Cl) bond distance and the smaller lattice constants 

than MAPbI3. The smaller lattice constant of MAPbI2Cl suppress the Ii or iodine interstitial. 

[74] 

1.6 Surface property 

Although the bulk properties of light absorbing material (perovskite) are important factors de-

termining the superior performance of the perovskite-based solar cell, the surface properties of 

these materials are also crucial to understand the power conversion efficiency (PCE) of a solar 

cell. Typically, in all perovskite-based solar cell architecture, the photo absorber perovskite 

surface is interfaced with carrier transfer layer such as- electron transport layer (ETL) such as 

PCBM [76], TiO2 [77] etc. and hole transport layer (HTL) such as organic part of Spiro-

OMeTAD , PEDOT: PSS [78]. The selection of ETL and HTL material and the surface prop-

erties of perovskite controls the efficiency of charge separation in solar cells [79-81] and hence, 

the surface property directly affect the performance of the solar cell. Also, the surface termina-

tion dependent defect properties influence the overall device performance [82]. Surfaces can be 

polar or non-polar. In a polar surface the polar instability occurs due to the presence of a dipole 

moment perpendicular to the surface. The polar instability can be compensated by adding for-

eign species externally to the surface, partially filling the electronic states or by changing the 

surface composition [83,84]. All these compensation mechanisms can be responsible for the 

creation of surface defects. So, working with a charge neutral surface is highly advisable. For 
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the tetragonal structure (110) and (001) planes are considered as charge neutral surface, simi-

larly for cubic crystal structure the charge neutral surface (001) is widely studied [85-86]. Fig-

ure 1.7 shows a representative model of (001) surface of MASnI3 for both MAI and SnI2 termi-

nation. 

                                                         

 

 

 

           

         

 

                     Figure 1.7 (a) MAI and (b) SnI2 termination of tetragonal MASnI3. 

Haruyama and coworkers first studied the termination dependent structural stability and elec-

tronic property of tetragonal MAPbI3 surfaces [88]. In this work, they have considered (110), 

(001), (100) and (101) surfaces of tetragonal MAPbI3 with all type of PbIx polyhedral termina-

tion. They found that (110) and (001) surface with both vacant (absence of few PbI2 units from 

the PbI2-rich flat terminations) and PbI2-rich flat terminations (All PbI2 units are present) shows 

similar electronic structure of bulk MAPbI3, and they do not form any mid gap state (trap). The 

absence of the trap state facilitates the long minority carrier diffusion length, which is essential 

for better device performance. Further, the shallow level surface state in (110) and (001) flat 

termination surface helps in transferring the holes efficiently.  

(a) (b) 
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Figure 1.8 Partial density of state (PDOS) of the MAPbI3 surfaces for (a) (110) vacant, (b) (110) 

flat, (c) (001) vacant, (d) (001) flat terminations [88].  

As mentioned earlier the Pb, Sn-based compounds are extensively studied in past one decade. 

However, the understanding of the s-block perovskite compounds is still in nascent stage. All 

the major studies on Pb, Sn-based studies focuses on increasing performance of the device by 

tuning the bandgap. Bandgap of a perovskite material depends on the position of VBM and 

CBM on the band structure, which is further reliant on the atomic orbital interactions. So, a 

profound knowledge of the chemistry of the individual atoms of a perovskite structure is very 

essential to understand to predict the bandgap of any perovskite compounds. In this work, we 

establish a link between the chemistry of the individual atoms to the bandgap for a series of s-

block compounds. Based on the chemical composition of induvial atoms, we not only devel-

oped the understanding of the electronic structure of these s-block perovskites, but also linked 

the bandgap of these compounds to the intrinsic properties such as bond-dissociation energy, 

atomic or ionic size and electronegativity of the individual atoms. With the help of these 
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intrinsic properties, one can successfully predict the band gap of a perovskite compound. Fur-

ther, we explained the effect of antisite defect on bulk perovskites. Also, the position of the 

defect state on the bandgap depends on the chemical composition and the crystal structure of 

the perovskites. This work also aims linking the intrinsic properties of the induvial components 

to the defect state formed. Hence, based on these intrinsic properties one can tune the bandgap 

and the position of the defects.  
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Chapter 2: Methodology 

Density functional theory (DFT) is the most widely used theory for the electronic structure 

calculations to predict the ground state properties of the material [89,90]. DFT predicts a large 

variety of ground state properties such as ionization energies, molecular structure, atomization 

energy, etc. In DFT, the energies of the orbitals are obtained by solving the time-independent 

many-electron SchrÖdinger equation [91,92] by considering the electron density. The total en-

ergy of a many electrons system is given by the equation- 

                             Η̂ = −
1

2
∑ ∇𝑖

2𝑁
𝑖 + ∑ ∑

1

𝑟𝑖𝑗

𝑁
𝑗≠𝑖

𝑁
𝑖 − ∑ ∑

𝑍𝐴

𝑟𝑖𝐴

𝑀
𝐴

𝑁
𝑖                                                 (2.1) 

The Η̂ is the sum of three terms; the first term is the kinetic energy; the second term is the 

energy due to the coulombic interaction between electrons and, the last term is the interaction 

with the external potential. The solution of the equation (2.1) is not straightforward. To solve 

the energy from the above equation, Kohn and Sham introduced the concept of electron density. 

They considered the electron density to find the ground state energy of a many-electron system. 

The Kohn-Sham equation [89] is the modification of the SchrÖdinger equation and written as- 

                                           [−
1

2
∇2 + 𝑣𝑒𝑓𝑓(𝑟)] 𝜓𝑖 = 𝜀𝑖𝜓𝑖                                                      (2.2) 

And the electron density            𝑛(𝑟) = ∑ |𝜓𝑖𝑖 (𝑟)|2                                                               (2.3) 

𝑣𝑒𝑓𝑓(𝑟) is the effective potential, which is the sum of external potential (𝑣𝑒𝑥𝑡), Hartee or, cou-

lombic potential (𝑣𝐻), and the exchange correlation potential (𝑣𝑋𝐶). The exchange correlation 

term includes all the interactions in the many-electron system. One of the major drawbacks of 

DFT is to find the exact functionals for the exchange correlation function for the complex sys-

tems. Local density approximation (LDA) [93] and the generalized gradient approximation 
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(GGA) [94] are the most commonly known exchange correlation function. In the first approxi-

mation, the total energy term only considers the local energy density of the electron interactions. 

Whereas in GGA, an additional term representing the electron density gradient is considered 

for total energy calculation.   It has been reported that the accuracy of calculation is improved 

with the GGA over the LDA [95,96].  

For our DFT calculation, we used the Vienna ab initio Simulation Package (VASP) [97-100]. 

We considered GGA with Perdew-Buke-Ernzerhof (PBE) [101,102] functionals to calculate 

the ground state energy of our bulk systems (with and without defect) and as well as for the 

surface. VASP performed a self-consistent run, which is an iterative method to get the ground 

state energy during structural relaxation. A schematic of the self-consistent run [103] is pre-

sented in the Figure 2.1. In this self-consistent run, an initial value of the electron density as-

sumed to calculate the 𝑣𝑒𝑓𝑓(𝑟) from the Kohn-Sham equation and calculate the total energy of 

the system. The numerical iterations continue until the energy and force criteria for convergence 

are fulfilled.  

 

 

 

 

 

 

Figure 2.1 Schematic of a self-consistent run.[103] 
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2.1 Computational details for the bulk and bulk with defects 

We performed all the electronic structure calculations of bulk ABX3 (A=Cs, B= Ca, Sr, Ba and 

X= F, Cl, Br, I) without and with defect structures using the Vienna ab Initio Simulation Pack-

age (VASP) [97-100]. The Perdew, Burke, and Ernzerhof (PBE) [101,102] generalized gradient 

approximation (GGA) was considered for these first principle calculations. We did not consider 

the effect of spin-orbit coupling for our calculation due to the absence of the spin-orbit effect 

for the s-block metals. The cutoff energy for the plane wave basis was set as 400 eV. We al-

lowed the system to change ionic positions, cell volume, and cell shape during structure relax-

ation. We let the structure to relax till the force on each atom is 0.01 eV/Å (force convergence 

criteria). We considered two different crystal symmetry, namely Cubic and Orthorhombic for 

all the perovskite compositions. In the cubic system, we used 3 × 3 × 3 supercells with 135 

atoms and for the orthorhombic system 2 × 2 × 1 supercells with 80 atoms were used. The 

supercell is consisting of several unit cells. Antisite defect (XB) was created inside the supercell 

by removing one B metal and replacing with one X halogen atom. To simplify the calculations 

with the supercell and supercell with antisite defect, we used the concept of irreducible Brillouin 

zone (IBZ) [107] which have the same property as the supercell. The IBZ can be characterized 

by discrete K-points, and all the required ground state properties can be obtained by the com-

bination of IBZ and K-points [108]. We considered the tetrahedron method [109] for Brillouin-

zone characterization.  For structural relaxation in the bulk (with and without defect) cubic case, 

we used a 3 × 3 × 3 k-points whereas for the orthorhombic structures 2 × 2 × 3 k-points were 

used. The electronic structure can be calculated in terms of the density of states (DOS), which 

is defined as the number of electronic states present per unit energy range. An 8 × 8 × 8 and 8 

× 8 × 12 г-centered k-point grid is used for the density of states (DOS) calculation for cubic 
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and orthorhombic structures, respectively. The charge densities and crystal structures are visu-

alized by VESTA software [104-106]. The LOBSTER [110] software is used to extract the 

bonding information between the atoms. From the self-consistent run in VASP, we found the 

solution of the wave function 𝜓𝑖 and the eigenvalues 𝜓𝑖 (band energies). LOBSTER determines 

the overlap matrix (S) and a transfer matrix (T) with the help of a local auxiliary basis, and from 

the S and T, it calculates the Crystal Orbital Overlap Population (COOP) and Crystal Orbital 

Hamilton population (COHP). COOP and COHP are the indicators of the bonding/antibonding 

interactions between atoms. For example, the negative value of the COOP means the antibond-

ing interaction between atoms, whereas the positive COOP signifies the positive overlap be-

tween atomic orbitals and hence it is considered as the bonding interaction.   

2.2 Computational details for surface calculations 

Similar to the bulk calculations, the structural relaxation of the (001) surfaces is performed by 

the VASP considering the PBE-GGA functional. For our calculations, we have considered two 

different terminations – AX and BX2 with eleven layers of thickness in each (fig. 2.2). A vac-

uum of more than 40Å is applied between slabs to nullify the effect of interaction between the 

slab and its periodic image. All the slab models of surfaces are optimized without changing the 

volume and shape of the cell, unlike the bulk structures. The position of the ions or atoms is 

optimized until the force on each ion or atom become 0.01 eV/Å. Also, a 4 × 4 × 1 г-centered 

k-point grid is used for the relaxation of the surfaces. The effective atomic charges of all surface 

atoms are calculated using the principle of Bader charge analysis [25] and Chargemol [150] 

software. Unlike the bulk calculation here, we consider the dipole correction [111] to eliminate 

any additional electrostatic interactions between layers. 
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                Fig 2.2 The slab model for (001) surface of (a) AX and (b) BX2 termination. 
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Chapter 3: Composition and structure dependent impact of antisite defect 

(XB) on the electronic structure of all-inorganic CsBX3 (B= Ca, Sr, Ba and 

X=F, Cl, Br, I) perovskites 

 

3.1 Introduction 

In the chapter 1, we have discussed the excellent electronic properties and application of com-

mon Pb-based halide perovskites. Despite of showing excellent photovoltaic or electronic prop-

erties, lead based perovskite compounds are often criticized for its negative environmental im-

pact due to the lead toxicity [113,114]. So, the focus shifted more towards the replacement of 

Pb2+ ion with other bivalent cation in the periodic table to achieve similar optoelectronic prop-

erty. Several computational and experimental studies suggested s-block elements (Mg, Ca and 

Sr) can be used as a replacement of lead in these perovskite compounds [115,116]. A repre-

sentative of s-block perovskite, ASrI3 (A=Cs, MA) have large band-gaps and higher effective 

mass for holes and electrons compared to APbI3 (A=Cs, MA) type compounds. But ASrI3 shows 

higher value of optical absorption coefficient at the range of 200-300 nm and hence has a greater 

optical absorption at the ultraviolet range compared to APbI3 [115]. Although there is a very 

limited application of these s-block based halide perovskite compounds as a photovoltaic de-

vice, they have shown potential for scintillator device applications [117-119]. In recent years, 

there has been growing interest in the use of doped inorganic s-block halide perovskite single 

crystal as a scintillator device as an x-ray and gamma-ray detector [120]. The photovoltaic or 

scintillation properties of a compound strongly depend on its crystallographic structure. The 

crystallographic structure also has a significant dependency on the synthesis condition of the 

crystal as we discussed in detail in the first chapter. Further, crystal defects are unavoidably 
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produced during the synthesis of any crystalline material which affects their performance in 

device applications. For instance, the high concentration of point defects such as vacancies or 

antisites evoke harmful phenomena, such as high hysteresis of current-voltage curves [121,122] 

and large dielectric constant [122,123] which have a negative impact on the photovoltaic per-

formance. A considerable progress in the understanding of point defects and their impact on 

electronic properties for p-block (Pb, Sn and Ge) based perovskite have been achieved in the 

recent years [124-129]. The most commonly observed point defects are- cation and anion va-

cancies, interstitials, and antisite defect. It has been reported that the defects with the low for-

mation energy such as cation and anion vacancies produce shallow levels in most of the Pb, Sn 

based perovskite compounds [124,130]. On the other hand, the interstitials and antisite defects 

are mainly responsible for producing deep levels in the band gap. Deep trap can act as a recom-

bination center of electronic excitons and hence decrease the lifetime of minority carriers 

[131,132]. Similarly, for the scintillator device, point defects as well as deep levels serve as a 

scattering and absorbing center is also responsible for the light losses [133]. Hence, the for-

mation of deep trap level in the band gap impairs the performance of photovoltaic and scintil-

lator devices. The performance of these devices can be improved significantly by tuning the 

position of defect in the band gap. For instance, if we can adjust the position of localized elec-

tronic states inside the VBM and CBM or very close to the band edges, the negative impact of 

the defect on the device performance can be reduced greatly.  Hence, the understanding of effect 

of point defects on the electronic structure as well as their correlation with the composition and 

crystal symmetry is very essential. 

This chapter primarily aims to study the effect of antisite defect, XB on the electronic property 

of s-block halide perovskite. We further investigate the role of chemical composition and crystal 
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symmetry on the position (with respect to the VBM) of localized electronic state (trap) formed 

due to the antisite defect. This chapter also discusses how we can tune the position of the local-

ized defect by changing the chemical composition and crystal structure. Also, we have success-

fully presented a linkage between the intrinsic properties such as bond-dissociation energy, 

atomic size, covalent and the position of the localized electronic state on the band-gap. The 

theory discussed here not only give a fundamental understanding of the origin of harmful trap 

state due to antisite defect, but also give an idea to predict the position of the localized electronic 

state by reckoning the chemical composition and crystal structure of the compound.   

 

3.2 Result and Discussion 

To understand the effect of the antisite defect, XB on the electronic structure of ABX3 perov-

skites, we choose cubic CsCaBr3 for our initial calculation. From our calculation we found the 

optimized lattice parameter of CsCaBr3 is 5.77 Å, which is in a good agreement with the exper-

imental lattice constant of 5.69 Å [86]. After the structural relaxation, we performed the density 

of states (DOS) calculation to determine the electronic structure of CsCaBr3 with no defects as 

well as for the structure with defect. Our calculated band gap for the pristine structure is 4.40 

eV (Fig 3.1) which is very close to the experimental band gap value of 4.39 eV [86]. The val-

ance band maximum (VBM) is consist of Br 4p states and Ca 3d orbitals are the major contrib-

utor of the conduction band maximum (CBM), whereas, Cs atom has no significant contribution 

at VBM or CBM. For the structure with XB, we have noticed that the antisite defect creates a 

localized defect within the band gap at the position 0.56 eV (L) higher than the VBM as seen 

in Figure 3.1(b) The L represents the relative position of the localized defect with respect to the 

VBM. This electronic state can act as a trap state for electronic excitons. So, a proper 
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understanding of its origin is essential. From the Figure 3.1(c), we determined that the localized 

state is originated from the interaction between the defect bromine atom and the six bromine 

atoms surrounding it with a major contribution from the defect bromine atom (Fig 3.1 (c)). 

Further, the negative value of crystal orbital overlap population (COOP) in our analysis indi-

cates the presence of an antibonding interaction between 4p-4p orbitals of antisite Br atom and 

the surrounding Br atoms (Appendix A A6, figure (a)). From the molecular orbital theory, we 

know, the energy of antibonding orbitals is higher than the energy of the individual atomic 

orbital [134]. For this reason, the defect state forms at a higher energy level compared to the 

VBM. We have also noticed, the bond-length between defect Br atom and the surrounding Br 

atoms is 2.4 % higher than the initial Ca-Br bond-length. The bigger size of Br atom compared 

to the Ca atom as well as the repulsion between negative charges of Br atoms caused the in-

crease in the bond-length. 
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Figure 3.1. The partial DOS of bulk CsCaBr3 (a) without defect and (b) with antisite defect. (c) 

Electron charge density isosurface plot for the energy range -0.9 to 0.1 eV corresponding with 

figure (b) 

Based on our preliminary observations, we hypothesized that the energy level of the localized 

defect state created by the antisite defect is strongly depends on the antibonding interactions 

between the p-orbitals of halogen atoms and the size of halogen atom. Hence, the position of 

the localized defect can be predicted based on the intrinsic properties such as atomic size of X 

[135,136] and the bond dissociation energy (BDE) of B-X [137,138], which are already known. 

The value of BDE of a bond tells about the strength of a bond or the quantitative measure of 

the orbital interactions between molecular orbitals participating in the bond. To test our hypoth-

esis, we included a series of theoretical cubic ABX3 ((A = Cs; B = Ca, Sr, or Ba; X =I, Cl, or 

F) structures for our calculations [139]. It is important to note that, all the B and X elements we 

considered for our calculation belongs to the same group in the periodic table. Therefore, the 

nature of the VBM and CBM is equivalent to the CsCaBr3 structure, i.e., the VBM is consist of 

X np and CBM is composed of B nd orbitals where n is the principal quantum number. Higher 

 (c) 
Ca 

Cs 

Br 
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the value of n, higher is the energy of the orbital. Based on our hypothesis, we expected for a 

fixed B metal, with decreasing size of halogen atom from I to F, the position of the localized 

defect shifts gradually towards the VBM. For example, The CsCaCl3 structure with smaller size 

of Cl atom (99 pm) and higher BDE of Ca-Cl bond (398 kJ/mol) will produce the localized 

defect closer to the VBM compared to the CsCaI3 structure with bigger size of I atom (133 pm) 

and lower BDE of Ca-I (285 kJ/mol) in presence of the antisite defect. Fig. 3.2(a) and (b) shows 

the calculated relative position of defect states, L as a function of the BDE of B-X bond and the 

size of X atom. As theorized earlier, for all B (Ca, Sr and Ba) the value of L decreased gradually 

from I to F making the location of the localized defect state near to the VBM.  For all the 

calculation with fluorine, the defect state integrates with the VBM (shallow defect) and hence, 

for we consider L as zero. The L is strongly correlated with the BDE of B-X bond and the size 

of X. Therefore, it is essential to discuss how the intrinsic properties are related to the position 

of the localized state. Bond dissociation energy is a measure of the strength of a bond. Higher 

the BDE of B-X means stronger interaction between B and X. The formation of the XB antisite 

defect requires the breaking of a B-X bond and replacing of the B atom with a defect X atom. 

The defect X atom interact with the surrounding X atoms to produce the localized defect state. 

Stronger bond of B-X bond reduces the interaction of X atoms with the defect X atom and 

therefore the localized defect state forms at a lower energy level with respect to the VBM. The 

BDE and bond-length are related directly to each other. Shorter bond has higher BDE. So, to 

support our argument, we measured the bond-length between antisite defect atom and surround-

ing halogen atoms and compared with the Ca-X bond-length for the structure with no defect for 

the CsCaX3 systems. We observed, the bond-length increased is most for CsCaI3 (3.5%) and 
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BDE (kJ/mol) 

minimum for CsCaF3 (1.3%) which corresponds to the L values for these systems (See table 

A3, Appendix A A4).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.2 Dependence of cubic CsBX3 (B = Ca, Sr and Ba and X = I, Br, Cl and F) defect position 

with respect to VBM on (a) BDE of B-X bond and (b) atomic size of X 

 

As discussed before, the localized defect state originated from the np-np antibonding interaction 

between the halogen atoms, the energy of the interacting p-orbitals plays an important role in 

determining the position of the localized defect state. The energy of outermost p-orbitals fol-

lows the order F(2p) < Cl(3p) < Br(4p) < I(5p). So, the localized state originated from I(5p)- 

 (a) 

 (b) 
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I(5p) antibonding interaction in CsCaI3 located at the higher energy level with respect to the 

VBM compared to the position of the localized defect state in CsCaCl3 due to Cl(3p)- Cl(3p) 

interaction. To understand the relation between the energy of the halogen orbitals and the posi-

tion of the localized defect state, we studied the effect of antisite defect ClCa on the electronic 

structure of CsCaBr3. We found that the ClCa creates a localized defect near to the VBM 

(L=0.34) in comparison to the localized defect state forms due to BrCa (L=0.56) (see. figure A24 

(c) in the Appendix A). Obviously, the lower energy of Br(4p)-Cl(3p) antibonding interaction 

in ClCa compared to the Br(4p)-Br(4p) interaction in BrCa caused the localized defect to form 

near to the VBM. Hence, halide perovskites doped with smaller size halogen atom or a mixed-

halide perovskite should show less tendency to deep trap formation and therefore a better device 

performance. To summarize, for the cubic structures, the position of the localized defect state 

is a function of the BDE of B-X bond and the size of defect X atom. The composition with 

higher BDE of B-X bond and the lower size of X creates localized defect near VBM and do not 

form deep trap. Conversely, the compositions with lower BDE and larger atomic size tend to 

form deep trap state. Also, position of the mid band-gap localized state can be move towards 

the VBM by doping it with smaller sized halogen atom.  

Now, to understand the effect of the crystal symmetry on the electronic structure in the presence 

of antisite defect we selected the CsSrI3 (a= 4.81 Å, b= 15.78 Å and 12.37 Å) structure with a 

Cmcm (No. 63) space group for our calculation [140]. This orthorhombic structure is different 

from the ideal cubic structure due to a different arrangement of atoms and the tilted octahedra 

of [SrI6] compared to the undistorted octahedral network in a cubic structure. The octahedra 

consist of one central Sr atom with four equatorial iodine atoms which is in the same plane 

(equatorial) with the Sr atom and two apical iodine atoms which are located out of the plane 
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concerning Sr (Appendix A A3, figure A23). The (Sr-I-Sr) bond angles are 94.50 (equatorial) 

and 141.80 (apical) compared to the 1800 (Ca-Br-Ca) bond angle in cubic CsCaBr3. Figure 

3.3(a) and 3.3(b) represents the electronic DOS of CsSrI3 without and with antisite defect. Our 

study revealed that unlike the cubic structures, the antisite defect creates localized defect states 

at two different positions on the band-gap and for the simplicity of discerption they are named 

as defect-1 and defect-2. The defect-1 lies at the energy level 0.58 eV above the VBM whereas 

the defect-2 located at relatively higher energy level at 1.6 eV above VBM. The L1 and L2 are 

the measures of the relative position of defect-1 and defect-2, with respect to the VBM. In order 

to find the origin of both defect-1 and defect-2, we plotted the charge densities at the energy 

levels where they formed as shown in Figure 3(c) and 3(d). From the isosurface charge density 

plot it is evident that there are two different kinds of iodine associations which are accountable 

for formation the defect state. 
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Figure 3.3 The partial DOS of bulk CsSrI3 (a) without defect and (b) with antisite defect. (c) 

Electron charge density isosurface plot at energy range (c) -0.9 to 0.1 eV (for defect-1) and (d) 

1 to 1.2 eV (for defect-2) on the band gap. L1 and L2 are the energy gap between the VBM and 

defect-1 and defect-2, respectively.  

 

Figure 3.4 shows the two different groups of iodine atoms present in the structure with the 

defect. I1 is the antisite defect. I4, I5, I6, and I7 are bonded with I1 in the equatorial plane and 

the I2, I3 and I1 are bonded along c-axis (apical). Resemble to the cubic case, the bond-distance 

between I1 and I4, I5, I6 and I7 (3.81 Å) increased compare to the Sr-I bond-distance (3.33 Å) 

in the structure with no defect. In contrast, the bond-distance between I1 and I2, I3 (2.94 Å) is 

lower than the Sr-I bond-distance (3.28 Å) in the pure structure. This observation related to the 

formation of two different iodine associations correlates well with the previous finding discuss-

ing the effect IPb antisite defect on MAPbI3 (001) surface [134].  
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Figure 3.4 Image of the antisite defect and neighboring I atoms within 4 Ȧ. I1 is the antisite 

defect and I2, I3 aligned in the apical plane I1. I4, I5, I6, I7 and I1 form a group in the equatorial 

plane. 

 

The Sr-I bond is ionic due to the large electronegativity difference between Sr and I. In presence 

of the antisite defect ISr the bond between Sr and I break at the defect site and the negative 

charge cloud shifts towards the I atom. This I atom with the excess negative charge tend to 

share charge with the newly introduced I atom by forming covalent bond. To verify the presence 

of covalency between the iodine atoms, we performed the Bader charge analysis and measured 

the distance between antisite defect and surrounding I atoms as shown in table 3.1. The Bader 

charge analysis gives the electronic charges present on individual atoms in a system based on 

the electron density [141]. 
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Table 3.1. Bader charge and distance analysis of defect Iodine and neighboring I atoms for 

CsSrI3 bulk with SrI defect. I1 is the antisite defect. The average charge on I atoms before in-

troducing defect was -0.776 e. 

 

The Bader charge analysis shows the average charge on the iodine atoms in the structure with 

no defect was -0.776e. In presence of the antisite defect I1, all the iodine atom surround the I1 

show a decrease in negative charge, whereas, the charge on I1 is +0.193e. The positive charge 

on the I1 and the decrease in charge of the surrounding iodine atoms indicates the sharing of 

charge and hence, the presence of covalency between them. The I2 and I3 atoms show the 

highest decrement of negative charge (~48%) and the other four iodine atoms which are aligned 

in the equatorial plane with I1 show ~15% reduction. The different measure of charge sharing, 

or reduction of negative charge is correlated to the two kind of bond-distances between the I1 

 

Iodine (I) 

 

Charge (e) in the 

defect-free struc-

ture 

 

Charge (e) in 

presence of 

the defect 

 

Percent 

change in 

charge (%) 

 

Distance from 

I1 (Å) 

I1 
 

+0.193 
 

 

I2 -0.772 -0.394 48.90 2.94 

I3 -0.772 -0.394 48.90 2.94 

I4 -0.777 -0.660 15.00 3.81 

I5  -0.777 -0.660 15.00 3.81 

I6 

I7 

-0.780 

-0.780 

-0.660 

-0.660 

15.38 

15.38 

3.81 

3.81 
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and other six iodine atoms.  The covalency or sharing of negative charge resulted the shorter 

bond-length between the I1 and other six I atoms surrounding it. The shorter bond-distance of 

2.94 Å between I1, I2 and I3 is very close to the bond-distance between I atoms in I2 molecule 

(2.7 Å). Also, the distance between I1 and I4, I5, I6 and I7 (3.81 Å) is comparable to the van 

der Waals bond-length of I2 (3.96 Å). The shorter bond-length between the first group of atoms 

compared to the second group of atoms is due to the higher extent of extent of sharing the 

negative charge (greater covalency). From the above observation, we named the first group of 

iodine atoms (I1, I2 and I3) as trimer and the second group (I1, I3, I4, I5 and I6) as pentamer. 

The defect-1 is originated due to antibonding interaction between iodine pentamer whereas, the 

antibonding interaction in iodine trimer forms defect-2. Defect-1 forms near the VBM at a lower 

energy on the band-gap and the defect-2 located at the higher energy level on the band-gap. The 

different positions of defect-1 and defect-2 can be correlated with the antibonding energy. Also, 

the antibonding energy is related to bond-distances between the atoms. It has been reported that 

shorter metal-halide bond favors stronger antibonding interaction. For instance, Sn-Cl in 

CsSnCl3 has stronger antibonding interaction (energy) compared to Pb-Cl in CsPbCl3 [142]. 

So, shorter bond-length in the iodine trimer caused the defect-2 to form at the higher level on 

the band-gap in comparison to the defect-1. From this understanding, it is reasonable to link the 

covalent bond-distance of halogen molecule to the location of defect states on the band-gap. To 

test this theory, we consider all the s-block orthorohmbic ABX3 (A=Cs, B= Ca, Sr, Ba and X= 

F, Cl, Br, I) for our calculation. As the origin of defect-1 is equivalent to the localized defect in 

the cubic case, we linked L1 with the BDE of B-X bond and the atomic size of X (Fig 3.5(a) 

and 3.5(b)). Whereas, in the Fig. 3.5(c) and 3.5(d) we plotted L2 as a function of BDE of X-X 

bond and covalent bond-distance of X2. For defect-1 we observed the same dependency of L1 
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on BDE of B-X bond and atomic size of X as we observed before in cubic case for the parameter 

L i.e., compounds with lower BDE of B-X and bigger atomic size corresponds to larger value 

of L1. Conversely for defect-2 compounds with higher BDE of X-X or smaller covalent bond-

distance of X2 shows higher value of L2. For example, CsSrCl3 shows greater value of L2 (2.21 

eV) due to higher BDE of Cl-Cl (436.3 kJ/mol) and smaller covalent bond-distance of Cl2 (198 

pm) compared to the CsSrI3 where the L2, BDE of I-I and covalent bond-distance of I2 is 1.40 

eV, 152.2 kJ/mol and 266 pm respectively. We were unable to investigate the similar trends for 

CsBF3 (B= Ca, Sr, Ba) systems because the defect-1 merges with the VBM and measuring the 

L2 from the VBM for this case was inappropriate.  
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Figure 3.5 Dependence of orthorohmbic CsBX3 (B = Ca, Sr and Ba and X = I, Br, Cl and F) 

defect-1 position with respect to VBM on (a) BDE of B-X bond and (b) atomic size of X and, 

defect-2 position on (c) BDE of X-X bond and (d) covalent bond length of X-X. 

 

3.4 Conclusion 

From the first principal calculations, we have studied the effect of composition and crystal sym-

metry on the electronic states form in presence of the antisite defect for all s-block halide 
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 (d) 
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perovskites. The findings of this study point towards the idea that position of a localized defect 

state on the band-gap strongly dependent on the composition and the crystal structure of the 

compounds. Furthermore, we have been able to link the intrinsic properties such as bond-dis-

sociation energy, atomic size, covalent bond-distance etc. with the location of the defect state 

on the band-gap. So, the proper understanding of the chemical and structural factors influencing 

the origin of the localized defect provides a powerful tool to tune its position on the band-gap. 

Defect state forms near the VBM are not harmful as the defect state located at the middle of the 

band-gap. With the understanding provided in this paper, we can change a harmful trap state to 

a benign near VBM states. Our study also suggests that lower symmetric orthorohmbic struc-

tures, in the presence of antisite defect, produce defects two different position on the energy 

gap. Whereas, the same composition in the cubic structure shows presence of only one defect 

state on the band-gap. So, the position of the defect state can be easily altered in cubic structure 

compared to the orthorohmbic counterpart. Similarly, in presence of the antisite defect the crys-

tal structures with even lower symmetry such as tetragonal and monoclinic can show a similar 

electronic defect state as the orthorohmbic structure. This is due to the fact in lower symmetry 

structures the bond-distances between B and X are not equal and the B-X-B bond angles are 

distorted or smaller compared to the B-X-B bond angle (1800) in cubic case. So, All the theories 

we provided here can be used to predict the location of the defect states on the band gap and 

hence helps to screen materials based on the device application. 
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Chapter 4: Composition and termination dependent electronic properties of 

(001) surfaces of all-inorganic CsBX3 (B= Ca, Sr, Ba and X=F, Cl, Br, I) 

perovskites 

 

4.1 Introduction:  

s-block halide perovskite of ABX3 (A=Cs/MA, B=Ca, Sr and X= F, Cl, Br, I) are important for 

many electronic material applications. In chapter 3. we have discussed the potential application 

of the s-block perovskites as a replacement of the Pb-based halide solar cell. Especially the 

same size of Sr (118 pm) with Pb (119 pm) as well as the same +2 oxidation state makes Sr a 

good replacement of Pb [16, 17]. Although the larger bandgaps of these compounds are dis-

credited for the solar cell application, but Ca, Sr based perovskites are widely studied because 

of their potential application in the scintillator devices [143-146]. For example, Tm2+ doped 

cubic perovskites CsCaBr3, CsCaCl3 and CsCaI3 shows remarkable light-emitting properties 

[147]. A vast number of literatures are found discussing the electronic properties of bulk struc-

ture but, the understanding of surface electronic properties of these s-block compounds is still 

in the beginning stage. In many devices incorporating a hetero-interface [76-82] with the light 

absorbing perovskite material improved the performance of the device. The atomic structure of 

interface depends on the surface atomic structure of the perovksite. Therefore, an understanding 

of the surface atomic and electronic structure is very crucial. 

 In their paper Ma et al. [86] briefly explained the effect of surface termination on electronic 

properties of the CsCaBr3 (001) surfaces. But the effects of chemical composition on the atomic 

structure surfaces are not discussed. On contrary a fair number of researches are found on the 

Pb-based perovskite system, particularly on the MAPbX3 surfaces [85, 86, 87]. The s-block 

perovskites are different than the Pb-based or p-block perovskite in terms of the nature of 
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bonding between the metal and halogens. So, it is very important to understand the role of 

chemical bonding on the surface and their impact on the electronic property. This chapter aims 

to provide a comprehensive understanding of the composition and termination dependent elec-

tronic properties of (001) surface of s-block based ABX3 compounds. This chapter discussed 

about the link between the structural properties of surface, e.g., B-X bond-distance, B-X-B bond 

angles, etc. with bandgap. Also, we explained that the intrinsic properties of B and X, such as 

the ionic size, electronegativity difference of B-X, etc. have a dominant effect in determining 

the surface bandgap as in bulk. Further, the change in the surface bandgap from the bulk is 

discussed.  In a bulk crystal, electrons propagate, and are modelled considering the periodicity 

of atoms inside the crystals. Surface is a sharp transition from the bulk solid to the vacuum and 

can be treated as a discontinuity [148]. This discontinuity, and the corresponding weakening 

potential, leads to the formation surface states. Surface states formed closer to the VBM or 

CBM are considered as harmless, whereas surface states forming at the middle of a bandgap is 

detrimental for the device. So, tuning the position of the surface states is paramount. 

 

4.2 Results and discussion: 

 

4.2.1 Bulk properties: structural and electronic 

To compare the surface atomic structure and electronic structure with the bulk, we considered 

the bulk cubic structures of all CsBX3 (B=Ca, Sr and X= F, Cl, Br, I) perovskites, which we 

have already studied in chapter 3. The initial structural data for all the perovskites is taken from 

an open resource, the materials project [139].  Similar to other commonly studied perovskite 

structures such as CsPb(or Sn)I3 , the CsBX3 structures has a corner sharing octahedra with a B 

(Ca or Sr) cation bonded with six anions (X). For all CsBX3 perovskites, the B-X bond-distance, 
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as well as the lattice constants, increases from F (133 pm), Cl (181pm), Br (196) to I (220 pm) 

due to the increasing ionic size. Again, the lattice constant and the B-X bond-distance increase 

with an increase in the size of the B cation from Ca (100 pm) to Sr (118 pm). It is well estab-

lished for the perovskite compounds that the electronegativity of B and X [46, 47, 53], size of 

B or X [53] as well as the structural properties namely bond-distance of B-X bond, B-X-B bond 

angle etc. can dictate their bandgap [63-65]. Table 4.1 represents the simulated bandgaps for all 

CsCaX3 and CsSrX3 perovskites. The bandgaps decrease from F to I and the bandgaps of the 

Ca-compounds are larger compared to Sr.  

Table 4.1 Bandgaps (in eV) for all the bulk structure and surfaces. 

 

  

 

 

 

 

 

 

The reason behind this observation can be well explained from the understanding of the origin 

of the VBM and CBM for these compounds. Generally, for all CsBX3, the VBM is comprised 

of np orbitals of the X atom and the nd orbitals show major contribution at the CBM. Similar 

to the p-block (Pb and Sn-based) perovskites, in s-block (Ca and Sr-based) perovskites, the A 
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cation (Cs+) does not show any major contribution either in VBM or CBM. Pazoki et al. ob-

served the similar nature of the VBM and CBM for the MACaI3 and MASrI3 structures [7]. The 

positions of the VBM and CBM and the bandgaps are determined by the B-X bond. The intrin-

sic properties of B and X such as atomic size, electronegativity between B and X etc. plays a 

key role in determining the nature of B-X bonds (ionic or covalent), bond-length of the B-X 

bonds. Hence, the intrinsic properties of B and X regulate the position of VBM, CBM and the 

bandgap value. For a fixed B, the smaller size of X anion lowers the VBM. For instance, F (2p) 

orbitals have the lowest VBM energy, and I (5p) has the highest energy among the X atoms. 

So, the position of the VBM for perovskites with F will be at the lower energy level compared 

to the I. Whereas, the CBM position will be at the same energy level due to the presence of the 

same B metal in both the cases. So, the lowered position of the VBM in case of F compared to 

I give rise to wider bandgap in F than that of I, Table 4.1. Similarly, from I to F the electroneg-

ativity (E.N) difference between B and X increases, which also describes the trend of the 

bandgap from I to F in the Table 4.1. The lower electronegativity difference between B and X 

makes the compound more covalent and it is observed that compounds with higher covalency 

show lower bandgap [46-48]. Higher covalency gives rise to the hybrid states which has lower 

energy compared to non-bonding states. So, the presence of the B-X hybrid states at the CBM 

lowers the energy level and hence decreases the bandgap. From the discussion it is evident that 

the effect of B and X atom composition on bandgaps of the s-block perovskite can be linked 

directly with the E.N, ionic size or covalency of B-X bonds. Hence, from here onwards we will 

correlate the bandgaps with the above-mentioned parameters. Fig 4.1 correlates the bandgaps 

with the E.N difference between B and X, and with the ionic size of X. It shows the higher 
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electronegativity difference between B and X and smaller size of X anion produce larger 

bandgaps. The reason behind this observation is already discussed earlier.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 Dependence of bandgap on (a) E.N. difference and (b) Ionic size of X for bulk 

CsBX3 bulk structures. 
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 The covalency of a bond can primarily determine by the E.N difference between atoms taking 

part in the bond. When set of similar or different elements come close and form crystal orien-

tation of atoms as well as their co-ordination comes into play in the orbital interaction leading 

to change in the bonding properties. So, here we adapted the concept of Shannon radius to 

analyze the covalency between B-X bonds. Shannon explained and calculates the size of dif-

ferent ion based on their oxidation states and coordination number [149]. Basically, the Shan-

non bond distance (DSh) between any two ions is the sum of their Shannon radii. For example, 

the Cs-I bond in the CsCaI3 structure has a bond-length of 3.2 Å where Shannon radius for Ca2+ 

and I- is 1 Å and 2.2 Å respectively. The measured bond-distance between Ca-I is 3.11 Å. The 

decrease in the bond-distance from the DSh i.e. (DSh – DObs) considered as the measure of cova-

lency of the bond [150]. Bonds with higher value of (DSh – DObs) means the higher covalency 

of the bond. Although the E.N difference between atoms participating in a bond primarily de-

termines the covalency in the ideal case and also DSh-DObs parameter correlates well with the 

E.N difference [150] the covalency of a bond in real solid deviates from its ideal nature (governs 

by only E.N difference). Hence, in order to determine the B-X bond dependent bandgaps in 

these perovskites both DSh-DObs and E.N difference between B and X should be considered.  

For all the CsBX3 composition the difference DSh-DObs is maximum for the compounds with I 

and F. But the Cl and Br show a lower value compared to I and F. For example, the DSh-DObs 

for Ca-I, Ca-Br, Ca-Cl and Ca-F for the CsCaX3 systems are 0.09, 0.08, 0.08 and 0.09 respec-

tively (Fig 4.2). Therefore, the covalency increased is maximum for both Ca-F and Ca-I in 

CsCaI3 and CsCaF3. The deviation of the Ca-Br and Ca-Cl systems in the Fig. 4.1 (a) due to the 

lower DSh-DObs or the lower covalency of Ca-Br and Ca-Cl bonds in the CsCaBr3 and CsCaCl3 

perovskites respectively. The DSh-DObs parameter is very useful to compare between bonds 
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where the electronegativity of the atoms is very close. In CsBX3 compounds, from Ca to Sr, the 

electronegativity of the B changes very little from 1.0 in Ca to 0.95 in Sr in Pauling’s scale. 

Although the change in E.N is not significant, the bandgaps for Sr-compounds are lower than 

the Ca-compounds, Table 4.1 (e.g. CsCaBr3: 4.4 eV and CsSrBr3: 4.19 eV). This observation 

can be explained by comparing the DSh-DObs for Ca and Sr systems. The DSh-DObs parameters 

for all Sr-X bonds are higher than the Ca-X bonds which shows an enhanced covalency and the 

lowered bandgap in CsSrX3 compounds compared to CsCaX3. Also, the larger size of Sr (118 

pm) compared to Ca (100 pm) eases the sharing of the electrons with X, which results in greater 

covalency in Sr-X bonds. 

 

 

 

 

 

 

 

 

 

Figure 4.2 DSh-DObs for the bulk CsBX3 structures. The Shannon radii for the B and X taken 

from [149].  
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4.3.2 Surface models: structural and electronic properties 

 For our calculations, we considered the two different surface terminations (Fig 4.3). In all CsX 

terminations, the first layer consists of Cs+ and X- and the second layer contains B2+ and two X-

. But for the BX2 terminations, the first layer comprised of B2+ and two X, and the second layer 

has Cs+ and X-. The surfaces are different compared to the bulk due to the larger free volume 

available to the atoms at the surface compared to bulk. Hence, surface atoms undergo surface 

reconstruction leading to change in the structural (bond angles, bond distances) from their cor-

responding bulk values. Both the CsX and BX2 terminations have different structural properties 

compared to the bulk CsBX3. For example, the bulk structures of CsBX3 have all equal B-X 

bond distance (symmetric) and 1800 B-X-B bond angle. The B-X bond-lengths become asym-

metric (apical and axial B-X bond-lengths are different), and the B-X-B bond angle decreases 

from 1800 in both the terminations.  

.  

                                                                                                       

 

 

 

 

Figure 4.3 The (001) surface with 11 layers thickness for (a) CsX and (b) BX2 termination. The 

atoms inside the rectangle in (a) and (b) are considered as the surface atoms for the two termi-

nations. (1) and (2) represent the layer-1 and layer-2 respectively. 
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The structural changes on the surfaces occur due to the breakage of some B-X bonds on the 

surface. The bulk periodicity is broken on the top and bottom layers of the surface. The atoms 

on the topmost layers of surfaces lack the neighboring atom compared to bulk and hence surface 

atoms suffered greater non-compensated attractions from the inner layer and the top and bot-

tom-most layer relaxed inward. This non-compensated attraction along the c direction causes 

one B-X bond (apical) to become shorter compared to other B-X bonds (axial) and the average 

B-X bond distance reduced compared to the bulk B-X bond distance. For a fixed B, among all 

X the average B-X bond distances increase from F to I, same as the bulk. For example, the 

average B-X (Ca-F) bond length decreases from bulk in the CsCaF3 are 0.44% and 1.33% for 

CsX and BX2 terminations, respectively (Table 4.2). Whereas, in CsCaI3 the average Ca-I bond 

length decreased from the bulk to 2.25% and 2.89% lower values in CsI and CaI2 terminations 

respectively. Comparing both the CsX and BX2 terminations, the change (decrease) of average 

B-X distance is more in BX2 termination than the CsX. For instance, average B-X bond distance 

change from the bulk CsCaBr3 in CsBr terminated surface is 2.08%, and for CaBr2 termination, 

the change is 3.12% (Table 421). The greater decrease in the average bond-lengths in BX2 

compared to CsX is mainly due to the structural difference between them on the top two layers. 

The axial B-X bond distances are longer than the apical B-X bond. Also, the apical B-X bond-

distances in the BX2 decreases more from bulk compared to the apical B-X bond-distance in 

CsX, which explain the greater decrease in B-X average bond-distances in BX2. The bandgaps 

of perovskites can be explained by the bond-distances of B-X. Longer B-X bonds produce 

smaller bandgaps in perovskites. In longer bond the electron charge cloud dispersed throughout 

the bond and hence sharing of the electrons is favorable. So, longer bond shows more covalency  

 than a shorter bond [53].  



49 
 

 Table 4.2 The average B-X bond distance in Å and B-X-B bond angle in degrees for all the 

surfaces. 

 

 

 

 

 

 

 

Although the bond-distance change is not very significant but considering the intrinsic ionic 

nature of the B-X bond in all s-block perovskite, this small change can help to compare the 

small changes in surface bandgaps from the bulk values in table 4.1. The B-X average bond 

distance as well as the B-X-B bond angles usually decreases (distortion) from F to I, due to the 

increasing size of the X (Table 4.2). Higher sized X atoms distort the B-X-B bonds with a higher 

extent. The only exception is Ca-Cl-Ca bond angle (178.800) decrease slightly less compared 

to the Ca-F-Ca bond angle (178.960) in BX2 termination (Table 4.2). Although the ionic size of 

Cl (181 pm) is greater compared to F (133 pm), the bond angle changed more in F-system. This 

can be explained by comparing the axial Ca-F bond-length to the Ca-Cl axial bond. For all CaX2 

termination except CaF2, the axial Ca-X bond-distance remains the same as the bulk and the 

apical bond lengths become shorter. But in CaF2 the Ca-F axial bond length changed from 2.24 

 

System 

Bulk CsX BX2 

B-X B-X-B B-X B-X-B B-X B-X-B 

CsCaF3 

CsCaCl3 

CsCaBr3 

CsCaI3 

CsSrF3 

CsSrCl3 

CsSrBr3 

CsSrI3 

 

2.24 

2.73 

2.88 

3.11 

2.36 

2.86 

3.01 

3.23 

180 

180 

180 

180 

180 

180 

180 

180 

 

2.23 

2.67 

2.82 

3.04 

2.35 

2.80 

2.96 

3.18 

173.84 

168.74 

165.72 

162.24 

169.12 

163.55 

159.98 

156.15 

2.21 

2.65 

2.79 

3.03 

2.32 

2.78 

2.94 

3.16 

 

178.80 

178.96 

175.30 

171.57 

173.71 

172.96 

169.16 

164.68 
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Å in bulk to 2.29 Å in CaF2. This elongated bond-length (axial) in CaF2 leads to a greater 

decrease in the bond angle compared to CaCl2.  

The bandgaps of the surfaces are closely linked with the intrinsic properties of B and X like the 

bulk. But the bandgap change from the bulk can be explained in terms of structural change on 

surfaces with respect to bulk. So, here also we used the same parameter such as E.N difference, 

size of X and covalency to describe the bandgap variation with B and X. The covalency of B-

X bonds on the surfaces not only depends on chemical properties of B and X, but also on the 

structural properties such as B-X-B bond angle. The bandgaps of the surfaces are closely linked 

with the intrinsic properties of B and X as observed in the case of bulk. But the bandgap change 

from the bulk can be explained in terms of structural change on surfaces with respect to bulk. 

So, here also we used the same parameter such as E.N difference, size of X and covalency to 

describe the bandgap variation with B and X. The covalency of B-X bonds on the surfaces not 

only depends on chemical properties of B and X, but also on the structural properties such as 

B-X-B bond angle. 

The bandgaps for all CsX and BX2 terminations for Ca and Sr systems are narrow compared to 

the bulk. The Pb-based perovskite systems have also shown a changed bandgap values on the 

surfaces. For instance, the bandgap 1.6 eV in bulk tetragonal MAPbI3 changes to 1.69 eV in 

MAI and 1.4 eV in PbI2 termination respectively [151].  For all the surfaces here has shown an 

elongated B-X axial bond length and hence a greater covalency in all the surfaces compared to 

the bulk. The increased covalency in surface structures can be quantified by the same parameter 

DSh-DObs. Fig. 4.4 represents the DSh-DObs parameter for all CsCaX3 surfaces compared with 

bulk. Note that, all the B-X bonds are not equal on the surfaces and for simplicity we considered 

the average B-X bond distances. The DSh-DObs for all the surfaces is greater than the bulk values, 
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which is a definite indication of increased covalency of B-X bonds on the surfaces. Also, the 

CaX2 shows a greater DSh-DObs than the CsX termination. So, the CaX2 surface is more covalent 

compared to the CsX. 

 

 

 

 

 

 

 

              Fig. 4.4 DSh-DObs for all CsCaX3 bulk structure and all CsX and CaX2 surfaces. 

As mentioned earlier, the covalency of B-X bond is linked with the bandgap and the greater 

covalency of the B-X bond results in narrower bandgaps. The table 4.1 also represents the 

bandgaps for the all the CsBX3 surfaces along with the corresponding bulk bandgap values. All 

the BX2 terminations show lower bandgap values compared to the CsX value except CsI-ter-

minated surface in CsCaI3 shows a lower bandgap (3.42 eV) compared to the CaI2 termination 

(3.48 eV) which we have explained later in the discussion. The reason for BX2-terminated sur-

face having a lower band gap can be explained primarily from figure 4.4, which shows the BX2 

surfaces having greater covalency compared to the CsX-terminated surfaces. The greater cova-

lency of the B-X bonds in BX2 results in lowering the bandgap than the BX2 surfaces.  
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The greater covalency of the BX2 over CsX can also be explained by considering the effective 

charges on the surface atoms. The effective atomic charge of an atom is the net charge experi-

enced by the valance electrons. The effective atomic charge is less than the actual formal charge 

due to the various factor such as screening effect of the inner atomic orbitals or the change in 

bond length or bond angle. Due to the structural changes on the surfaces the atomic charge gets 

redistributed and as a result of that all the surface atoms show different effective atomic charges. 

The effective atomic charges of all the CaX2 and CsX surface atoms are listed in Table 4.3.  

The formal charge for the Cs atom is +1e whereas for Ca and all X atoms have a formal charge 

of +2e and -1e respectively. Note that the effective atomic charges of both Ca and X for both 

the CaX2 and CsX terminations are much smaller to their formal charges, same as the bulk. The 

Ca and I atomic charges show a maximum decrease from their formal charges in bulk. The Ca 

and F shows the minimum decrease. So, the covalency decreases from Ca-I to Ca-F bonds 

gradually. This changes of atomic charges of Ca-X are more profound in both the CsX and 

CaX2 terminated surfaces. In CaX2 termination, the Ca atoms on the topmost layers gained 

charge compared to the bulk Ca atoms whereas the X atoms on the CaX2 surfaces show a greater 

decrease in the effective atomic charges compared to the bulk. Again, in CsX terminations the 

Ca (2) in the second layer shows a decrease of charge from the bulk value and but the X atoms 

on the second layer doesn’t show any significant change from the bulk. All the surface atoms 

show a greater decrease in the atomic charges (more sharing of charge) compared to the bulk 

and hence higher covalency of Ca-X bonds on the surfaces. This can also explain the covalency 

we discussed in terms of DSh-DObs (fig 4.4) for all the surfaces and thus the surfaces have lower 

bandgaps than the bulk structures. Table 4.3 The calculated effective atomic charges (in e) for 

all the surface atoms in CsX and BX2   
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 Table 4.3 The calculated effective atomic charges (in e) for all the surface atoms in CsX and 

BX2 surfaces. 

 

 

 

 

 

 

 

 

 

The numbers in brackets are difference from the bulk values. Bulk charges; CsCaF3(e): Cs = 

0.86, Ca=1.42, F= - 0.76, CsCaCl3(e): Cs = 0.85, Ca=1.35, Cl= - 0.73, CsCaBr3(e): Cs = 0.84, 

Ca=1.31, Br= - 0.71, CsCaI3(e): Cs = 0.83, Ca=1.42, I= - 0.70. (1) and (2) signifies the layer 

number from the top. 

 

To understand the effect of surfaces on the electronic structure we plotted the density of states 

of all the surfaces with different chemical composition. Fig 4.5 (a)-(h) represents the density of 

states for all the CsX and CaX2 surfaces. 

CsX Cs (1) X (1) Ca (2) X (2) 

 F 0.85(-0.01) -0.79 (-0.03) 1.40 (-0.02) -0.76 (0) 

Cl 0.83 (-0.02) -0.76 (-0.03) 1.31 (-0.04) -0.73 (0) 

Br 0.81 (-0.03) -0.74 (-0.02) 1.26 (-0.05) -0.71 (0) 

I 0.80 (-0.03) -0.71 (-0.02) 1.19 (-0.06) -0.69 (0) 

BX2 Ca (1) X (1) Cs (2) X (2) 

F 1.48 (+0.06) -0.76 (0) 0.85 (-0.01) -0.75 (+0.01) 

Cl 1.39 (+0.04) -0.72 (+0.01) 0.84 (-0.01) -0.71 (+0.02) 

Br 1.34 (+0.03) -0.71 (+0.01) 0.83 (-0.01) -0.68 (+0.04) 

I 1.26 (+0.01) -0.68 (+0.02) 0.830 (0) -0.64 (+0.06) 
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Figure 4.5 The density of states plot for (a) CsI, (b) CaI2, (c) CsBr, (d) CaBr2, (e) CsCl, (f) 

CaCl2, (g) CsF and (h) CaF2 surfaces of CsCaX3 

The bandgap is determined by the positions of the VBM and CBM. Thus, the atoms (or orbitals) 

contributing to the VBM and CBM have a significant impact in determining the bandgaps. The 

bandgaps or the positions of VBM and CBM for all the surfaces are different than the bulk. 

Although the atoms or orbitals contributing at the VBM and CBM remains same as bulk, the 

position of VBM and CBM and hence the bandgap changes due to different bonding nature of 

B-X bonds in the surfaces. For all the CsX and BX2 terminated surface, the VBM is made up 

of the p-orbitals of the X atoms, and CBM mainly consists of nd orbitals of B with contribution 

from X and Cs as well. For example, in CsI and CaI2 surfaces the VBM comes from the 5p 

orbitals of I and 3d orbital of Ca contributes majorly at the CBM (fig 4.5 (a) and (b)). Hence, 

the nature of VBM and CBM for the surfaces are like the bulk structure. The only difference is 

for the surfaces at the CBM we observed a relatively greater contribution from B-X hybrid 

orbital. In CsX and BX2 terminated surfaces it is observed that at the VBM both the X atoms 

(apical as well as the axial) contributes equally for CsX termination, whereas in BX2 

 (h) 
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termination the contribution comes majorly from the axial X atoms. So, considering the average 

B-X bond distance to explain the observations might not be appropriate. So, from here onwards, 

we will consider the axial B-X bond distance for explaining the observations. The nature of the 

CBM among two terminations are not significantly different. For the BX2 termination at the 

CBM the major contribution comes from nd orbitals, but the due to increase in the covalency 

of B-X bonds from F to I, hybrid states of B and X atoms are found at the CBM. The contribu-

tion from the Cs 5s states is very negligible at the CBM for the BX2 terminations whereas for 

the CsX termination the presence of Cs 5s states is visible. For the CsX terminations, at the 

CBM the hybrid states of Cs 5s and X ns and np are observed with a major contribution from 

Cs 5s state (Figure 4.5 (g)). The contributions of Cs are only observed in CsF and CsCl termi-

nation, but the CBM of CsBr and CsI do not show any significant contribution from Cs. The 

smaller size and higher electronegativity of the Cl and F atoms facilities the stronger ionic in-

teraction between Cs and F or Cl which causes the Cs states to appear on the CBM of CsF and 

CsCl surfaces. The bond dissociation energy (BDE) of Cs-F (517 kJ/mol) and Ca-F (527 

kJ/mol) are very close, and due to this Cs states appear majorly over Ca on the CBM. Due to 

presence of Cs states along with Ca and F hybrid states (see figure 4.6 (a)) the energy level of 

CBM gets lowered and narrowed the bandgap by 0.845 eV in CsF compared to the bulk CsCaF3. 

Another noticeable feature of CsF density of states plot is formation of the surface states at the 

0.31 eV above the VBM (Figure. 4.5 (g)). The surface state originated from the antibonding 

interaction between Cs, Ca, and F (See figure 4.6 (b)).  
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(a) (b) 
 

 

 

 

 

 

 

 

 

Figure 4.6 The isosurface plot of electron charge density of the CsF termination at (a) CBM 

(~0.05 eV inside the conduction band from CBM) and (b) at the energy range 0.3-0.35 eV on 

the bandgap. Both the isosurface plots correspond to the fig. 4.5 (g) 

 

The antibonding interaction between Cs, Ca, and F atoms creates a state with much higher 

energy than the F 2p states (VBM) and hence formed a localized surface state in CsF (fig. 4.5 

(g)). A similar nature of the band structure i.e. the formation of surface states and the major 

contribution of Cs atom at the CBM is also observed in CsF termination of CsSrF3.  Bandgaps 

of all the surfaces along different B and X composition depends on the intrinsic property of the 

surface atoms as well as on the structural changes on the surfaces from the bulk. Hence, we 

linked all the surface bandgaps with the E.N difference, ionic size of X and axial B-X bond 
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(a) 

(b) 

(c) 

length. like bulk. Figure 4.7 represents the dependencies of surface bandgaps on the factors we 

have mentioned before. 
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Figure 4.7 Bandgaps as a function of E.N difference, ionic size of X and axial B-X bond-dis-

tance for all (a), (c), (e) CsX and (b), (d), (f) BX2 terminations respectively. 
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Although the bandgaps of all the surfaces shows a gradual change along the B and X intrinsic 

properties but we are unable to find a systematic change in the bandgaps (compared to the bulk 

bandgaps) with changing composition of B and X. The change in the bandgaps on the surfaces 

can be explained as the combined effect of both intrinsic properties of surface atoms and the 

structural reorientation on the surface. To understand the effect of structural changes on the 

bandgaps we further extended our analysis and considered the factors such as apical and axial 

bond length changes and distortion of B-X-B bond angle. The B-X-B bond angles can affect 

the bandgap by affecting the bonding interaction between them. The deviation of the B-X-B 

bond angle from 1800 can significantly reduce the covalency of the B-X bond [66], and hence 

the bandgap increased. The amount of deviation of B-X-B angle among all CsX surfaces in-

creased from F (~6.160), Cl (~11.260), Br (~14.280) to I (~17.760) with the increase in the size 

of X atoms (See table 4.1). Again in the CsX terminations (for all CsCaX3) the axial B-X bond 

length changes are as follows- CsF (2.54%), CsCl (1.4%), CsBr (1.99%) and CsI (2.47%) and 

the corresponding bandgap changes are 0.12 eV in CsF, 0.05 eV in CsCl, 0.08 in CsBr and 

0.525 eV in CsI, respectively. Although these changes are very small, but the changes can be 

useful to explain the bandgap changes in surfaces compared to bulk. The bandgap change is 

less for all CsSrX3 surfaces than the CsCaF3 surfaces due to the larger deviation of the B-X-B 

bond angles in Sr. One exception is- in the same CsCl terminated surface in Ca and Sr, the B-

Cl bond-length change is more in Sr-Cl (1.4%) than the Ca-Cl (0.73 %), but the bandgap change 

from the bulk is less for Sr (0.08 eV) compared to Ca (0.118 eV). This observation is due to the 

decrease in covalency of Sr-Cl bonds due to the larger tilt in Sr-Cl-Sr bond angle (~16.450) than 

the Ca-Cl-Ca bond angle (~11.260). The bandgaps of all the BX2 terminated surfaces are lower 

than the CsX which is already discussed before in terms of the Shannon radii. Also, all the BX2 
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terminations have a less distorted bond angle (~1.020-4.50) compared to the CsX surfaces (~ 

6.160-17.760) which further explains the higher covalency and lower bandgaps in BX2 surfaces 

than the CsX. The only exception is that the CsI surface have a lower bandgap than CaI2 which 

can be explained by considering the Ca-I axial bond length change from the bulk in both the 

terminations. For CaI2 terminated surface the Ca-I distance change is around 0.36% compared 

to 0.96% in the CsI termination while the apical Ca-I bond distance remains the same in both 

the terminations. The greater change in the axial Ca-I bond-length decreased the bandgap in 

CsI more in comparison to CaI2 surface. Bandgaps for all the BX2 terminated surface shows a 

systematic change with the size, B-X bond length, and E.N difference but the change from the 

bulk bandgap is not systematic as observed in the CsX terminations. 

 

 

Conclusion: 

We have studied a series of (001) s-block perovskite surfaces and compare their structural and 

electronic property (bandgap) with the corresponding bulk structure. All the bulk bandgap 

shows an orderly change with respect to the intrinsic properties such as atomic size and elec-

tronegativity difference between the metal and the halogen. The bulk bandgaps increase from 

iodine to fluorine and all the Sr-based compound show a lower bandgap compared to the Ca 

systems. The surface bandgap depends both on the intrinsic properties of the surface atoms and 

the structural features of the surface. Between two terminations CsX is more ionic than BX2 

terminations and BX2 bandgaps are usually lower than the CsX bandgaps. The bandgaps for all 

the surfaces show a systematic change along different composition of metal and halogen similar 
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to the bulk. The formation of surface states is only observed in CsF surfaces for both Ca and 

Sr. The change in bandgaps compared to the bulk structures are explained considering the struc-

tural parameter such as bond angle and bond-distance between metal and halogen. 
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Chapter 5: Conclusion, Limitations and Future Work  

Conclusion: 

In this work, we systematically examined the electronic structure of bulk and (001) surfaces of 

the s-block halide perovskite (CsBX3). We also studied the effect of antisite defect on the elec-

tronic structure of bulk perovskite. We found that-  

(i) The bandgap for these compounds significantly depends upon the chemical compo-

sition of metals (Ca, Sr, Ba) and halogens (F, Cl, Br, I). For a fixed metal composi-

tion, bandgaps for the bulk decrease from F, Cl, Br to I. Again, from Ca, Sr to Ba 

the bandgap decreases gradually with a fixed halogen composition.  

(ii) The systematic change in the bulk bandgaps along the compositions of B and X is 

closely related to the covalency of the bond between B metal and halogen X and 

hence, bulk bandgaps are successfully linked with the intrinsic properties of B and 

X such as- electronegativity of B and X, size (Atomic and Shannon radius) of B and 

X. 

(iii)  The bandgaps for bulk cubic structures are different than the bulk orthorohmbic 

structures for the same perovskites. This is due to the different B-X bond distances 

and B-X-B bond angles in both the structures. 

(iv)  We have also studied the effect of antisite defect on the electronic structures of 

these s-block perovskites. We have observed that the position of the defect state on 

the bandgap can be tuned by changing the compositions of metal and halogen. Also, 

the formation of defect states on the band gap in presence of antisite defect greatly 

reliant on the crystal structure of the perovskite. Further we have shown the intrinsic 
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properties of metal and halogen plays a crucial role in tuning with the position of 

the defect state on the bandgap. 

(v) The (001) surfaces of Ca and Sr systems shows the similar trend of bandgap change 

with the composition of metals and halogens. The bandgap changes in the bulk and 

the surfaces with respect to the composition was mainly due to the changing cova-

lency of metal-halogen bonds on the surfaces. Based on that, we draw a connection 

between the intrinsic properties of the metal and halogen such as- atomic or ionic 

sizes, electronegativities of metal and halogen with the surface bandgaps. 

(vi)  The bandgaps for the surfaces are not only reliant on the chemical composition of 

metal and halogen but also the structural factors such as the bond angle and bond-

distance changes from the bulk. Hence, based on the intrinsic properties of metal 

and halogen, one can tune the bandgap and can achieve the desired electronic prop-

erties.  

Limitations and Future work 

The structure and properties of a solid depend on the interactions between the electrons. The 

method we used the first principle electronic structure calculation is based on Density functional 

theory, which considers the electrons as a three-dimensional density function. The beauty of 

the theory is many-electrons systems are simplified into a single electron problem where each 

electron has an effective potential. For the past few decades, DFT has successfully predicted 

the structural (lattice structure) and electronic properties (bandgap, phonon spectra) of various 

solids. Walter Kohn, one of the authors of the DFT, has won a Nobel prize in Chemistry in 

1998. Despite its successfully predicting the properties of solids, particularly the structure and 

thermodynamic property of solid there are few limitations in this theory, which sometimes 
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results in the erroneous prediction of properties. The DFT calculations often underestimate the 

properties such as bandgap, the dissociation energies of molecules, etc. also, overestimates 

binding energies of some complexes. One of the main reasons behind the failure of the predic-

tions is delocalization of the LDA or GGA exchange-correlation functions. The delocalization 

occurs when the Coulombic interaction term dominates the exchange-correlation function. An-

other drawback of the LDA and GGA approximation is it fails to explain the long-range van 

der Waals or dispersive interactions. Lastly, the DFT calculations are idealistic, i.e., they have 

formulated the zero-kelvin temperature and without any lattice vibration. This consideration 

significantly lacks realistic models of solid, and hence, there can be some difference in calcu-

lated and experimental values. Although the absolute band gap may change in real a perovskite, 

we expect the overall trend with change in chemistry will remain the same. 

 The future work will be to understand the defect properties of (001) perovskite surfaces which 

we are investigating currently.  Furthermore, this study can be carried forward to the interface. 

It is very crucial to understand the electronic properties of these perovskites interfaced with 

different electron transporting layers for electronic device fabrication. The understanding of the 

interface properties of s-block perovskite can opens up a new possibility for these compounds 

to apply in various electronic applications with its excellent scintillation property. 
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Appendix A 

A1: Computed lattice parameters of ABX3 (A=Cs, M= Ca, Sr, Ba and X=F, Cl, Br, I) 

Table A1: The optimized lattice parameter (Å) of cubic ABX3 (A=Cs, M= Ca, Sr, Ba and 

X=F, Cl, Br, I) 

 

 

 

 

 

 

 

 

 

Table A2: The optimized lattice parameter (Å) of orthorohmbic ABX3 (A=Cs, M= Ca, Sr, Ba 

and X=F, Cl, Br, I) 

Systems a b c 

CsCaF3 3.67 12.50 8.68 

CsCaCl3 4.26 14.59 10.51 

CsCaBr3 4.50 15.14 11.14 

CsCaI3 4.85 16.07 12.01 

CsSrF3 3.84 12.79 9.09 

CsSrCl3 4.44 14.84 10.90 

CsSrBr3 4.66 15.39 11.52 

CsSrI3 5.01 16.29 12.39 

CsBaF3 4.05 13.28 9.49 

CsBaCl3 4.64 15.28 11.26 

CsBaBr3 4.85 15.88 11.87 

CsBaI3 5.18 16.53 12.84 

 

Systems a b c 

CsCaF3 4.58 4.58 4.58 

CsCaCl3 5.46 5.46 5.46 

CsCaBr3 5.77 5.77 5.77 

CsCaI3 6.21 6.21 6.21 

CsSrF3 4.82 4.82 4.82 

CsSrCl3 5.74 5.74 5.74 

CsSrBr3 6.05 6.05 6.05 

CsSrI3 6.47 6.47 6.47 

CsBaF3 5.15 5.15 5.15 

CsBaCl3 6.07 6.07 6.07 

CsBaBr3 6.34 6.34 6.34 

CsBaI3 6.82 6.82 6.82 
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(a) (b) 

(a) (b) 

 

    A2: Electronic band structures of ABX3 with and without antisite defect 

 

 

 

 

 

Figure A1. The partial DOS of bulk cubic CsCaI
3
 (a) without defect and (b) with antisite defect. 

 

 

 

 

 

 

Figure A2. The partial DOS of bulk cubic CsCaCl
3
 (a) without defect and (b) with antisite 

defect. 
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(a) (b) 

(a) (b) 

 

 

 

 

 

 

 

Figure A3. The partial DOS of bulk cubic CsCaF
3
 (a) without defect and (b) with antisite defect. 

 

 

  Figure A4. The partial DOS of bulk cubic CsSrI
3
 (a) without defect and (b) with antisite defect. 
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(a) (b) 

(a) (b) 

 

 

 

 

 

 

Figure A5. The partial DOS of bulk cubic CsSrBr
3
 (a) without defect and (b) with antisite de-

fect. 

 

 

Figure A6. The partial DOS of bulk cubic CsSrCl
3
 (a) without defect and (b) with antisite de-

fect 
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(a) (b) 

(a) 

 

 

 

 

 

 

 

 

Figure A7. The partial DOS of bulk cubic CsSrF
3
 (a) without defect and (b) with antisite de-

fect. 

 

 

 

 

 

 

 

Figure A8. The partial DOS of bulk cubic CsBaI
3
 (a) without defect and (b) with antisite de-

fect. 

 

(b) 



91 
 

(a) (b) 

(a) (b) 

 

 

 

 

 

 

 

 

Figure A9. The partial DOS of bulk cubic CsBaBr
3
 (a) without defect and (b) with antisite 

defect. 

 

 

 

 

 

 

Figure A10. The partial DOS of bulk cubic CsBaCl
3
 (a) without defect and (b) with antisite 

defect. 
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(a) (b) 

(a) 

 

 

 

 

 

 

 

 

 

Figure A11. The partial DOS of bulk cubic CsBaF
3
 (a) without defect and (b) with antisite de-

fect. 

 

 

 

 

 

 

Figure A12. The partial DOS of bulk orthorohmbic CsCaI
3
 (a) without defect and (b) with an-

tisite defect. 

(b) 
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(a) 

(a) (b) 

 

 

 

 

 

 

Figure A13. The partial DOS of bulk orthorohmbic CsCaBr
3
 (a) without defect and (b) with 

antisite defect. 

 

 

 

 

 

 

 

 

Figure A14. The partial DOS of bulk orthorohmbic CsCaCl
3
 (a) without defect and (b) with 

antisite defect. 

 

 

(b) 
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(a) 

(a) (b) 

 

 

 

 

 

 

 

Figure 15. The partial DOS of bulk orthorohmbic CsCaF
3
 (a) without defect and (b) with antis-

ite defect. 

 

  

 

 

 

 

Figure A16. The partial DOS of bulk orthorohmbic CsSrBr
3
 (a) without defect and (b) with 

antisite defect. 

 

 

(b) 
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(a) (b) 

 

 

 

 

 

 

Figure A17. The partial DOS of bulk orthorohmbic CsSrCl
3
 (a) without defect and (b) with 

antisite defect. 

 

 

 

 

 

 

Figure 18. The partial DOS of bulk orthorohmbic CsSrF
3
 (a) without defect and (b) with an-

tisite defect. 
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(a)  

 

 

 

 

 

 Figure 19. The partial DOS of bulk orthorohmbic CsBaI
3
 (a) without defect and (b) with an-

tisite defect. 

 

 

 

 

 

 

 

Figure A20. The partial DOS of bulk orthorohmbic CsBaBr
3
 (a) without defect and (b) with 

antisite defect. 

 

 

(b) 

(a) (b) 
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Figure A21. The partial DOS of bulk orthorohmbic CsBaCl
3
 (a) without defect and (b) with 

antisite defect. 

 

 

 

 

 

 

Figure A22. The partial DOS of bulk orthorohmbic CsBaF
3
 (a) without defect and (b) with 

antisite defect. 
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A3. Cubic (Pm3m) and Orthorohmbic (Pnma) ABX3 representation. 

 

 

 

 

 

Figure A23. Representation of (a) Cubic (Pm3m) and (b) Orthorohmbic (Pnma) ABX3.  

 

A4. Table representation bond-length change for cubic CsCaX3 (X= F, Cl, Br and I) sys-

tems. 

Table A3. Change in the Bond-length of Ca-X (X= F, Cl, Br, I) before and after introducing the 

XCa antisite defect. 

 

 

 

 

 

 

 

 

 

Systems 

Ca-X bond-

length in 

pure struc-

ture (Å) 

XCa – X 

bond-length 

after intro-

ducing the 

defect (Å) 

Percent 

change in 

bond-length 

(%) 

CsCaI3 3.11 3.22 3.5 

CsCaBr3 2.88 2.95 2.4 

CsCaCl3 2.73 2.78 1.8 

CsCaF3 2.24 2.27 1.3 

A 

B 

X 

[BX6]4-  (a) (b) 
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A5. Effect of ClCa antisite defect on the electronic structure of cubic CsCaBr3. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A24. The total DOS of bulk cubic CsCaBr
3
 (a) without defect, (b) with BrCa antisite de-

fect and, (c) with ClCa antisite defect 
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A6. LOBSTER COOP plot for cubic CsCaBr3 and orthorhombic CsSrI3 in presence of 

antisite defect.    

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A25. Crystal orbital overlap population (COOP) analysis for (a) BrCa antisite defect with 

surrounding Br atoms in cubic CsCaBr3 and (b) ISr antisite defect with surrounding I atoms in 

the orthorohmbic CsSrI3. 

Pentamer 

Trimer 

(a) (b) 


