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Abstract

The landscape of cyber and other threats to Cyber Physical Systems (CPS), such as the Power Grid,

is growing rapidly. Smart and distributed devices capable of extensive inter- and intra- networking are

playing a more significant role in CPS thereby increasing the risks associated with such systems. Realistic

and reconfigurable testbeds with correctly implemented security policies capable of mitigating threats

are needed to develop, test, improve, and deploy practical cybersecurity solutions for CPS. This thesis

primarily discusses the design and implementation of ISAAC, the Idaho CPS Smart Grid Cybersecurity

Testbed, a cross-domain, distributed, and reconfigurable testbed, which emulates a realistic power utility

and provides researchers with the tools needed to develop and test integrated cybersecurity solutions.

Furthermore, the thesis showcases the post-implementation capabilities of the testbed through a two-

pronged validation: i) mapping with an ICS reference architecture model; and ii) an emulated cyber-

attack experimental scenario.
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Chapter 1: Introduction

Industrial Control Systems (ICS) are real-time operational infrastructure that operate and automate

critical processes. Supervisory Control and Data Acquisition (SCADA) systems are an important part

of ICS. SCADA systems are designed to provide real-time data from industrial processes, locally or from

remote locations [1]. Advances in automation technology and other digitalized movements have resulted

in a transition of ICS into Cyber Physical Systems (CPS) [2].

Cyber-physical systems (CPS) are complex inter-networked systems that consist of cyber components

for accessibility, computation and communication, closely interfacing with physical system components

typically called field devices such as sensors and actuators. In recent years, there has been an exponential

increase in the use and capabilities of CPS and these systems continually play an increasingly important

role in critical infrastructure. Examples of cyber-physical systems are power grids, autonomous systems,

robotics systems, health monitoring systems, etc.

CPS is also a widely used generic term for a variety of several control systems, such as SCADA

systems and modern smart grids. These systems consist of computing, electrical and mechanical compo-

nents with other automated or manual processes managed by human personnel. CPSs control physical

processes by integrating their sensing, actuation, transmission and computational capabilities to create

automated or semi-automated control of physical equipment in many industries such as: electric utilities,

manufacturing, sewage plants, distribution systems, aviation, autonomous systems and many more.

Traditional CPSs contain three parts: sensors, computation applications, and actuators. These per-

form three basic functions: i) sensing characteristics of the physical world such as temperature, electrical

measurement values etc.; ii) processing measurement data appropriately based on the data source; and iii)

generating response actions through actuation. The traditional architecture of this operation is depicted

in Figure 1.1

Traditional CPSs were air-gapped and designed on ”security by obscurity” with an assumption that

an attacker would lack sufficient knowledge about the operational characteristics of the system. Avail-
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Figure 1.1: Block Diagram of a CPS Operational System.

ability and safety dominated security concerns for traditional CPS but with the introduction of newer

technologies, confidentiality and integrity have become more critical security requirements.

With the transition of ICS to CPS, successful execution of cyber attacks against CPS have a potential

for disastrous consequences. A disruption in data transmission and processing activities of a CPS can

devastate system operations, resulting in loss of life, finances, and access to critical resources [3].

In recent decades, CPS have started using non-proprietary, non-vendor specific distributed devices.

The electric utility sector is increasingly adopting information technology to support their electricity

grids, creating smart grids. CPS have also started using newer feature mechanisms with non-proprietary,

non-vendor specific, and distributed devices such as: 1) digital fault recorders; 2) synchrophasor based

devices like Phasor Measurement Units (PMU) and Phasor Data Concentrators (PDC); 3) Advanced

Metering Infrastructure (AMI); 4) more capable Intelligent Electronic Devices (IEDs); and 5) wired and

wireless communications for data processing. Such distributed devices are all inter-connected in a CPS,

to form smarter power grids.

Smart grids are large CPSs that include smarter, inter-connected devices with advanced automation

capabilities. They are considered a vital part of the national critical infrastructure sectors by the De-

partment of Homeland Security of the United States of America [4]. The newer feature mechanisms in
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CPS have brought many advantages and risks [3]. They have has also increased the correlative threats

and vulnerabilities of the smart grid [5]. As such, CPS have become attractive targets for multiple threat

actors, e.g: state-sponsored attackers, hacktivist groups, etc. Attacks on CPS are increasing with time

and the growing threat landscape of smart grids remains a subject of interest for security researchers due

to the catastrophic impact of a security breach [6].

1.1 Problem

Cyber Physical Systems (CPS), such as smart grids, are essential pieces in critical infrastructure

worldwide. With advances in technology, most CPS are in a networked environment and the security

of the physical systems or machines depends on the security of the cyber or computational systems of

the CPS. However, cybersecurity was not typically a main design consideration in legacy power grid

equipment since the main concern was the availability of the physical operational systems. As CPS

owners continue to install remote network control devices and incorporate an exponentially increasing

number of insecure Internet-of-Things (IoT) or Industrial-Internet-of-Things (IIoT) devices in industrial

processes, new vulnerabilities are introduced to the operations of CPS.

The number of cyber-attacks being faced by CPS is increasing due to the advances in automation,

interoperability, security across multiple domains and availability requirements. Cyber Physical Systems

(CPS) are adopting a variety of distributed devices, which possess extensive inter- and intra- networking

capabilities. As such, CPS are experiencing an increased threat of cyber-attacks against them. Successful

execution of cyber-attacks on CPS has a potential to cause widespread loss of resources and utilities.

The 2018 Symantec Internet Security Report shows a 29% increase in CPS related vulnerabilities, with

165 recorded vulnerabilities affecting CPS technology in 2016, and 212 vulnerabilities in 2017 [7]. The

Cisco 2018 Annual Cybersecurity Report also shows that threat actors who want to target CPS to cripple

critical infrastructure are actively engaged in creating backdoor pivot points to facilitate future attacks

[8]. The report indicates that 31% of security professionals have already seen cyber-attacks in information

technology, and 38% expect cyber-attacks to extend into operational technology. This demonstrates that
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cyber-attacks against CPS are increasing rapidly.

Threat actors target critical components of the smart grid through their exposure to external networks,

such as corporate networks and the Internet. Recently, a number of cyber-attacks such as malware

campaigns have been aimed at collecting information on CPS across North America and Europe. Such

adversarial activities have raised concerns among cybersecurity researchers. As a result, CPS protection

models such as the HESTIA (High-level and Extensible System for Training and Infrastructure risk

Assessment) system [9], [10], have been suggested as a feasible solution to strengthen CPS security .

To create a secure and resilient CPS, security research in the field of CPS must be tested and validated

in a real-world environment. It is difficult to test CPS research on a real environment because the potential

of unintended and unknown negative effects that the testing could create is too high. To test and validate

such research, development of a realistic and experimental infrastructure, such as a testbed is needed.

Testing resiliency, i.e., the ability to sustain attacks, of a CPS versus cyber-attacks is also challenging

to perform on a live environment. A comprehensive testbed will also provide a realistic environment to

study complex cyber-physical systems, that cannot be accurately evaluated using only simulation tools.

In power systems, for example, both the complexity and real time interactions with communication and

control hardware cannot be reflected by offline simulations. Developing a testbed can also positively

impact CPS education.

1.2 Proposed Solution

Many research programs at academic institutions and government agencies are focused on the design

and implementation of CPS testbeds. These programs are developing several strategies to mitigate

attacks against a CPS. To analyze and assess the security of smart grids, realistic environments with

proven experimental programs become necessary for cybersecurity research. Such realistic environments

should ideally also be capable of simulating attack-defend scenarios. Such a comprehensive environment

will help in securing CPS through development of novel security systems.

In this thesis, we introduce the design and implementation of ISAAC, the Idaho CPS Smart Grid
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Cybersecurity Testbed. ISAAC is a crossdomain, distributed, and reconfigurable testbed, which emulates

a realistic power utility and provides researchers with the tools needed to develop and test integrated

cybersecurity solutions. The testbed capabilities include: 1) Fully emulated power utility modeling

capable of integrating multiple substations with SCADA control networks; 2) Emulated wide-area power

transmission and distribution systems, 3) Fully emulated SCADA and ICS control centers, 4) Advanced

visualization and cyber-analytics, including machine learning. ISAAC enables the development, testing,

evaluation, and validation of holistic cyber-physical security approaches for cyber physical systems and

modern power grid CPS systems.

1.3 Contributions

The problems outlined in the previous section were tackled using three distinct approaches: I) design

and implementation of an adaptive and reconfigurable cyber-physical systems testbed with hardware-in-

the-loop controllers. The testbed was designed for real time experimental research aimed at investigating

and observing the impact of possible cyber-attacks and evaluating the performance of new cybersecurity

solutions on the smart grid using real automation controllers, IEDs, SCADA software, and cyber-physical

networks; II) validation of the capabilities of the testbed using an experiment case study and an ICS

architecture reference model; and III) design, architecture and implementation of enhancements to ensure

usability and security of the testbed.

Contribution I is the design and implementation of ISAAC, the Idaho CPS SCADA Cybersecurity

testbed at the University of Idaho. ISAAC, is an adaptive and reconfigurable cyber-physical systems

testbed. ISAAC can also be used to test resiliency of CPS in an ”under cyber-attack” type of scenarios.

It consists of power utility and cyber system resources that enable researchers to perform simulations

of smart grids and other CPS. Contribution I is outlined in Chapter 2. Chapter 3 further discusses the

implementation of the testbed, including it’s current and potential utilization and security considerations

to ensure the Confidentiality, Integrity and Availability of the testbed.

Contribution II discusses an experimental validation of ISAAC using a microgrid simulation and sim-
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ulated attack scenario against physical microgrid controllers, using real attack simulation tools and an

industry-standard Supervisory Control and Data Acquisition (SCADA) software. This contribution also

outlines the mapping of the ISAAC’s layout with a standard benchmark for CPS architectures using

logically segmented zones to secure the enterprise and the CPS network zones to form an integrated en-

terprise architecture using the Purdue Model for Control Hierarchy Logical Framework (Purdue reference

model) [11]. Contribution II is outlined in Chapter 4.

Contribution III outlines how we ensure the Confidentiality, Integrity and Availability (CIA) triad of

the testbed and it’s environment using: i) experiment isolation methods; and ii) intrusion detection. We

also provided recommended security strategies to further enhance the design and security of the testbed.

Contribution III is outlined in Chapter 5

1.4 Author’s Related Refereed Publications

Two of the contributions presented in this thesis have already been published through conference

article publications. The publications were achieved in the process of conducting graduate research

toward obtaining a Master of Science degree in Computer Science. This thesis includes additional details

that were not included in the publications due to length restrictions and additional work developed. There

may be paragraphs or sections that are verbatim of the published articles. The conference articles were

copyrighted by the Institute of Electrical and Electronics Engineers (IEEE) with copyright and credit

notice outlined in Appendix A.

In this section, I highlight two bibliographic entries applicable to the IEEE copyright. Entry 1

highlights the design and implementation of the cybersecurity CPS smartgrid testbed (see Chapter 2).

Entry 2 outlines the attack validation experimental case study of the testbed (see Chapter 3 and Chapter

4). A few sections in Chapter 5 were also copyrighted by IEEE, however, additional details are provided

on experiment isolation and intrusion detection approaches for the testbed and its environment.

1. Oyewumi, Ibukun A., Jillepalli, Ananth A., Richardson, Philip, Ashrafuzzaman, Mohammad,

Chakhchoukh, Yacine, Johnson, Brian K., Haney, Michael A., Sheldon, Frederick T. and Conte



7

de Leon, Daniel, ”ISAAC: The Idaho CPS Smart Grid Cybersecurity Testbed,” 2019 IEEE Texas

Power and Energy Conference (TPEC), College Station, TX, USA, 2019, pp. 1-6. doi: 10.1109/T-

PEC.2019.8662189.

2. Oyewumi, Ibukun A., Challa, Hari, Jillepalli, Ananth A., Richardson, Philip, Chakhchoukh, Yacine,

Johnson, Brian K., Conte de Leon, Daniel, Sheldon, Frederick T. and Haney, Michael A., ”Attack

Scenario-based Validation of the Idaho CPS Smart Grid Cybersecurity Testbed (ISAAC),” 2019

IEEE Texas Power and Energy Conference (TPEC), College Station, TX, USA, 2019, pp. 1-6. doi:

10.1109/TPEC.2019.8662168.

1.5 Thesis Overview

The remainder of this thesis is structured as follows: Chapter 2 outlines the design overview of the

ISAAC testbed with a detailed description of ISAAC’s architecture and its components. Chapter 3

further discusses ISAAC’s implementation through a review of current and potential uses. Chapter 4

puts forth an experimental and formal reference model validation of the ISAAC testbed using an attack

scenario and a standard benchmark for CPS architectures. Chapter 5 discusses design and architecture

enhancements to ensure the Confidentiality, Integrity and Availability (CIA) triad of the testbed and its

environment. Chapter 6 discusses about similar, related projects and also lays out the difference between

the related work items and ISAAC. Chapter 7 proposes possible future work for the ISAAC testbed.

Finally, Chapter 8 summarizes the content of the thesis, direction of the research and provides a brief

conclusion. A complete list of bibliography follows.
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Chapter 2: The Idaho CPS Smart Grid

Cybersecurity Testbed Design

The Idaho CPS Smart Grid Cybersecurity Testbed (ISAAC) facilitates an experimental research en-

vironment to assess the security level of a CPS organization or any part of it. ISAAC is divided into three

modules: 1) the Securing Cyberphysical systems ANalytics, Visualization, IoT, and machine Learning

Laboratory of Enquiry (SCANVILLE); 2) the Reconfigurable Attack-Defend Instructional Computing

Laboratory (RADICL) [12]; and 3) the Power lab Testbed (PoT). Figure 2.1 shows a high-level block

diagram of the ISAAC testbed.

Figure 2.1: High-level Block Diagram of the Idaho CPS Smart Grid Cybersecurity Testbed (ISAAC).

SCANVILLE is the enterprise center equivalent of a CPS organization and it consists of infrastructure

that aid in the process of: 1) monitoring, evaluating, assessing, and testing SCADA network architecture;



9

and 2) development of resilient models and defense mechanisms for securing SCADA networks. RADICL

enables carrying out real-time experimental cyber-attacks from a virtually air-gapped or air-locked com-

puting laboratory. The PoT consists of physical industrial control devices such as automation controllers

and protection relays. The PoT can also simulate realistic electromagnetic transient time domain behav-

ior using a Real Time Digital Simulator (RTDS) [13]. Using RTDS simulations, PoT is able to provide

hardware-in-the-loop simulations for demonstrating the practical impacts of cybersecurity on industrial

control processes.

SCANVILLE, RADICL, and PoT are fully implemented, and are interconnected through programmable

high-performance Ethernet switches and a dedicated on-campus fiber network with switch-to-switch Me-

dia Access Control Security (MACSec) encryption. The ISAAC setup provides a realistic enterprise-level

SCADA network with several experimental computing nodes. ISAAC can also be used in simulating CPS

organizational models, such as the METICS-Acme model [9]. It can also be used to simulate the real

time behavior of power systems such as the IEEE 14 bus system [14].

Connectivity between ISAAC and other research laboratories and branch-campuses across Idaho is

planned through the Idaho Regional Optical Network (IRON). IRON is a high-density fiber-optic network

backbone.

2.1 The Idaho CPS Smart Grid Cybersecurity Testbed (ISAAC)

Architecture

Figure 2.2 shows a detailed architecture that depicts the current implementation of ISAAC, which

replicates up to four electrical power substations controlled by an enterprise center. ISAAC provides

capabilities to: 1) conduct cyber-security analytics; and 2) visualization features to centrally monitor

and control activities on the test bed. The categorization of ISAAC’s components are as follows:

1. Physical Components

• PoT’s Simulation
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Figure 2.2: ISAAC’s Logical Connectivity Diagram.

• PoT’s Substations

• SCADA Control

2. Cyber Components

To increase readability of each of the components’ explanations, let us segregate each of the compo-

nents into individual sections.

2.1.1 Power Lab Testbed’s Simulation Component

ISAAC’s PoT module utilizes a RTDS to simulate a power grid utility. RTDS is a power system

simulator that creates a real-time simulation environment and facilitates testing of physical equipment,

such as control and protection devices and sensors, to create models for power system flow cases. A
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graphical user interface, RSCAD, is used to build power system models for the simulator. The RTDS

is interfaced with real, physical power devices, such as relays and Phasor Measurement Units (PMUs),

through analog and digital input interface cards, to evaluate the behavior and impact of these devices

under different scenarios.

At the substation level, IEDs communicate with the RTDS using analog or digital inputs. The Real

Time Automation Controllers (RTAC) process SCADA measurements by connecting with intelligent

electronic devices (IEDs) using DNP3, IEC 61850 GOOSE protocols, and analog inputs. Communication

between the RTACs and the SCADA servers occurs via the DNP3 (Distributed Network protocol). The

RTDS devices communicate with the SCADA control servers using the IEC 61850 and DNP3 protocols.

A single RTAC module in the SEL-2240 Axion node serves the DNP3 protocol to enable situational

awareness and wide-area system measurement in SCANVILLE.

The pattern of Light Emitting Diodes (LEDs) on the commercial protection and control hardware

allows a viewer to visualize electrical activity and status of the equipment. The devices are deployed

in a segmented network enclave, that is established using a programmable Virtual Local Area Network

(VLAN) switch. They communicate with the substation control devices using hardwired connections

(analog and digital inputs), and Ethernet communication is used for managing the hardware and other

control communication.

2.1.2 Power Lab Testbed’s Substations Component

ISAAC’s PoT module replicates up to four power substations consisting of physical industrial control

devices, such as IEDs, measurement units, and data concentrators. These devices are interfaced to the

RTDS hardware to provide a complete control hardware loop, which aids in studying the impact of control

events on the physical layer. The substation models are designed to be scalable for facilitating an increase

of the RTDS electric power generation model’s size and scope. The RTDS can model additional SCADA

nodes internal communication through its Giga Transceiver Network Interface Card (GTNET).

ISAAC has four substations that are segmented into different VLANs. These four substations help

emulate real-world power utility substations, which are geographically distributed. Each substation
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consists of the following:

1. A Schweitzer Engineering Labs (SEL) 3620 Ethernet Security Gateway, which serves as the sub-

station’s firewall to enable: secure connectivity between the substation internal network and the

external SCADA network, audit trail provisioning, and IED password management.

2. A SEL-2740S Software Defined Network (SDN) Switch, for providing Ethernet communication and

centralized traffic flow.

3. A SEL-5056 Software-Defined Network Flow Controller, to provide traffic engineering flow control

for the SDN switch.

4. Two substations have SEL-411L Protection and Control System Relays, to enable: line current

differential protection, breaker failure detection, and traveling-wave fault locator.

5. Two substations have SEL-487B Protection Relays, for providing busbar protection and breaker

monitoring.

6. A SEL-2240 Axion, which provides a modular I/O control solution that consists of: SCADA remote

terminal, fault recorders, IEC 61850 GOOSE concentrator, trip coil monitors, distributable Phasor

Measurement Unit (PMU) serving IEEE C37.118.1a-2014 compliant synchrophasor data, event

recorder, and SCADA data concentrator.

7. One SEL-3530 Real-Time Automation Controllers (RTAC). Additional relays can be placed in the

substation as needed.

An SEL-2488 satellite synchronized network clock integrates the PoT to the Global Navigation Satel-

lite System (GNSS). GNSS distributes precise time, coordinated with universal time (UTC), via multiple

output protocols, including Inter-range Instrumentation Group-B (IRIG-B) and the Network Time Pro-

tocol version 4 (NTPv4) with an accuracy of about ±40 nanoseconds (ns) on an average and ±100ns at

peak. Precise timing is provided to relays, IEDs, and PMUs. Precise timing is an important requirement

for synchrophasor functionality. Additionally, the SEL-2241 RTAC module on the SEL-2240 Axion can
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serve synchrophasor data and act as a Phasor Data Concentrator (PDC). Functionalities of the PDC

are to: 1) concentrate synchrophasor data from several PMUs that are compliant with IEEE C37.118

protocol; 2) time-tag and archive the data to create wide-area systems’ measurement; and 3) provide

situational awareness at the control center. Measurement signals from the outstation devices are pro-

cessed by the automation controllers within the substation using DNP3 SCADA Protocol, for real-time

information exchange using DNP3 SCADA protocol.

2.1.3 ISAAC’s SCADA Control Component

A SCADA enterprise center, located in the SCANVILLE module, provides a facility for remote human

monitoring and control of the outstation devices and the overall ISAAC testbed. To simulate a modern

enterprise center, General Electric (GE) SCADA applications were installed on x64 server operating

systems. The GE applications suite consists of the following: 1) GE iFIX SCADA, acting as SCADA

master and a Human-Machine Interface (HMI) server; 2) GE Webspace, which facilitates advanced control

and visualization capabilities; 3) GE Web HMI, a model-based HMI, that is used to improve situational

awareness; and 4) GE Historian - for data collection, storage and aggregation of SCADA measurements.

A Catapult DNP3 OPC [OLE (Object Linking and Embedding) Process Control (OPC)] driver was

installed on the GE iFIX server, to provide control devices with an easy and reliable method to process

SCADA-specific protocols. The OPC drivers also provides communication between master-slave device

pairings. SCADA control actuation is triggered when an automation controller writes data to the OPC

server. The OPC server updates the outstation device state with the actuator command if needed, to

produce a state change in the electrical process of the RTDS devices. Such an OPC update can be

conducted through either the intervention of a human operator or automatic SCADA data tags.

A highly visible, wall-mounted display is installed in the Power lab Testbed enterprise room, using

an IRIG-B synchronization with SEL-3401 digital clock. The clock provides time with an accuracy of

±100ns. The SCADA servers are segmented into separate network enclaves, to ensure the enforcement

of access control policies within ISAAC. The substation devices and the RTDS hardware are managed

using an out-of-band management VLANs on a dedicated, Open Systems Interconnection model (OSI)
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Layer-3 management switch.

2.1.4 ISAAC’s Cyber Components

The cyber architecture of ISAAC depicts commonly used information technology and security com-

ponents in critical infrastructure systems. The TCP/IP suite is used for wired network communication

and the IEEE 802.3 based Ethernet protocol is used for wireless connectivity [Wireless connectivity is

not available for ISAAC connected devices]. The RS-232 serial communication protocol is also used

for inter-connectivity between some legacy control devices. Using networking devices is necessary for

a SCADA network to establish a communication channel for the environment. A few substations use

the Inter-Control-Center Protocol (ICCP), to facilitate data exchange over Wide Area Networks (WAN),

between different utility control centers.

ISAAC consists of a variety of networking devices, which enable communication between power and

cyber equipment, over a physically air-gapped communication channel. OSI Layer-3 switches are used

to provide network routing. The routing decisions made by OSI Layer-3 switches are based on: 1)

the source and destination addresses, and 2) Access Control Lists (ACLs). The Layer-3 switches also

provide a reduction in broadcast domains through VLAN mechanisms. The Layer-3 switches interconnect

the RADICL, SCANVILLE, PoT, and IRON networks. Atthe substation level, network firewalls, with

stateful and deep packet inspection, provide secure network access to substation devices.

ISAAC’s SCANVILLE module is capable of providing visualization data representing all instances

of: SCADA servers, network VLANs, infrastructure management and automation applications. The

visualization data can be used to conduct critical infrastructural security analytics research. SCANVILLE

utilizes a set of security monitoring tools such as: Security Information and Event Monitoring (SIEM) and

Network Intrusion Detection System (NIDS), to provide real-time security monitoring and data analytics.

Media Access Control Security (MACSec), an IEEE 802.1AE compliant security technology, is planned

for encrypting the communication between the SCANVILLE, RADICL, PoT, and IRON. MACSec uses

AES-256 bit ciphers, to provide secure communication for almost all types of traffic on Ethernet links, and

it identifies and prevents external security threats such as denial of service, intrusion, man-in-the-middle,
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and playback attacks [15]. [This MACSec approach has been implemented between the testbed switches.]



16

Chapter 3: Utilization and Security

Considerations for ISAAC

In this chapter, we discuss the current and potential utilization of the testbed. We also outline the

security considerations employed to ensure the Confidentiality, Integrity, and Availability (CIA) of devices

installed within the testbed infrastructure.

3.1 ISAAC’s Current Utilization

The Idaho CPS Smart Grid Cybersecurity Testbed (ISAAC) components are fully implemented. The

simulation devices, substation components and industrial SCADA software are deployed in the Power lab

Testbed (PoT). The Securing Cyberphysical systems ANalytics, Visualization, IoT, and machine Learn-

ing Laboratory of Enquiry (SCANVILLE) and Reconfigurable Attack-Defend Instructional Computing

Laboratory (RADICL) are also functional with ongoing efforts to inter-connect the laboratories in a fed-

erated architecture, using a high-speed network channel. While the ongoing inter-laboratory integration

is being finalized, researchers leverage ISAAC to conduct cybersecurity research by using a localized

server infrastructure within PoT. Experiments to validate several research works have been conducted

using ISAAC’s current implementation. [This connectivity has been implemented after publication].

Amarasinghe et al. created a microgrid simulation and a cyber-network, which is connected to the

microgrid [16]. They used ISAAC’s SCADA, visualization and cybersecurity capabilities to generate

experimental results. The experiments dealt with analysis of network data and included collecting packet

streams from ISAAC’s communication channel, during a Denial of Service (DoS) attack on ISAAC. As a

result of the experiments, a machine-learning-based framework for data-driven health monitoring of CPS

was also created [16].

Penkey et al. created a system model containing distributed resources, which are connected to a

utility grid [17]. For creating their model, Penkey et al. used an earlier implementation of ISAAC-PoT’s
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simulation component, automation controller, and relays. Their model also analyzed the capability of

a utility system, when handling severe contingencies such as: extreme weather, natural disasters, major

generation failure, loss of transmission lines, and cyber-attacks [17].

ISAAC’s adaptability was demonstrated by Chilukuri et al., who modeled a thermal power-generating

station using an earlier version of ISAAC’s simulation and PoT components [18]. Their model also aimed

to improve the reliability and security of the generation station protection schemes. This was achieved

by proposing an approach to enhance the performance and coverage of backup protection schemes, using

sampled values of the IEC 61850 standard. This model also introduced a synchronism element checking

mechanism to address the challenges involved in generator protection schemes [18].

A number of cybersecurity research projects are ongoing, which are slated to make extensive use of

ISAAC’s capabilities. These research projects are related to the improving resiliency and risk assessment

of CPS, detection of stealth cyber-attacks against state estimation, and application of machine learning

to detect false data injection in CPS [6].

3.2 ISAAC’s Potential Utilization

3.2.1 Real-Time Cyber Attack Simulation Using RADICL

RADICL facilitates hands-on teaching and research in the areas of information assurance, cyber-

defense, and modern computing platforms and networks [19]. The laboratory provides a secure and

contained environment that facilitates forensic investigation, penetration testing, and experimental anal-

ysis, aimed at securing critical infrastructure. As such, RADICL has the ability to strengthen critical

infrastructure by enabling conduct of experimental, realistic, and sophisticated cyber-attacks against

ISAAC. In addition, RADICL enables researchers to develop realistic red team versus blue team exer-

cise environments that depict practical threat scenarios. RADICL also facilitates educational teaching

exercises for critical infrastructure cyber-defense classes
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3.2.2 Visualization and Security Analytics using SCANVILLE

SCANVILLE provides real-time visualization data for the overall ISAAC testbed. SCANVILLE is

vital for emulating a real-world enterprise center of a critical infrastructure utility. SCANVILLE provides

a human operator with comprehensive overall system data, that can be used to conduct security prognos-

tics. Visualization data can also be used to: 1) monitor the overall system for device and environmental

well-being; 2) detect real-time attacks; and 3) identify trends, to support better decision making.

SCANVILLE consists of: 1) security and automation control monitoring screens; 2) networking equip-

ment that are typically found in an automation control utility; and 3) a monitoring and visualization

platform. The human operator of SCANVILLE can assess and regulate violations when simulating

threats and adversarial incidents. Such functionality can be used to understand the “under-attack” be-

havior and response of critical infrastructure and its’ networks. Visualization and security analytic tools

of SCANVILLE module include: vulnerability scanner, SIEM, Lightweight Directory Access Protocol

(LDAP) server, Elasticsearch, Logstash Kibana, Intrusion Detection System (IDS), transmitters, and

monitoring screens.

3.2.3 ISAAC’s Experimental Capabilities

ISAAC facilitates building capacity in the area of developing practical and realistic CPS security

research. ISAAC also provides a realistic emulation environment for comparative testing and validation

of different CPS security research approaches. ISAAC can be used to demonstrate and investigate vul-

nerabilities, exploit them, and assess their impact in a realistic environment that emulates a real-world

power utility’s SCADA network. ISAAC also facilitates an experimental environment that can be used

in a CPS cyber-defense training curriculum. Examples of teaching usage are: 1) vulnerability assessment

for vendor-specific devices; 2) threat modeling and risk analysis of possible cyber-attacks; 3) intrusion

detection training; and 4) learning forensic techniques for analyzing the aftermath of an attack on a real

time distribution system.
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Some examples of experimental capabilities provided by ISAAC are: 1) simulation of holistic CPS

organizational models, such as METICS Acme Corp. model [9]; 2) the simulation of real-world attack

case studies, such as false data injection attacks on state estimation [20] and replay attacks; 3) simulation

of best-effort damage mitigation models [21]; and 4) security evaluation of power grid using the RTDS.

3.2.4 Remote Utilization

We have also completed plans and designs to enable us to expand the ISAAC testbed to other branch

campuses across the State of Idaho. This connection will be by means of an OSI layer 2 Tunneling protocol

on the Idaho Regional Optical Network (IRON). IRON is a high-speed fiber-optic backbone that facilitates

advanced interconnectivity and networking amongst public institutions in Idaho and other Northern Tier

States [22]. IRON is currently expanding its backbone link capacity to 100Gbps. For ISAAC, the current

plan is that all cross laboratory VLANs will be mapped one-to-one into a virtual VLAN in IRON. This

expansion may also enable the testbed to grow by adding laboratories at other academic and research

institutions across the State of Idaho and the Northwest.
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Chapter 4: Experiment and Formal Model

Validation

In this chapter, we discuss an attack scenario-based validation of ISAAC using a 21 bus microgrid

system, a simulated infrastructure scenario and experimental attack cases.

4.1 Experimental Validation Using an Attack Scenario

ISAAC uses a Real Time Digital Simulator (RTDS) to create a real-time virtual power system simu-

lation environment which aids in studying the impact of control events on the physical layer. To explain

the working of the testbed, we present a single line diagram of a 21 bus microgrid system with breakers on

connected lines. The microgrid system simulates the power flow, including disturbances, and transmits

information using Distributed Network Protocol 3 (DNP3). The microgrid system is simulated on the

RTDS and connected to external devices through analog and digital channels to achieve hardware-in-the-

loop simulations. The grid has two hydro generators, which are modeled using RTDS library components.

These components include the IEEE type 1 Excitation system, IEEE type 1 Governor system, and several

voltage-behind-reactance modeled sources to supply energy to the loads. Figure 4.1 shows the single line

diagram of the 21-bus microgrid system.

To create a holistic hardware-in-the-loop emulation, several components have to be simulated as a

close-enough simplified model to save resources for the critically required components such as DNP3 block,

transformers, breakers, and various buses as nodes. The required components have been adjusted to meet

the resource limitations, and allow later introduction of new components in the system. Since the data

generated by the power system must be sent over the networking devices, the RTDS GTNET (Gigabit

Transceiver Network Interface) card is used. We have created and configured a DNP3 transcription

created on set parameters in a built in component in the RSCAD (Realtime Simulated and Computer

Aided Design) draft to match network parameters of the connected Ethernet interfaces.
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Figure 4.1: Single-Line Diagram of ISAAC’s 21-Bus Microgrid Model.

The DNP3 block is configured to act as a master-slave system, to which unsolicited polls are sent by

the microgrid controller. A RTAC (Real-Time Automation Controller) device, acting as a slave-server,

receives the data from the RTDS. A DNP points list is created for all the variables available in the power

system model and shared between the intercommunicating devices. These variables are then mapped

to the sources from components where the data is captured for the simulated model in the microgrid

controller. Table 4.1 shows an excerpt of the points list created on the RTAC, to map a few of the needed

variables for the physical data.

Table 4.1: DNP3 Points List Map For Intercommunicated Variables

S/N Client DNP Point Server Map Point Name

87 Client DNP.AI 00087 Map DNP.AI 00087 S1) N49
88 Client DNP.AI 00088 Map DNP.AI 00088 S1) N50
89 Client DNP.AI 00089 Map DNP.AI 00089 S1) N51
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We validate[d] the ISAAC testbed by performing attack scenario-based experiments. Due to man-

power and access time restrictions, an exhaustive analysis of all possible cyber-attacks is not feasible.

Therefore, we demonstrate an attack scenario that is commonly encountered by CPS in the real world.

The attack scenario consists of two experiments: a network reconnaissance campaign, followed by an

Address Resolution Protocol (ARP) poisoning attack. In our scenario, we play the role of an attacker.

Our attack scenario adopts the following threat model: an outside attacker has gained remote access

to the microgrid communication network using a spear phishing attack on company employees. The at-

tacker is able to compromise a company employee and has access to the employee’s remote authentication

credentials. The attacker gains access to microgrid’s engineering console by pivoting the compromised

employee’s credentials through the corporate network. Through the engineering console, the attacker

obtains access to the SCADA servers and substation control network. Figure 4.2 depicts a visual repre-

sentation of our attack scenario.

4.1.1 Experiment 1: Network Reconnaissance Campaign

In a CPS environment, an attacker can capture and analyze packets, including ones from the control

network. Through packet analysis, the attacker can map a network and gather information about devices

connected into the network. The attacker is then able to analyze the devices and find a device which is

vulnerable to exploitation. Network reconnaissance and other related activities are important to carry out

an attack. Reconnaissance also informs an attacker about the potential reward of successfully executing

an attack.

In the first stage of this experiment, we record network traffic from multiple vantage points on the

corporate network. By sniffing network packets of the captured traffic, the attacker is able create a list

of vulnerable hosts and protocols, which can be used in subsequent attack stages. In the second stage of

this experiment, the attacker scans for vulnerable live services running on vulnerable hosts. The attacker

performs these scans by launching a series of NMap (Network Mapper) scans. The attacker also captures

network-based operational control data to passively analyze the network layout.
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Figure 4.2: Visual Representation of the Attack Scenario Used to Validate ISAAC Testbed.

Results: The attacker was able to understand the topology of operational control network. Passive

data containing protocol messages and network activity logs were collected. The attacker was also able

to ascertain valuable CPS operational data from the control network’s data.

4.1.2 Experiment 2: Address Resolution Protocol (ARP) Poisoning At-

tack

Devices that need to communicate on an Ethernet network broadcast Address Resolution Protocol

(ARP) queries to other devices for obtaining their MAC (Media Access Control) addresses. In this

experiment, an attacker injects malicious ARP packets in the network.
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Using Ettercap, we launch a man-in-the-middle attack and disrupt the communication on the network.

The disruption is carried out by sending ARP requests/replies to devices in the microgrid network, which

poisons their ARP cache. We perform the same attack on the control network, the SCADA network, and

other critical networks. Once all the ARP caches are poisoned, the controllers send their packets to us.

We can then, in turn, can carry out further attacks or modification on the packets.

Results: The attacker was successful in sending malformed packets to the devices connected to the

compromised networks. We are also successful in blocking packet flow to components, like the Data

Historian. As shown in Figure 4.3, the Historian stopped receiving data after we executed the ARP

attacks. In addition, the SCADA Human-Machine Interface (HMI) also displayed no data during the

attack duration. Using a packet sniffer, the attacker observed several retransmission packets on our attack-

machine during the attack phase. The attacker was also successful in using ARP poisoning to confuse the

measurement processing and storing features from field devices to the HMI. Normal operations resumed

soon after we stopped the attacks. Recreating similar attacks on real world CPS networks could result

in serious catastrophic consequences, such as: economic loss, damage to equipment, or a local blackout.

Figure 4.3: Historian Receive Rate During an ARP Attack.
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In addition to our attack scenario-based validation discussed here, ISAAC has also been previously

used for CPS security research and education programs [16], [18], [17] . While cybersecurity experiments

are considered important, it is worthwhile to note that security is not the only objective of the ISAAC

testbed. ISAAC is planned to be utilized as a platform to: 1) conduct multiple CPS research programs

(as discussed in Section 1.3) and 2) teach hands-on CPS related concepts.

4.2 Formal Validation Using the Purdue Reference Model

In this section, we map the ISAAC testbed with the Purdue Model for Control Hierarchy Logical

Framework (Purdue reference model) [23].

The Purdue Model for Control Hierarchy is an industry adopted model developed by the International

Society of Automation (ISA-99) from the Purdue Enterprise Reference Architecture [23]. It is a standard

benchmark for CPS architectures using logically segmented zones to secure the enterprise and the CPS

network zones to form an integrated enterprise architecture. The model consists of six levels which are:

1) Level 5: Enterprise network; 2) Level 4: Site business and logistics; 3) Level 3: Site operations; 4)

Level 2: Area supervisory control; 5) Level 1: Basic control; 6) Level 0: The process.

ISAAC was designed as a multi-level, tier-based, and hierarchical smart grid testbed to meet all

the requirements of the Purdue reference model. When mapped to the model, ISAAC consists of the

following architectural layers: Level 0: simulated instrumentation field devices; Level 1: protection

and control devices; Level 2: substation supervisory control; Level 3: control center and supervisory

control applications with management networks; Levels 4 and 5: System operations and corporate IT

infrastructure, respectively. ISAAC’s architectural layers enable us to simulate several realistic attack-

defend scenarios to study smart grids at each level and to observe the corresponding impact of control

events on the physical layer. Figure 4.4 shows the mapping of ISAAC testbed to the Purdue reference

model.
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Figure 4.4: Mapping Between ISAAC Testbed and the Purdue Reference Model.
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Chapter 5: Design and Architecture

Enhancements

The Confidentiality, Integrity, and Availability (CIA) of devices installed in the Idaho CPS Smart

Grid Cybersecurity Testbed (ISAAC) network plays a significant role in ensuring the overall security of

the ISAAC network against cyber attacks. This section summarizes ISAAC’s security considerations. In

this chapter, we outline design and architecture enhancements to ensure the CIA triad for the testbed

and its environment in two sections: i) implemented enhancements; and ii) recommended enhancements.

5.1 Implemented Design Enhancements

5.1.1 Network Segmentation and Isolation

To provide design-level defense, ISAAC’s network was classified into sub-networks. Sub-networking

creates functionally segmented and isolated networks. Virtual Local Area Networks (VLANs) and De-

Militarized Zones (DMZ) with stringent access control policies were created to improve security, perfor-

mance, and create better access control. Power lab Testbed (PoT) substations, Real TIme Digital Simu-

lator (RTDS) hardware, Reconfigurable Attack-Defend Instructional Computing Laborator (RADICL),

and PoT servers each can be segmented into separate VLANs so that researchers can also look at poorly

implemented examples. Each VLAN has an explicitly-defined access control list. To prevent exfiltration of

experimental research activities to other networks, we deploy containment using physical and logical link

isolation. The isolated containment results in a virtually air-gapped or air-locked ISAAC environment,

where communication is highly controlled.

We implemented PFSense, a network packet filtering firewall and router based on FreeBSD, to en-

force logical segmentation of experiments. The router provides features such as load balancing, threat

management and many more. It segments ISAAC substations, RTDS, Supervisory Control and Data

Acquisition (SCADA) and Security servers into distinct logical VLANs and facilitates the segmentation
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and isolation of experiments. Figure 5.1 shows the experiment isolation architecture for ISAAC.

Figure 5.1: Diagram of Logical Isolation of Substations Using a Network Router.

In Figure 5.2, we outline the detailed experiment isolation architecture currently in use within

ISAAC’s environment. We ensure the deployment of a unique packet filter per experiment to facilitate

re-configurable and contained set of unique experiment.

5.1.2 Firewalls

To provide perimeter-level defense, firewalls are widely deployed. ISAAC’s firewalls also prevent direct

egress and ingress connections between an external network and the experimental environment. Stringent

access control lists are configured between communicating devices to prevent exfiltration and infiltration

of unauthorized external connections.
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Figure 5.2: Diagram of Experiment Isolation Using a Network Router.

5.1.3 Intrusion Detection

To provide real-time security and monitoring, an IDS is deployed in transparent mode. We imple-

mented Zeek IDS cluster deployed in cluster mode. The IDS integrates to the network switches through

port mirroring and Switched Port Analyzer (SPAN). Using an IDS, network usage policies can be enforced

by analyzing a copy of all network packets. IDS can also be used to addresses various attack vectors from

real cyber-attacks that may target SCADA operating systems, protocols, and networks within ISAAC.

Strict NIDS rules are implemented to detect anomalies between critical network zones and the Internet.

Through the use of NIDS, experiments that try to exceed their authorized network scope can be immedi-

ately stopped and further review would be conducted to re-validate such experiments. Figure 5.3 shows

a sample connection log from the IDS.
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Figure 5.3: Screenshot of Connection Logs From Zeek IDS.

5.1.4 Air-gaps and Regular Updates

ISAAC’s network segments are virtually air-gapped from the enterprise network of the University of

Idaho. The infrastructure of SCANVILLE, RADICL, and PoT modules are currently manually main-

tained with the latest security updates. A dedicated substation VLAN segment is also used for testing

firmware updates, prior to deploying such updates on ISAAC devices.

5.2 Recommended Design Enhancements

5.2.1 Web Proxy

For patch management and other critical services requiring Internet connectivity, a web proxy with

Internet filtering, antivirus, antispam, and statistic engine features is recommended to be deployed in

reverse proxy mode. The web proxy would provide controlled and restricted Internet access. Through



31

its update caching enforcement feature, the web proxy server can fetch the necessary security updates

from the Internet and locally distribute such updates to ISAAC servers and endpoints. The web proxy

eliminates a need to directly expose ISAAC to the Internet and implements the air-lock or virtual air-gap.

5.2.2 Node Re-Imaging

All of RADICL’s virtual machine instances and endpoint nodes are re-imaged upon completion of

experimental activities. The re-imaging process includes formatting and deallocation of operating system

files and data on endpoint nodes, which prevents reuse of data. New images from virtual machine

templates are re-deployed for subsequent experiments. We recommend a similar re-imaging strategy for

critical components of ISAAC that may be contaminated after an infectious experiment.

5.2.3 Planned ISAAC Security Assessment

A security assessment and evaluation of ISAAC should be planned to verify acceptability of ISAAC’s

security threshold. Potential assessors/evaluators could be Idaho National Labs (INL) or Pacific North-

west National Labs (PNNL).
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Chapter 6: Related Work

Cyber-physical testbeds are becoming an important part of Cyber-Physical Systems (CPS) security

studies and pre-production deployment evaluation. There exist several testbeds that are focused on

cybersecurity of Supervisory Control and Data Acquisition (SCADA) systems. This section highlights

testbed environments that have been developed for evaluating the SCADA part of a CPS organization.

The United States National SCADA Testbed (NSTB) program facilitates experimental research and

discovery, and development of methodologies to address energy sector’s critical security vulnerabilities

[24]. The NSTB program is a collaboration and consists of several laboratories. These partner labora-

tories offer expertise to secure SCADA and distributed control systems. The NSTB program also offers

testing and research environments, examples of which are: the Idaho Critical Infrastructure Test Range,

the Pacific Northwest Electricity Infrastructure Operations Center, and the Sandia Center for SCADA

Security. Such environments provide next-generation testbeds, including the state-of-the-art visualization

and modeling tools. The Idaho National Laboratory’s (INL) Critical Infrastructure Test Range, a part

of the NSTB, includes an electric grid and cybersecurity testbed with 15 Real Time Digital Simulator

(RTDS) racks to simulate a real-world power grid [25].

Ashok et al. describe the system architecture of a security testbed using simulation data derived

from Internet Scale Event and Attack Generation Environment (ISEAGE) [26]. Benzel et al. developed

and evaluated the experimental capability of the DETER testbed [27]. DETER consists of several ex-

perimental nodes built with Emulab suite and operates in two-clustered federated sites at University of

Southern California and University of California at Berkeley. Biswas et al. introduce the development

of a smart grid testbed for PMU and PDC testing [28]. Biswas et al.’s testbed implements industry

standard SCADA software and devices and it is used for real world utility-security evaluation. Davis et

al. describe a testbed developed using the PowerWorld power simulation and the Realtime Immersive

Network Simulation Environment (RINSE) suite [29]. Davis et al.’s testbed simulates parallel large-scale

networks and is a part of the Trustworthy Cyber Infrastructure for the Power Grid (TCIP) consortium.
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They provided attack descriptions and demonstrate the vulnerability of network clients to a Distributed

Denial of Service (DDoS) attack.

Benzel et al. present the DETER (cyber DEfense Technology Experimental Research) testbed infras-

tructure and its experimental program for conducting cybersecurity research [27]. Ashok et al. describe

the system architecture and experimental capabilities of a security testbed using cyber attack simulations,

derived from Internet Scale Event and Attack Generation Environment (ISEAGE) [26]. Koganti et al.

present a virtual testbed, which can simulate man-in-the-middle attacks against an CPS [30]. Jillepalli

et al. present a stockholder-based risk assessment model for CPS security [3].

Korkmaz et al. also describe an industrial control systems security testbed and propose a couple of

experiments [31]. The experimental focus of Kormaz et al.’s testbed is on time delay attacks.

The Idaho CPS Smart Grid Cybersecurity Testbed (ISAAC) stands out from the other testbeds

because of its capability: 1) to simulate of real cyber attacks using the Reconfigurable Attack-Defend

Instructional Computing Laboratory (RADICL); 2) to provide an integrated visualization and security

analytics tools using the Securing Cyberphysical systems ANalytics, Visualization, IoT, and machine

Learning Laboratory of Enquiry (SCANVILLE); and 3) to provide distance collaboration and learning

facility with multiple geographically distributed research and educational entities, using the Idaho Re-

gional Optical Network (IRON). Another distinctive feature of ISAAC is that its design considers both,

research and teaching, as points of focus.
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Chapter 7: Future Work

The Idaho Cyber Physical System (CPS) Smart Grid Cybersecurity Testbed (ISAAC) testbed is fully

functional except the integration to Idaho Regional Optical Network (IRON). There are few technology

implementation, policies and procedures that need to be implemented or created in order for it to reach

its full potential and usage.

We intend to integrate the testbed to the Idaho Regional Optical Network (IRON) to facilitate the

use of the testbed by other campuses of the University of Idaho. Efforts are also ongoing to define

security policies for data management: on-boarding, processing, collection and sharing of data; and

testbed utilization policies. We also intend to define procedures for: i) experiment setup and teardown;

ii) identity management and access control; and iii) testbed modification for experimental use-cases and

improvements; iv) exporting data for external collaboration; and v) secure access for remote research

collaboration.

We also proposed a few design enhancements highlighted in Section 5.2. The enhancements include

the use of: i) web proxy for security updates and internet access; ii) node re-imaging for containment and

device refresh; and iii) planned security assessment to verify acceptability of ISAAC’s security threshold

against secure architectural design principles and threat assessment.

—-
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Chapter 8: Summary and Conclusions

Cyber Physical Systems (CPSs) are increasingly becoming attractive targets for multiple threat actors.

Creation of secure CPS involves practical deployment of cutting edge CPS security research results. To

do that, CPS research must be performed, tested and validated on a real-world CPS environment. Cyber-

physical testbeds for CPS are becoming increasingly necessary to analyze and secure CPS organizations.

These testbeds need to be comprehensive enough to simulate realistic attack-defend scenarios. ISAAC,

the Idaho CPS Smart Grid Cybersecurity Testbed, is one such comprehensive testbed.

In this thesis, we discussed the limitations of being able to validate and test research on real-world

CPS utilities. We presented the design, architecture and functional explanations of ISAAC: Idaho CPS

Smart Grid Cybersecurity Testbed, an environment which emulates a realistic power utility. The ISAAC

modules and components are fully implemented and functional while the inter-laboratory integration is

on-going.

Validating the testbeds with realistic experiments and a formal reference model is just as necessary as

constructing the testbed. We mapped ISAAC testbed to the Purdue reference model. We also presented

a validation of ISAAC testbed with an experimental attack-scenario. Our results showed that ISAAC

has the capability to emulate realistic scenarios. We hope that the ISAAC testbed will help the CPS

community in analyzing and subsequently, securing their organizations against cyber-attacks.

Finally, we discussed the security considerations involved in the design enhancement and build pro-

cess of ISAAC. We have presented current and potential utilization areas of ISAAC. We also discussed

similar related projects and discussed the differences between these related works and ISAAC. When

fully integrated, ISAAC will enable CPS research and educational capacity at locations across the State

of Idaho.
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