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Abstract

Recent developments in GPU-accelerated computing, as well as the advent of artificial

intelligence and the rise of deep artificial neural networks (ANNs), have created a

wealth of opportunity to explore purely data-driven computational modeling tech-

niques on datasets and dynamical systems previously deemed overly complex or

outright infeasible to model. One such example of a domain in which these questions

are now being brought to light is in the field of computational neuroscience, where

both single neuron and neuronal network dynamical responses prove difficult and

arduous to model in many cases.

This thesis work is dedicated to the development of computationally feasible,

purely data-driven machine learning methods for inferring, learning, and modeling

both single-neuron and many-neuron dynamics at multiple time-scales through novel

employment of ANNs.

The first portion of this dissertation focuses on the development of purely data-

driven recurrent neural network (RNN) models of hippocampal CA1 pyramidal neu-

ron dynamics in response to constant-amplitude applied external input. These CA1

pyramidal neurons exhibit highly nonlinear dynamics, with multiple bifurcations in

behavioral response dependent on the magnitude of the externally applied input to

the system. This approach involves the use of deep LSTM networks in conjunction

with a novel translation trick borrowed from natural language processing (NLP) appli-

cations in language translation problems. We demonstrate that the network is capable

of learning a complete representation of the dynamics, including multiple bifurcations

in behavior. Additionally, we demonstrate that predictive accuracy of the devised

LSTM network increases as the length of timeseries on which it is trained does as

well.

The second portion of this work focuses on the development of a generative

machine learning method to infer firing rate dynamics of a neuronal population in an

unsupervised autoencoding framework. This is centered around the idea that stochas-

tic neuronal populations are better described using powerful rate-based dynamical

models under the assumption that their firing activity can be described as a many-
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body nonhomogeneous Poisson point process. We use a sequential adaptation of a

popular generative machine learning algorithm, the Variational Autoencoder (VAE) to

infer firing rates that maximize the likelihood of the original data in an unsupervised

manner, and demonstrate that this architecture is capable of discovering coherent

dynamical representations of smoothed firing rates directly from binned spiking data.
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chapter 1

Introduction

Advents in parallel processing due to recent advances in graphics processing unit

(GPU) acceleration of large linear algebraic systems has led to renewed interest in the

field of artificial neural networks (ANNs) and machine learning over the course of

the last decade (2). ANNs have been employed in various novel manners in a variety

of fields, producing incredible advances in the fields of machine vision (3), speech

recognition (4) natural language processing (5; 6) and many others. Their purely data-

driven nature combined with their ability to approximate nearly any function (7) have

made them especially useful in modeling applications on datasets previously thought

too complicated to handle.

ControllerModel

Measurement

Electrical Stimulation

Neuronal Responses

Optimal Control

F igure 1 .1 : Illustration of a closed-loop feedback optimal control neurostimulation
strategy.

This ability to handle and learn otherwise intractably complex relationships con-

tained within high-dimensional datasets has also opened the door to a data revolution

within the practice of computational neuroscience. Data sets and relationships previ-

ously thought infeasible to model and uncover have become available for investigation.

Ultimately, this may allow for the development of data-driven, computationally feasi-

ble models of neuronal behaviors in response to externally applied inputs - this would
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be of tremendous use to modelers, biologists, mathematicians, and engineers alike as

control-theoretic neurostimulation strategies could be systematically investigated and

explored.

The focus of this thesis work is to develop purely data-drive, advanced, novel

ANN-centered approaches to modeling neuronal behaviors at both the single-neuron

level, as well as within the context of high-dimensional neuronal circuits.

1 .1 artificial neural networks

Broadly speaking, artificial neural networks (ANNs) are a class of parametric comput-

ing systems. At the most primitive level, they are comprised of artificial "neurons"

arranged in a layer-wise orientation with weighted connections between neurons in

neighboring layers. They accept input from neurons from the layer previous, perform

a nonlinear transformation the weighted sum, and output a single value, which is

passed on to other neurons in the subsequent layer. The inputs to the network are

numerical values representing samples from the data. The network’s output is the

product of the nonlinear transformation of the final layer. The nature of the output

from the network depends on the objective function used to train the network, this

is known as the loss function. These details will be further laid out in sections 1.1.2,

1.1.3, and 1.1.4.

1 .1 .1 Historical Background

Unsurprisingly, artificial neural networks derive their original inspirations from the

structure of biological neural networks. Donald Hebb first proposed that biological

neural pathways strengthen when they are used repetitively and successively, espe-

cially when firing together. This led to the idea of ’Hebbian Learning’, a model of

neural plasticity and learning. He famously said in his book, The Organization of

Behavior, that "Cells that fire together, wire together" (8). This observation led to

interest in computing systems that sought to emulate this behavior.

The first artificial neural network was developed by Frank Rosenblatt in 1960, and

is known as the Mark I Perceptron (9), as an attempt to understand and model the
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F igure 1 .2 : A McCulloch-Pitts neuron, on which the Perceptron was modeled.
Figure sourced from O’Reilly - ’The McCulloch-Pitts Neuron’.

decision systems of the eye of a simple fly. This was modeled as a McCulloh-Pitts

neuron, which can be visualized in Figure 1.2. It is comprised of a set of m inputs,

I, with m weighted connections, W, and a simple summation with an linear output

threshold, and some output quantity, y. Thus, the output from the neuron can be fully

described as

y = φ

( m

∑
j=0

Wj Ij

)
(1.1)

where φ represents a linear gating threshold, returning 0 if the weighted sum is

greater than or equal to zero, and 1 otherwise. The key innovation was their iterative

learning procedure, in which the weights were updated with each pass of new input

information into the neuron.

The perceptron models of fly decision systems gave rise to a new interest in artifi-

cial neural networks, and their potential for applications in data and signal processing

fields. The first application of these neural network models to real-world engineering

problems came from Stanford researcher Brian Widrow and his graduate student,

Marcian Hoff, in the chemical memistor solutions known as ADALINE (ADAptive
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LINear Elements) and MADALINE (Multiple ADAptive LINear Elements), which

were used to filter noisy signals along phone lines (10; 11).

However, from these primitive single-layered unsupervised neural networks came

a long period of nearly zero activity on the front of research into the furthered devel-

opment of these neural networks. This arose for several reasons; firstly, computational

resources in the 1960’s pale in comparison to modern-era digital computers. Secondly,

the combination of backpropagation with stochastic gradient descent had not yet been

pioneered for training multi-layer networks, limiting both the efficacy and feasibility

of training the networks to learn anything meaningful.

1985 became the year that artificial neural networks came back to the forefront of

parametric computing, with the introduction of iterative backpropagation through

layers introduced by Rumelhart, Hinton, and Williams (12). Their innovation of

teaching networks through iterative backpropagation based learning opened the door

for neural networks to learn highly complex internal representations, and has resulted

in the deep, complicated, and hugely parametrized ANN models of the modern era.

1 .1 .2 Feedforward Networks

Feedforward networks, often referred to as densely connected networks, vanilla ANNs,

or multi-layer perceptrons (MLPs) form the most basic of the archetypal modern

ANNs. In these networks, information flows unilaterally in one direction, from input

neurons to output neurons, traversing all hidden (intermediate) layers in between.

Similarly to the earliest iterations of the perceptron, all feedforward networks can

be viewed as multi-layered constructions of various types of McCulloch-Pitts neurons.

However, there are some key differences between modern use cases and the original

Mark I Perceptron. The perceptron made use of a discontinuous threshold activation,

and thus outputs binary signals. Modern ANN neurons make use of a continuous

transformation function, also known as an activation function, which affords them

compatibility with backpropagation-based training methods. Common activation

functions in modern ANNs include the sigmoid activation, σ(x) = 1/(1 + e−x), the

hyperbolic tangent activation, f (x) = tanh(x) = (ex − e−x)/(ex + e−x), the rectified

linear unit (ReLU) function, f (x) = max{0, x}, and their many variants. Additionally,
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F igure 1 .3 : Illustration of typical ANN structure with an input layer, two hidden
layers, and an output layer. Figure sourced from Medium - ’The Artificial Neural
Networks Handbook’.

in modern ANNs, a learnable bias term is included in the affine transformation before

the non-linear activation.

Thus, the output from the kth neuron in the lth layer of the feedforward network

can be expressed as

y[l]k = φ

(
∑

j
w[l]

kj y[l−1]
j + b[l]k

)
= φ

(
W[l]

k
Ty[l−1] + b[l]

k

)
(1.2)

where W[l]
k and b[l]

k represent trainable weight and bias matrices and vectors,

respectively, corresponding to the kth output from the network. The ability to stack

weighted nonlinear transformations of the outputs from the previous layers allow

these feedforward networks to approximate nearly any continuously valued function

(7). Combined with their inherent dimensional flexibility, this makes them extremely
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useful for regression, estimation, and categorization problems on complicated and

high dimensional datasets.

1 .1 .3 Recurrent Neural Networks

Recurrent neural networks (RNNs) are a class of ANNs suited for processing sequen-

tial or temporal data. Unlike traditional feedforward networks, where information

simply flows unidirectionally from input to output, RNNs allow information to flow

both forward to the subsequent layer, as well as in a recurrent loop back into the cell

at the next time step. This allows them to inherit information from previous timesteps,

thus giving the RNN the ability to learn and model data with temporal structure. This

recurrent loop of information back into the cell at a subsequent timestep is a defining

characteristic of the RNN, and can be visualized in Figure 1.4.

F igure 1 .4 : Left: RNN cell, complete with recurrent connections. Right: RNN cell,
unfolded in time to reveal temporal connections between timesteps. Figure sourced
from Wikipedia.

This recurrent connection that allows informational flow of previous outputs into

the network is made possible through the creation of a second state within the recur-

rent neural network - this is known as the hidden state. The hidden state constitutes

the RNN’s second defining feature. The differences in output from the RNN arise

from differences in the hidden state, h, which is updated at each time step. The

following equations define an RNN’s evolution over time

ht = gψ(ht−1, xt) (1.3a)
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yt = fθ(ht) (1.3b)

Here, fθ represents the nonlinear transformation of the hidden state vector, h into the

network output at any given time, t, which is characterized by the set of weight and

bias parameters, θ. Similarly, gψ represents the nonlinear transformation of both the

previous timestep’s hidden state, ht−1 and the input at the current timestep, xt, which

is charracterized by the set of weight and bias parameters, ψ.

The nature of the general parametrized nonlinear functions, fθ and gψ, as well as

the inclusion of multiple variants and iterations on the concept and method of the

cell having additional internal states constitutes the majority of difference amongst

the various types of RNNs. In future sections, details of more complicated RNN

structures will be covered in more detail. Here, we will cover the basic gating structure

of what is known as a simple, or ’vanilla’, RNN.

ht = tanh
(
Wxhxt + Whhht−1 + bh

)
(1.4a)

yt = Whyht + by (1.4b)

Here, Wxh, Whh and Why are trainable weight matrices, and bh and by are trainable

bias vectors. The hidden state is a nonlinear transformation of the previous hidden

state and the input to the network in the current time step, and the output is a

linear transformation of the hidden state. Thus, all differences in output sequence are

dependent upon differences in computation of the hidden state within each timestep.

1 .1 .4 Generative Neural Networks

Generative models constitute a class of unsupervised learning techniques in ANN-

based modeling approaches to high-dimensional datasets. Broadly speaking, their

goal is to learn the inherent relationships governing high-dimensional, stochastic

datasets.
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To begin, consider a set of n data points, x = {x1, x2, ..., xn} as samples from

some distribution, P(x). It is possible that these data arise from a high-dimensional,

stochastic process involving the interactions of an incredible number of variables. In

this case, it becomes arduous or outright infeasible to develop closed-form equations

describing the interactions of these stochastic variables, casting doubt on the possibil-

ity to develop equations capable of re-generating the original input dataset, or even

generating entirely new samples.

However, it is very well known how to generate simple random distributions, such

as a Gaussian distribution. Additionally, it is well known that ANNs may learn to

approximate any given function given appropriate parameters, θ. Thus, generative

models aim to learn transformations that generate highly complex, deterministic

transformations of simple stochastic distributions into highly complex distributions,

such that the network’s recreation of the data, P̂θ(x), closely resembles the original

distribution of data, P(x). This deterministic ANN that learns to transform samples

from a simple distribution to approximate samples from a highly complex one is

known as a generative neural network.

There are two major archetypes of ANN-based generative modeling approaches:

the variational autoencoder (VAE) (13) and the generative adversarial network (GAN)

(14). The VAE and GAN seek to solve the same types of problems in machine learning,

however they take very different approaches to doing so.

The VAE poses this problem in the framework of a probabilistic graphical model,

where we seek to maximize the evidence lower bound (ELBO) on the log-likelihood

of the data. GANs pose training as a min-max game, in which two networks are

employed, a generator network and a classifier network, also known as the discrim-

inator. The generator seeks to turn samples of gaussian noise into complicated data

distributions, while the discriminator tries to discern whether or not the generated

samples are from the original data or not. Given proper training, the discriminator

will grow better at discerning real samples from fake samples over time, while the

generator improves at fooling the discriminator. The game has finished when the

discriminator can no longer tell the difference between samples generated from the

generator from those from the original dataset.
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1 .1 .5 Training Neural Networks

Training neural networks is framed as a constrained optimization problem, in which

the goal is to find an optimal set of weights in a given architecture that minimizes

some objective function, L, commonly referred to as a loss function. This can be

formally expressed as

θ∗ = arg min
θ

L (1.5)

The exact form of the loss function varies wildly from problem to problem, and

constitutes much of the novelty of modern machine learning. For regression problems,

common loss functions include the mean squared error, the absolute mean error, the

smooth mean absolute error, the quantile loss, and the log-cosh loss. For problems

of classification, common loss functions include the cross-entropy loss, the hinge loss,

and the Kullback-Leibler Divergence loss.

Training is carried out in an iterative learning procedure known as backpropa-

gation (15; 16; 17), in which parameter updates are calculated as the solution to a

stochastic gradient descent problem.

1 .2 sparse identification of nonlinear dynamics

The ability to distill closed-form dynamical equations governing a system’s behavior

has been of interest to scientists, engineers, and mathematicians from nearly every

field for decades. Recent advances in neural networks have allowed for the modeling

of hugely-complex time series - however, they still lack interpretability, leading to

questions of the robustness of the internal representation that they possess when

working to extrapolate outside of the dataset they were trained on.

Sparse identification of nonlinear dynamics (SINDy) (18) is a spare regression

technique developed to find a closed-form representation of a non-linear dynamical

system by performing sparse regression on a large set of basis candidate functions

within an optimization framework. Similarly to many problems in modeling, it is
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desired in the SINDy framework to recover dynamical equations of the form

d
dt

x(t) = F(x(t)) (1.6)

where d/dt represents the time derviative, x(t) is the state of the dynamical system,

and F represents the nonlinear equations governing the time evolution of the system.

In this framework, model identification is formulated as a sparse regression op-

timization problem. SINDy assumes that time series data is observed at n discrete

time intervals, such that m individually observed time-series from the system can be

stacked into large matrix form, as

X = [x1, x2, ..., xm]
T (1.7)

with numerically computed time-derivatives as

Ẋ = [ẋ1, ẋ2, ..., ẋm]
T (1.8)

where X represents the m x n matrix of observed state values, Ẋ represents the m

x n matrix of numerically computed state derivatives, and xi represent individually

measured vectors of system states.

In this framework, the governing equations underlying X are unknown. Thus, a

set of p candidate basis functions, Θ must be constructed, such that each element of

the candidate basis functions describing the right hand side of Equation 1.6, θj, is a

candidate model term. This candidate library can be expressed as

Θ(X) = [θ1(X), θ2(X), ..., θp(X)] (1.9)

Now, the set of potential mathematical descriptors of the system’s dynamical

behaviors can be expressed as

Ẋ = Θ(X) (1.10)

However, this raises the issue of non-feasibility to compute in numerical inte-

gration, and is unlikely to model anything meaningful, as all candidate terms are
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contributing equally to the estimated dynamics. The solution to this issue is to

introduce a p x n matrix of coefficients, Ξ, that can be optimized to provide insight

into active dynamical terms. Formally, this matrix is defined as

Ξ = [ξ1, ξ2, ..., ξn] (1.11)

where each individual term, ξ j represents a vector determining which coefficients are

active in the overall expression for the kth term in x, xk. Now, the estimated dynamics

can be expressed as

Ẋ = Θ(X)Ξ (1.12)

with

ẋk = Θ(xT)ξk (1.13)

This entire problem is then cast as a numerical optimization problem, in which

the objective is to minimize the reconstruction cost of the observed timeseries data by

optimizing the matrix of coefficients determining which terms in Θ are active, that is

Ξ∗ = arg min
Ξ

‖Θ(X)Ξ− Ẋ‖2 + λ‖‖Ξ‖1 (1.14)

where ‖ · ‖2 represents the L2 norm, and ‖ · ‖1 represents the L1 norm, and λ is a

tunable scalar hyperparameter used to tune the sparsity of the regressed solution

The inclusion of L2 error between the reconstructed dynamics and the data observed

promotes accuracy of solution, while the L1 norm encourages sparsity and inter-

pretability of the regressed solution.

1 .3 neuronal modeling

Neurons compromise the basic cellular building blocks of our nervous system. A

typical biological neuron is comprised of a cell body, dendrites extending from the

cell body, and a long axon. The dendrites extending away from the cell body establish

synapses with the axons of other neurons, forming a large cellular network through
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which the information flows. It is well understood that neurons largely communicate

through electric signals known as action potentials.

F igure 1 .5 : Left: A single neuron. Figure sourced from ’Brain Facts - Society for
Neuroscience’. Right: Schematic of an action potential.

Broadly speaking, neurons receive electric inputs from other neurons at their

dendrite terminals. This input is processed within the cell body, causing a rise in

the voltage on the cell’s membrane surface, a phenomenon known as depolarization.

Once the input to the cell exceeds a certain threshold, there is a large spike of voltage,

known as an action potential, followed by a strongly negative drop in potential,

known as repolarization/hyperpolarization. After the repolarization, the neuron goes

into a refractory period before another action potential can be generated based on the

incoming inputs. Figure 1.5 shows a typical morphological structure of a neuron

along with an action potential.
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In computational neuroscience, a variety of modeling approaches and models exist

to describe how a neuron process the information and generate action potentials. At

a broader level, these models can be categorized into five classes based on the level

of details in incorporating the underlying biological mechanisms: detailed compart-

mental models, reduced compartmental models, single-compartment models, cascade

models, and black-box models (1). Figure 1.6 illustrates this hierarchy of model types.

F igure 1 .6 : Illustration of various levels of neuronal modeling. Figured sourced
from ’Modeling the Mind - Science (1)’.

Detailed compartmental models focus on the fine details of spatial structure of a

neuron and their contributions to dynamical behaviors. This is also true, albeit to a

lesser degree, of reduced compartmental models. However, both of these model types
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are extremely computationally expensive due to the incredible detail they possess -

this renders them unsuitable for use in modeling the behaviors of neuronal networks.

Reduced compartmental models, such as the famous Hodgkin-Huxley model (19;

20; 21; 22), ignore the spatial structure of the cell, treating the cell as a walled ob-

jects, with ionic channels modeled as circuits governing the dynamical relationships

between the cell’s membrane potential and the ionic currents that flow across it. This

model, as well as its expanded and simplified forms, have found great success in

describing a variety of neurological behavioral responses to externally applied input

currents, including bursting spiking, regular spiking, irregular bursting spiking, as

well as bifurcations in dynamics of spiking responses (23; 24; 25; 26).

Cascade models and black box models opt for non-biophysical models of spiking

activity, and instead focus on probablistic frameworks of collective neuronal behaviors.

For this reason, they are useful when studying the behavior of large populations

of neurons, when numerical simulation of individual neurons within the network

becomes computationally infeasible when considering biophysical models.

1 .3 .1 Neuronal Network Models

It is apparent that neurons influence each other’s behavior, as they pass electric signals

along synaptic connections, which are then transformed and passed on once again,

forming a biological network of informational flow. Mathematical models of how

these synapses integrate and process these synaptic currents have been developed.

Typically, this is modeled as

Is(t) = −ge(t)
(
v(t)− Ee

)
− gi(t)

(
v(t)− Ei

)
(1.15)

where ge(t) and gi(t) represent excitatory and inhibitory synapse conductances, and

Ee and Ei are excitatory and inhibitory membrane reversal potentials. The synaptic

conductances, ge(t) and gi(t), are modeled by as the weighted sum of all relevant
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connected neuron’s presynaptic activity as given in (24)

ge(t) =
Ne

∑
j=1

∑
f

wjK
(
t− t f

j
)

(1.16)

gi(t) =
Ni

∑
j=1

∑
f

wjK
(
t− t f

j
)

(1.17)

where wj is the weight of the jth synapse connected to the post-synaptic neuron, and

t f
j is the event time of the f th action potential incoming to the post synaptic neuron

from the jth neuron. Additionally, here the term K(t− t f
j ) represents the time course

of postsynaptic conductances following a pre-synaptic spike. Two typical expressions

for are

K
(
t− t f

j
)
=

qj

τs

(
t− t f

j
)
e−
( t−t f

j
τs

)
Θ(t− t f

j ) (1.18)

K
(
t− t f

j
)
=

qj

τs
e−
( t−t f

j
τs

)
Θ(t− t f

j ) (1.19)

where qj represents the maximum conductance transmittable through an action po-

tential to the jth synapse. Additionally, τs represents a time constant, and Θ(·) is the

Heavyside function, returning 1 for argument t− t f
j > 0 and 0 otherwise.

When parameters are properly fit, these equations combined with a model of

single-neuron dynamics, such as the Hodgkin-Huxley model, are capable of pre-

dicting qualitative behavior of large-scale neuronal networks in various dynamical

regimes.

However, as neuronal network scale increases, so does computational complexity

involved in numerical simulation. Additionally, fitting the large number of parame-

ters involved poses a non-trivial multivariate numerical optimization problem of its

own. This renders these types of models problematic for the development of high-

speed dynamical inference algorithms.

To overcome this potential challenge, an alternate framework that has been em-

ployed is to treat neurons as a point process with a continuously-valued instantaneous

firing rate (27; 28).
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1 .4 thesis overview

This thesis is organized in the following manner: In Chapter 2, we develop a deep

long-short term memory (LSTM) approach to predict long-horizon dynamical re-

sponses of a experimentally validated, 9-dimensional Hodgkin-Huxley neuron. We

demonstrate that as the length of the predictive horizon increases, so does the ac-

curacy of the predictions from the network. In Chapter 3, we develop a generative

machine learning method, specifically a sequential adaptation of a VAE framework,

to infer poisson firing rates for circuit models of neuronal behaviors. We validate

the performance of this approach on both chaotic and non-chaotic synthetic datasets,

and demonstrate that the framework is capable of discovering cohesive dynamical

representations of the underlying firing rates. Finally, we discuss limitations and

future works in Chapter 4.
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chapter 2

Data-Driven Predictive Modeling of Neuronal Dynamics

Using Long Short-Term Memory
1

2 .1 introduction

Our brain generates highly complex nonlinear responses at multiple temporal scales,

ranging from few milliseconds to several days, in response to an external stimu-

lus (29; 30; 31). One of the long-time interests in computational neuroscience is

to understand the dynamics underlying various cognitive and non-cognitive brain

functions by developing computationally efficient modeling and analysis approaches.

In the last four decades or so, several advancements have been made in the direction

of dynamical modeling and analysis of brain dynamics (25; 32; 33). In the context

of modeling the dynamics of single neurons, several modeling approaches, ranging

from detailed mechanism-based biophysiological modeling to simplified phenomeno-

logical/probabilistic modeling, have been developed to understand the diverse firing

patterns (e.g., simple spiking to bursting) observed in electrophysiological exper-

iments (1; 34). These models provide a detailed understanding of various ionic

mechanisms that contribute to generating specific spiking patterns as well as allowing

the performance of large-scale simulations to understand the dynamics underlying

cognitive behaviors. However, most of these models are computationally expensive

from the perspective of developing novel real-time neurostimulation strategies for

controlling neuronal dynamics at single neurons and network levels. In this chapter,

we investigate purely data-driven long short-term memory (LSTM) based recurrent

neural network (RNN) architectures in multi-timestep predictions of a single neuron’s

dynamics for the use in developing novel neurostimulation strategies in an optimal

control framework.

The availability of an abundant amount of data and advances in machine learning

has recently revolutionized the field of predictive data-driven dynamical modeling
1Plaster, B., Kumar, G. (2019). Data-Driven Predictive Modeling of Neuronal Dynamics using Long

Short-Term Memory. Algorithms, 12(10), 203.
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of complex systems using neural networks (NNs) and deep learning approaches.

Various nonlinear system identification approaches have been developed to map static

input-output relations using multi-layer perceptrons (MLPs) (35; 36; 37; 38) and their

variations (39; 40). Reinforcement learning has recently been explored in robotics

dynamical modeling in Reference (41). NN architectures that make use of vanilla

recurrent neural network (RNNs) elements have also been explored for nonlinear

system identification and modeling in References (42; 43; 44). However, network

architectures that make use of vanilla recurrent layers often suffer from the exploding

or vanishing gradient problem when used to model dynamics over long time series

horizons (45). In Reference (44), a highly specialized multi-phase training algorithm

was used to ensure that the network did not suffer from this problem. LSTM based

approaches to modeling dynamical systems (46; 47; 48) mitigate the vanishing gradi-

ent problem but suffer from poor early trajectory predictive performance when using

long predictive horizons (49; 46). LSTMs have been used to model high-dimensional

chaotic systems (50) but these studies have been limited to single step prediction

applications. Additionally, machine learning techniques have begun to be explored

in neuroscientific modeling applications. Multi-layer Spiking Artificial Neural Net-

works (SANNs) for use in spatiotemporal spike pattern transformations have been

developed in References (51; 52). This is achieved by using novel approximations

and surrogates of the partial derivatives of the spike train functions with respect to

the weights. This partial derivative is typically problematic when used in backprop-

agation, as it is undefined at spike times for many neuronal models, rendering it

incompatible with traditional backpropagation-based approaches. In Reference (53),

a novel gated recurrent unit (GRU) based encoder/decoder approach is used to learn

and predict neuronal population dynamics and kinematic trajectories from single-trial

spike train data.

In this chapter, we have developed a novel deep LSTM neural network architec-

ture, which can make multi-timestep predictions in large-scale dynamical systems.

In particular, we use a reversed sequence-to-sequence mapping technique, developed

for language translation applications of multi-layer LSTM networks in Reference (6),
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and generalize the application of this technique to dynamical systems time-series

forecasting. Figure 2.1 illustrates our overall approach.

In contrast to existing approaches in modeling dynamical systems using neural

networks, our architecture uses (1) stacked LSTM layers in conjunction with a single

densely connected layer to capture temporal dynamic features as well as input/output

features; (2) sequence-to-sequence mapping, which enables multi-timestep predic-

tions; and (3) reverse ordered input and measured state trajectories to the network,

resulting in highly accurate early predictions and improved performance over long

horizons. We show the efficacy of our developed approach in making stable multi-

timestep predictions of various firing patterns exhibited by hippocampal CA1 pyrami-

dal neurons, obtained from simulating an experimentally validated highly nonlinear

9-dimensional Hodgkin-Huxley model of CA1 pyramidal cell dynamics, over long

time-horizons. Our approach is contingent on the network being trained on the entire

state vector of the neuronal model.

The remaining chapter is organized as follows. In Section 2.2, we describe our

developed deep LSTM neural network architecture and methodological approach to

data-driven multi-timestep predictions of dynamical systems. We show the efficacy

of our approach in making stable multi-timestep predictions over long time-horizons

of neuronal dynamics in Section 2.3, which is followed by a thorough discussion on

the limitations of our approach in Section 2.5.

In Section 2.2.1, we describe our developed deep LSTM neural network architec-

ture which combines stacked LSTMs with a fully-connected dense output layer. We

describe the sequence-to-sequence mapping with reversed order input sequences used

throughout this chapter in Section 2.2.2. In Section 2.2.3, we provide the details on

the synthetic data used to train our networks. Finally, in Section 2.2.5, we provide the

details on the approach used to train the developed neural network architecture.
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Initial Measured
States and Inputs

Reverse Sequence
States and Inputs

Concatenated Predicted States
and Input Sequences

Multi-Timestep
State Prediction

Arbitrary Sequence
of Inputs

Long Horizon Prediction of System States

Deep LSTM  
Neural

Network

F igure 2 .1 : A schematic illustrating the overall data-driven approach developed in
this chapter for multi-timestep predictions of high-dimensional dynamical systems’
behavior over a long time-horizon. An initial sequence of states and inputs are fed
to the ”Stacked LSTM Network” in a reverse-order for multi-timestep prediction of
the system’s states (”Reverse-order sequence-to-sequence mapping”). The predicted
output from each stacked LSTM network is concatenated with the next sequence of
inputs and fed into the next stacked LSTM network in a reverse-order to increase the
predictive horizon. This process is iterated an arbitrary number of times, creating
long dynamical predictions.
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2 .2 neural network architecture , algorithm

and approach

In Section 2.2.1, we describe our developed deep LSTM neural network architecture

which combines stacked LSTMs with a fully-connected dense output layer. We de-

scribe the sequence-to-sequence mapping with reversed order input sequences used

in this work in Section 2.2.2. In Section 2.2.3, we provide the details on the synthetic

data used to train our networks. Finally, in Section 2.2.5, we provide the details on

the approach used to train the developed neural network architecture.

2 .2 .1 Deep LSTM Neural Network Architecture

Long short-term memory (LSTM) neural networks (54) are a particular type of re-

current neural networks (RNNs) which mitigate the vanishing or exploding gradient

problem during the network training while capturing both the long-term and the

short-term temporal features in sequential time-series data processing (45). Specifi-

cally, LSTM uses multiple gating variables that control the flow of information of a

hidden cell state and assign temporal importance to the dynamical features that are

present in the time series data flowing through the cell state. Figure 2.2 shows a

schematic illustrating the internal gating operation in a single LSTM cell.

A forward pass of information through a single LSTM cell is described by the

following cell and gating state equations (reference):

ct = ft ◦ ct−1 + it ◦ σc(Wcxt + Ucht−1 + bc), (2.1a)

ht = ot ◦ σc(ct). (2.1b)

ft = σg(W f xt + U f ht−1 + b f ), (2.1c)

it = σg(Wixt + Uiht−1 + bi), (2.1d)
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F igure 2 .2 : A schematic illustrating the internal gating operation in a single LSTM
cell. The ”+” represents an additive operation and the “◦” represents a multiplicative
operation. σg is the sigmoidal activation function and σc is the hyperbolic tangent
activation function.
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ot = σg(Woxt + Uoht−1 + bo), (2.1e)

in Equations 2.1a–2.1e, ct ∈ IRh and ht ∈ IRh represent the cell state vector and the

hidden state vector, respectively, at time t. ft ∈ IRh, it ∈ IRh, and ot ∈ IRh are the

“forget gate”, “input gate”, and “output gate” activation vector, respectively, at time

t. xt ∈ IRd is the input vector to the LSTM unit at time t, and ht−1 ∈ IRh is the

previous time step hidden state vector passed back into the LSTM unit at time t.

The matrices W f , Wi, and Wo represent the input weights for the “forget gate”, “input

gate”, and “output gate”, respectively. The matrices U f , Ui and Uo represent the

weights of the recurrent connections for the “forget gate”, “input gate”, and “output

gate”, respectively. The vectors b f bi, and bo represent the “forget gate”, “input gate”,

and “output gate” biases, respectively. ◦ represents the element-wise multiplication.

The function σg represents the sigmoidal activation function, and σc is the hyperbolic

tangent activation functions.

Here, we use stacked LSTM network integrated with a fully connected feedfor-

ward output layer to make multi-timestep state predictions. The use of a single

feedforward dense output layer allows the network to effectively learn the static input-

output features, while the stacked LSTM network captures the temporal dynamical

features. To appropriately select the optimum dimensionality of the hidden states

in a single hidden layer, we systematically varied the number of hidden states in a

sequence of {n, n2, 2n2, 4n2, · · · }, where n is the dimension of the system’s state and

evaluated the training performance for each case. We found that for our application

(n = 9), a hidden state dimensionality of 4n2 = 324 was optimal in learning dy-

namical behaviors while avoiding overfitting. To select the number of hidden layers,

we systematically increased the number of hidden layers of identical hidden state

dimensionality (i.e., 324 states) and compared the network performance during the

training. We found that increasing the number of hidden layers beyond 3 layers did

not improve the network performance on the training and validation dataset. Thus,

we fixed the number of hidden layers to 3 in our study. Throughout this chapter, we

utilized stateless LSTMs which reset the internal cell and hidden states to zero after
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processing and performing gradient descent for a given minibatch. We initialized the

network weights using the Xavier method (55). Specifically, the initial weights were

drawn from a uniform distribution using

Wij ∼ U
(
− 6√

nj + nj+1
,

6√
nj + nj+1

)
, (2.2)

where nj is the dimensionality of the input units in the weight tensor, and nj+1 is the

dimensionality of the output units in the weight tensor.

To generate a long time-horizon dynamical prediction beyond the multi-timestep

prediction by a single stacked deep LSTM neural network (shown as “Deep LSTM”

in Figure 2.3), we used an iterative approach as described here. We made copies

of the trained single stacked LSTM network and connected them in the feedforward

manner in a sequence. We concatenated the sequence of predicted output from the

previous stacked LSTM network with an equivalent length sequence of new inputs

to the system and fed them in the reverse sequence order to the next stacked LSTM

network. Figure 2.3 illustrates this iterative approach.

2 .2 .2 Sequence to Sequence Mapping with Neural Networks

To make multi-timestep predictions of dynamical systems’ outputs using the deep

LSTM neural network architecture described in the previous section (Section 2.2.1), we

formulate the problem of mapping trajectories of the network inputs to the trajectories

of the predicted outputs as a reverse order sequence-to-sequence mapping problem.

The central idea of the reverse order sequence-to-sequence mapping approach is to

feed the inputs to the network in reverse order such that the network perceives the

first input as the last and the last input as the first. Although this approach has been

developed and applied in language translation applications (6), it has never been

considered in the context of predicting dynamical systems behaviors from time-series

data. Figure 2.4 illustrates the basic idea of the reverse order sequence-to-sequence

mapping approach for translating letters (inputs) to their numerical indices (outputs).

As shown in Figure 2.4, in the forward sequence-to-sequence mapping approach

(Figure 2.4a), that is, A, B, C → 1, 2, 3, the distance between all mappings is same
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F igure 2 .3 : Iterative prediction of the system’s outputs over a long time-horizon.
Each “Deep LSTM" receives the predicted sequence of outputs from the previous
“Deep LSTM" and an equivalent length of new system’s inputs in reverse order and
predict the next sequence of outputs of same time duration in future.
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F igure 2 .4 : Forward and reversed sequence-to-sequence mapping approach for
translating letters (inputs) to their numerical indices (outputs) in recurrent neural
network (RNN). (a) shows the forward sequence-to-sequence mapping approach.
The input is fed into the network in the same sequence as the desired output.
The “distance” between all corresponding inputs and outputs is uniform. (b) shows
the reversed sequence-to-sequence mapping approach. This approach introduces a
temporal symmetry between input and output sequences while keeping the average
“distance” between the corresponding inputs and outputs same as the forward
approach. As shown in (b), A→ 1 is the shortest “distance" to map, B → 2 the
second, and C → 3 the furthest.
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(i.e., 3 “units”). In the reverse sequence-to-sequence mapping approach (Figure 2.4b),

the network receives the input in a reverse order to map to the target output sequence,

i.e., C, B, A → 1, 2, 3. As noted here, the average distance between the mappings

remains the same for both approaches (i.e., 3 “units”) but the reverse order approach

introduces short and long-term symmetric temporal dependencies between inputs

and outputs. These short and long-term symmetric temporal dependencies provide

improved predictive performance over long temporal horizons (6).

2 .2 .3 Synthetic Data

Hippocampal CA1 pyramidal neurons exhibit various multi-timescale firing patterns

(from simple spiking to bursting) and play an essential role in shaping spatial and

episodic memory (56). In the last two decades, several biophysiological models of

the CA1 pyramidal (CA1Py) neurons ranging from single compartmental biophys-

iological and phenomenological models (26; 57; 58) to detailed morphology-based

multi-compartmental models (59; 60; 61; 62; 63; 64; 65) have been developed to under-

stand the contributions of various ion-channels in diverse firing patterns (e.g., simple

spiking to bursting) exhibited by the CA1Py neurons.

In this work, we use an experimentally validated 9-dimensional nonlinear model

of CA1 pyramidal neuron in the Hodgkin-Huxley formalism given in Reference (26)

to generate the synthetic data for the network training and validation. The model ex-

hibits several different bifurcations to the external stimulating current and has shown

its capability in generating diverse firing patterns observed in electrophysiological

recordings from CA1 pyramidal cells under various stimulating currents. Figure 2.5

shows three different firing patterns generated from this model based on the three

different regimes of the applied input currents.

To construct the synthetic training and validation dataset for the deep LSTM neural

networks we designed in this chapter with different predictive horizons, we simulated

the Hodgkin-Huxley model of CA1 pyramidal neuron given in (26) (see Section 2.2.4

for the details of the model) for 1000 ms duration for 2000 constant stimulating

currents, sampled uniformly between I = 0.0 nA and I = 3.0 nA. From these

2000 examples, we randomly and uniformly drew 50 samples (i.e., 104 data points)
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(a) (b) (c)

F igure 2 .5 : Diversity in the spiking patterns of hippocampal CA1 pyramidal
neurons to applied currents. (a) Regular bursting in response to the external current
of 0.23 nA. (b) Irregular bursting in response to the external current of 1.0 nA. (c)
Plateau potentials followed by regular spiking in response to the external current of
3.0 nA.
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of the desired predictive horizon as the input/output sequence data for training

and validation. As described in Section 2.2.5, we used 1/32 of these data points

for validation, that is, 96,875 data points for the training and 3125 data points for

the validation. Since our deep LSTM neural network takes an initial sequence of

outputs of appropriate predictive horizon length (i.e., Np = 1, 50, 100, 200) as an input

sequence to make the next time-horizon prediction of equivalent length of sequence,

we assume that this initial output sequence data is available to the deep LSTM neural

network throughout our simulations.

2 .2 .4 Hodgkin-Huxley Model of CA1 Pyramidal Neuron Dynamics

We used the following Hodgkin-Huxley model of CA1 pyramidal neuron from (26)

to demonstrate the efficacy of our data-driven modeling approach presented in this

chapter:

C
dV
dt

= −gL(V −VL)− INa − INaP − IKdr − IA − IM − ICa − IC − IsAHP + Iapp, (2.3)

where the ionic currents INa, INaP, IKdr, IA, IM, IsAHP, IC, and ICa are given by

INa = gNam3
∞(V)hNa(V −VNa), (2.4a)

INaP = gNaP p∞(V)(V −VNa), (2.4b)

IKdr = gKdrn4
Kdr(V −VK), (2.4c)

IA = gAa3
∞(V)bKdr(V −VK), (2.4d)

IM = gMzM(V −VK), (2.4e)

ICa = gCar2
Ca(V −VCa), (2.4f)



30

IC = gCd∞([Ca2+]i)cC(V −VK), (2.4g)

IsAHP = gsAHPqsAHP(V −VK), (2.4h)

here, V is the membrane potential in mV, C is the membrane capacitance, VL is the

reversal potential of the leak current, gL is the conductance of the leak current, and Iapp

is the externally applied stimulating current. The ionic currents INa, INaP, IKdr, IA,

IM, IsAHP, IC, and ICa represent the transient sodium current, persistent sodium

current, delayed rectifier potassium current, A-type potassium current, muscarinic-

sensitive potassium current, slow calcium-activated potassium current, fast calcium-

activated potassium current, and high threshold calcium current respectively. gi,

i ∈ {Na, NaP, Kdr, A, M, Ca, C, sAHP} represents the conductance of the ion channel

i. Vi, i ∈ {Na, K, Ca} is the reversal potential of the ion channel i.

The dynamics of the transient activation/deactivation variables of the ionic and

calcium currents, i.e., hNa, nKdr, bKdr, zM, rCa, cC, qsAHP, and [Ca2+]i, are given by:

dhNa

dt
= φ

h∞(V)− hNa

τhNa(V)
, (2.5a)

dnKdr
dt

= φ
n∞(V)− nKdr

τnKdr(V)
, (2.5b)

dbKdr
dt

=
b∞(V)− bKdr

τbKdr

, (2.5c)

dzM

dt
=

z∞(V)− zM

τz
, (2.5d)

drCa

dt
=

r∞(V)− rCa

τrCa

, (2.5e)

dcC

dt
=

c∞(V)− cC

τcC

, (2.5f)
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dqsAHP

dt
=

q∞(V)− qsAHP

τqsAHP

, (2.5g)

d[Ca2+]i
dt

= −νICa −
[Ca2+]i

τCa
, (2.5h)

here, m∞(V), h∞(V), n∞(V), p∞(V), a∞(V), b∞(V), z∞(V), r∞(V), c∞(V), q∞([Ca2+]i),

and d∞([Ca2+]i) are the steady-state activation/deactivation functions. φ is a scal-

ing parameter. τhNa(V), τnKdr(V), τbKdr
, τrCa , τcC , and τqsAHP are the time constants.

The steady-state activation/deactivation functions are given by:

m∞(V) =
1

1 + e−(V−θm)/σm
, (2.6a)

n∞(V) =
1

1 + e−(V−θn)/σn
, (2.6b)

h∞(V) =
1

1 + e−(V−θh)/σh
, (2.6c)

p∞(V) =
1

1 + e−(V−θp)/σp
, (2.6d)

b∞(V) =
1

1 + e−(V−θb)/σb
, (2.6e)

z∞(V) =
1

1 + e−(V−θz)/σz
, (2.6f)

a∞(V) =
1

1 + e−(V−θa)/σa
, (2.6g)

r∞(V) =
1

1 + e−(V−θr)/σr
, (2.6h)

c∞(V) =
1

1 + e−(V−θc)/σc
, (2.6i)
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d∞([Ca2+]i) =
1

(1 + ac/[Ca2+]i)
, (2.6j)

q∞([Ca2+]i) =
1

1 + (a4
q/[Ca2+]4i )

, (2.6k)

here, ac, aq, θi, σi for i ∈ {m, n, h, p, b, z, a, r, c} are the model parameters. The voltage

dependent time constants τhNa(V) and τnKdr(V) are given by

τhNa(V) = 1 +
7.5

1 + e−(V−θht)/σht
, (2.7a)

τnKdr(V) = 1 +
5

1 + e−(V−θnt)/σnt
, (2.7b)

where θht, θnt, σht, and σnt are model parameters.

Throughout this chapter, we used the following numerical values for the unknown

model parameters (26): C = 1 F/cm2, gL = 0.05 mS/cm2, VL = −70 mV, ν = 0.13

cm2/(ms × A), gNa = 35 mS/cm2, VNa = 55 mV, gNaP = 0.4 mS/cm2, gKdr = 6.0

mS/cm2, VK = −90 mV, gA = 1.4 mS/cm2, gM = 0.5 mS/cm2, gCa = 0.08 mS/cm2, gC

= 10 mS/cm2, VCa = 120 mV, and gsAHP = 5 mS/cm2, θm = −30 mV, σm = 9.5 mV, θh

= −45 mV, σh = −7 mV, θht = −40.5 mV, σht = −6 mV, φ = 10, θP = −47 mV, σP = 3

mV, θn = −35 mV, σn = 10 mV, θnt = −27 mV, σnt = −15 mV, θa = −50 mV, σa = 20 mV,

θb = −80 mV, σb = −6 mV, θz = −39 mV, σz = 5 mV, θr = −20 mV, σr = 10 mV, τr = 1

ms, θc = −30 mV, σc = 7 mV, θc = 2 ms, ac = 6, τq = 450 ms, and aq = 2.

Unless otherwise stated, we used the following initial conditions to simulate the

Hodgkin-Huxley model for generating the synthetic data: V0 = −71.81327 mV, hNa0 =

0.98786, nKdr0 = 0.02457, bKA0 = 0.203517, uKM0 = 0.00141, rCa0 = 0.005507, [Ca]i0 =

0.000787, cC0 = 0.002486, qCa0 = 0.0.
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2 .2 .5 Network Training

We formulated the following optimization problem to train a set of network weights

θ:

θ∗ = arg min
θ

L(θ), (2.8)

where the loss function L(θ) is given by

L(θ) = 1
NP

NP

∑
k=0

(~x(k)− x̂(k|θ))T(~x(k)− x̂(k|θ)). (2.9)

Here NP represents the length of horizon over which the predictions are made, ~x(k)

is the known state vector at time step k, and x̂(k|θ) is the neural network’s prediction

of the state vector at time k, given θ.

To solve the optimization problem in Equations 2.8 and 2.9, we used the standard

supervised backpropagation learning algorithm (15; 16; 17) along with the Adaptive

Moment Estimation (Adam) method (66). The Adam method is a first-order gradient-

based optimization algorithm and uses lower-order moments of the gradients between

layers to optimize a stochastic objective function.

Given the network parameter θ(i) and the loss function L(θ), where i represents

the algorithm’s training iteration, the parameter update is given by Reference (66)

m(i+1)
θ ← β1m(i)

θ + (1− β1)∇θL(i), (2.10)

ν
(i+1)
θ ← β2m(i)

θ + (1− β2)(∇θL(i))2, (2.11)

m̂θ =
m(i+1)

θ

1− (β1)i+1 , (2.12)

ν̂θ =
ν
(i+1)
θ

1− (β2)(i+1)
, (2.13)

θ(i+1) ← θ(i) − η
m̂θ√
ν̂θ + ε

, (2.14)

where mθ is the first moment of the weights in a layer, νθ is the second moment of the

weights in a layer, η is the learning rate, β1 and β2 are the exponential decay rates for

the moment estimates, ∇ is the differential gradient operator, and ε is a small scalar
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term to help numerical stability. Throughout this work, we used β1 = 0.9, β2 = 0.999

and η = 0.001 (66).

It should be noted that there is a trade-off between the predictive time-horizon

of deep LSTM neural network and the computational cost involved in training the

network over the predictive horizon. As the predictive horizon increases, the com-

putational cost of training the network over that horizon increases significantly for

an equivalent number of examples. To keep the computational tractability in our

simulations, all networks with long predictive horizons (i.e., NP = 50, 100, 200) were

trained for 200 epochs except the one-step predictive network, which was trained for

1000 epochs.

For all training sets throughout this chapter, we used the validation to training

data ratio as 1/32. We set the minibatch size for training to 32. We performed all the

training and computation in the TensorFlow computational framework on a discrete

server running CentOS 7 with twin Nvidia GTX 1080Ti GPUs equipped with 11 Gb

of VRAM.

2 .3 simulation results

In this section, we present our simulation results on predicting the multi-timescale

spiking dynamics exhibited by hippocampal CA1 pyramidal neurons over a long

time-horizon using our developed deep LSTM neural network architecture described

in Section 2.2. We trained 4 LSTM networks for making one timestep prediction

(equivalently, 0.1 ms), 50 timesteps prediction (equivalently, 5 ms), 100 timesteps

prediction (equivalently, 10 ms), and 200 timesteps prediction (equivalently, 20 ms).

Figure 2.6 shows the training and validation loss for these 4 LSTM networks.

Using the iterative approach described in Section 2.2.1, we simulated the LSTM

networks over 500 ms of time duration under different initial conditions and stimulat-

ing input currents between three different regimes of dynamical responses (“Regular

Spiking” (I ∈ [2.3, 3.0] nA), “Irregular Bursting” (I ∈ [0.79, 2.3) nA), and “Regular

Bursting” (I ∈ [0.24, 0.79)) nA) and compared the predicted state trajectories with the

Hodgkin-Huxley model.
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(a) (b)

(c) (d)

F igure 2 .6 : Training and validation loss for the deep long short term memory
(LSTM) neural network with multi-timestep predictive horizon. (a) 1 timestep
predictive horizon. (b) 50 timesteps predictive horizon. (c) 100 timesteps predictive
horizon. (d) 200 timesteps predictive horizon.
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2 .3 .1 Regular Spiking

In this section, we demonstrate the efficacy of our trained deep LSTM neural network

over the range of external current between 2.3 nA and 3 nA in predicting the regular

spiking dynamics shown by the biophysiological Hodgkin-Huxley model of CA1

pyramidal neuron in response to the external current I ≥ 2.3 nA. In this range, we

observe firing rates between approximately 165 Hz and 187 Hz. For clarity, we here

show our results only for the membrane potential traces. We provide the complete set

of simulation results on the LSTM network performance in predicting the dynamics

of all the 9 states of the Hodgkin-Huxley model in Appendix 2.4.1 (see Figures 2.13–

2.17).

Figure 2.7 shows a comparison of the membrane potential traces simulated using

the Hodgkin-Huxley model and the 4 different predictive horizons of the LSTM

network (i.e., 1 timestep, 50 timesteps, 100 timesteps and 200 timesteps, which we

represent as Np = 1, 50, 100, 200) for the external stimulating current I = 3.0 nA. Note

that all the simulations are performed using the same initial condition as provided in

Appendix 2.2.4. Since our LSTM network uses the initial sequence of outputs of appro-

priate predictive horizon (i.e., Np = 1, 50, 100, 200) from the Hodgkin-Huxley model

to make future time predictions, the LSTM network predictions (shown by dashed

red line) start after 0.1 ms, 5 ms, 10 ms, and 20 ms in Figure 2.7a–d, respectively.

As shown in Figure 2.7, the iterative prediction of the membrane potential traces

by the LSTM network did not differ significantly over a short time horizon (up to 200

ms) for Np = 1, 50, 100, 200, but it significantly improved afterward with the increased

predictive horizon of the LSTM network (i.e., Np = 1 to Np = 200). In particular,

the LSTM network performance significantly improved in predicting the timing of

the occurrence of spikes, but the magnitude of the membrane potential traces during

spikes degraded as we increased Np from 1 to 200. For clarity, we also computed

the time-averaged root mean squared error (RMSE) of the membrane potential traces

between the Hodgkin-Huxley model and the LSTM network for Np = 1, 50, 100, 200

over 500 ms of simulation time. Figure 2.8a shows that the time-averaged RMSE

decreased consistently with the increased predictive horizon of the LSTM network.
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(a)

(b)

(c)

(d)

F igure 2 .7 : Comparison of predicted membrane potential traces by the deep LSTM
neural network (“LSTM Network”) to the regular spiking pattern exhibited by the
Hodgkin-Huxley model (“HH Model”) in response to the external stimulating current
I = 3.0 nA. (a) Prediction using 1 timestep predictive LSTM network (Np = 1). (b)
Prediction using 50 timesteps predictive LSTM network (Np = 50). (c) Prediction
using 100 timesteps predictive LSTM network (Np = 100). (d) Prediction using 200

timesteps predictive LSTM network (Np = 200).
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Overall, these results show that our LSTM network with a longer predictive horizon

prefers to capture temporal correlations more accurately over the amplitude while

an LSTM network with a shorter predictive horizon prefers to capture the amplitude

more accurately over the temporal correlations.

To systematically evaluate whether the designed LSTM networks provide reason-

able predictions of the membrane potential traces of the regular spiking dynamics

across the range of external input currents between 2.3 nA and 3.0 nA, we performed

simulations for 50 random stimulating currents drawn from a Uniform distribution

U (2.3, 3.0). For each stimulating current, we chose 100 initial conditions drawn ran-

domly from the maximum and minimum range of the Hodgkin-Huxley state variables

(Note that the network was not trained over this wide range of initial conditions).

Figure 2.8b shows the LSTM network performance, represented in terms of the root

mean squared error vs time over 5000 realizations, for Np = 1, 50, 100, 200. As shown

in this figure, the root mean squared error decreased with the increased predictive

horizon of the LSTM network for all time, which is consistent with the result shown

in Figure 2.8a.

In conclusion, these results suggest that our deep LSTM neural network with a

longer predictive horizon feature can predict the regular (periodic) spiking patterns

exhibited by hippocampal CA1 pyramidal neurons with high accuracy over a long-

time horizon.

2 .3 .2 Irregular Bursting

In this section, we demonstrate the efficacy of our trained deep LSTM neural network

over the range of external current between 0.79 nA and 2.3 nA in predicting the

irregular bursting dynamics shown by the biophysiological Hodgkin-Huxley model

of CA1 pyramidal neuron in response to the external current I ∈ [0.79, 2.3) nA. In this

range, we observe firing rates between approximately 53 Hz and 164 Hz. For clarity,

we here show our results only for the membrane potential traces. We provide the

complete set of simulation results on the LSTM network performance in predicting

the dynamics of all the 9 states of the Hodgkin-Huxley model in Appendix 2.4.2 (see

Figures 2.18–2.22).
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F igure 2 .8 : The effect of the length of predictive horizon of the deep LSTM neural
network on the accuracy of regular spiking patterns prediction. (a) shows the time-
averaged root mean squared error (RMSE) versus predictive horizon of the LSTM
network (Np = 1, 50, 100, 200) for the simulation results shown in Figure 2.7; (b) shows
the RMSE versus simulation time for 5000 independent realizations, drawn from
the predicted membrane potential trajectories of 50 randomly selected stimulating
currents from a Uniform distribution U (2.3, 3.0) and 100 random initial conditions for
each stimulating current.
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Figure 2.9 shows a comparison of the membrane potential traces simulated using

the Hodgkin-Huxley model and the 4 different predictive horizons of the LSTM

network (i.e., Np = 1, 50, 100, 200) for the external stimulating current I = 1.5 nA. Note

that all the simulations are performed using the initial condition used for I = 3.0 nA

in Figure 2.7. Since our LSTM network uses the initial sequence of outputs of appro-

priate prediction horizon (i.e., Np = 1, 50, 100, 200) from the Hodgkin-Huxley model

to make future time predictions, the LSTM network predictions (shown by dashed

red line) start after 0.1 ms, 5 ms, 10 ms, and 20 ms in Figure 2.9a–d, respectively.

As shown in Figure 2.9, the LSTM performance significantly improved in predict-

ing the timing of the occurrence of spikes up to 100 ms with the increased predictive

horizon of the LSTM network from Np = 1 to Np = 200, but the performance

degraded in capturing the magnitude of the membrane potentials during spiking

with an increased value of Np. Although the time-averaged root mean squared error

of the membrane potential traces between the Hodgkin-Huxley model and the LSTM

network for Np = 1, 50, 100, 200 showed an improved performance with the increased

value of Np (see Figure 2.10a), none of the LSTM networks showed a reasonable

prediction of the timing of the occurrence of spikes in this regime beyond 100 ms of

the time-horizon.

To systematically evaluate whether the designed LSTM networks provide reason-

able predictions of the membrane potential traces of the regular spiking dynamics

across the range of external input currents between 0.79 nA and 2.3 nA, we performed

simulations for 50 random stimulating currents drawn from a Uniform distribution

U (0.79, 2.3). For each stimulating current, we chose 100 initial conditions drawn ran-

domly from the maximum and minimum range of the Hodgkin-Huxley state variables

(note that the network was not trained over this wide range of initial conditions).

Figure 2.10b shows the LSTM network performance, represented in terms of the root

mean squared error vs time over 5000 realizations, for Np = 1, 50, 100, 200. As shown

in this figure, the root mean squared error decreased with the increased predictive

horizon of the LSTM network for all time, which is consistent with the result shown

in Figure 2.10a.
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In conclusion, these results suggest that our deep LSTM neural network with a

longer predictive horizon feature can predict the irregular bursting patterns exhib-

ited by hippocampal CA1 pyramidal neurons with high accuracy over only a short-

time horizon.

2 .3 .3 Regular Bursting

In this section, we demonstrate the efficacy of our trained deep LSTM neural network

over the range of external current between 0.24 nA and 0.79 nA in predicting the

regular bursting dynamics shown by the biophysiological Hodgkin-Huxley model of

CA1 pyramidal neuron in response to the external current I ∈ [0.24, 0.79) nA. In this

range, we observe firing rates between approximately 8 Hz and 52 Hz. For clarity,

we here show our results only for the membrane potential traces. We provide the

complete set of simulation results on the LSTM network performance in predicting

the dynamics of all the 9 states of the Hodgkin-Huxley model in Appendix 2.4.3 (see

Figures 2.23–2.27).

Figure 2.11 shows a comparison of the membrane potential traces simulated using

the Hodgkin-Huxley model and the 4 different predictive horizons of the LSTM

network (i.e., Np = 1, 50, 100, 200) for the external stimulating current I = 0.5 nA. Note

that all the simulations are performed using the initial condition used for I = 3.0 nA

in Figure 2.7. Since our LSTM network uses the initial sequence of outputs of appro-

priate prediction horizon (i.e., Np = 1, 50, 100, 200) from the Hodgkin-Huxley model

to make future time predictions, the LSTM network predictions (shown by dashed

red line) start after 0.1 ms, 5 ms, 10 ms and 20 ms in Figure 2.11a–d, respectively.

By analyzing the results shown in Figure 2.11, we found that the LSTM network

performance in predicting the timing of spikes during bursts as well as tracking the

subthreshold potential improved significantly from Np = 1 to Np = 200, but the

performance substantially degraded in capturing the magnitude of the membrane

potentials during spiking. In conclusion, the 200 timesteps prediction horizon based

LSTM network (see Figure 2.11d) predicts the temporal dynamics with reasonable

accuracy over the first 300 ms of prediction.
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(a)

(b)

(c)

(d)

F igure 2 .9 : Comparison of predicted membrane potential traces by the deep
LSTM neural network (“LSTM Network”) to the irregular bursting spiking patterns
exhibited by the Hodgkin-Huxley model (“HH Model”) in response to the external
stimulating current I = 1.5 nA. (a) Prediction using 1 timestep predictive LSTM
network (Np = 1). (b) Prediction using 50 timesteps predictive LSTM network
(Np = 50). (c) Prediction using 100 timesteps predictive LSTM network (Np = 100).
(d) Prediction using 200 timesteps predictive LSTM network (Np = 200).
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F igure 2 .10 : The effect of the prediction horizon of the deep LSTM neural network
on the accuracy of irregular bursting dynamics prediction. (a) shows the time-
averaged root mean squared error (RMSE) versus predictive horizon of the LSTM
network (Np = 1, 50, 100, 200) for the simulation results shown in Figure 2.9. (b) shows
the RMSE versus simulation time for 5000 independent realizations, drawn from
the predicted membrane potential trajectories of 50 randomly selected stimulating
currents from a Uniform distribution U (0.79, 2.3) and 100 random initial conditions
for each stimulating current.
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Figure 2.12a shows the time-averaged root mean squared error of the membrane

potential traces between the Hodgkin-Huxley model and the LSTM network for Np =

1, 50, 100, 200. As noted in this figure, the root mean squared error decreased substan-

tially between 100 timesteps and 200 timesteps prediction horizon compared to the

regimes of regular spiking (Figure 2.8a) and irregular bursting (Figure 2.10a), which

indicates that a longer predictive horizon based LSTM network is necessary to capture

the two different timescales (i.e., short intraburst spiking intervals and long interburst

subthreshold intervals) presented in these dynamics.

Figure 2.12b shows the LSTM networks performances, represented in terms of the

root mean squared error vs time over 5000 realizations, for Np = 1, 100, and 200

timestep prediction horizon LSTM network. As shown in this figure, the root mean

squared error decreased with the increased predictive horizon of the LSTM network

for all time, which is consistent with the result shown in Figure 2.12a. Note that we

have excluded the simulation result for Np = 50 as we found out in our detailed

analysis that the trained LSTM network for Np = 50 led to instability in predicting

spiking responses for some of the initial condition values in this regime. The reason

for this may be that the network may not have seen these initial conditions during

the training.

2 .4 simulation results on full state predictions of

hodgkin -huxley model

In Section 2.3, we showed our simulation results only for the membrane potential

traces. Here, we provide the simulation results for all the 9 states of the Hodgkin-

Huxley model of CA1 pyramidal neuron (HHCA1Py) predicted by the deep LSTM

neural network over a long-time horizon and show the comparison between these

predictions and the simulated dynamics from HHCA1Py.

2 .4 .1 Regular Spiking

In this section, we show the simulation results on predicting the dynamics of all

the 9 states of HHCA1Py over a long-time horizon using the deep LSTM neural
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(a)

(b)

(c)

(d)

F igure 2 .11 : Comparison of predicted membrane potential traces by the LSTM
network (“NN Prediction”) to the irregular bursting spiking patterns exhibited by the
Hodgkin-Huxley model (“HH Model”) in response to the external stimulating current
I = 0.5 nA. (a) Prediction using 1 timestep predictive LSTM network (Np = 1); (b)
Prediction using 50 timesteps predictive LSTM network (Np = 50); (c) Prediction
using 100 timesteps predictive LSTM network (Np = 100); (d) Prediction using 200

timesteps predictive LSTM network (Np = 200).
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F igure 2 .12 : The effect of the prediction horizon of the multi-timestep LSTM
network on the accuracy of regular bursting dynamics prediction. (a) shows the
time-averaged root mean squared error (RMSE) versus predictive horizon of the
LSTM network (Np = 1, 50, 100, 200) for the simulation results shown in Figure 2.11.
(b) shows the RMSE versus simulation time for 5000 independent realizations,
drawn from the predicted membrane potential trajectories of 50 randomly selected
stimulating currents from a Uniform distribution U (0.24, 0.79) and 100 random initial
conditions for each stimulating current.
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network for the regular periodic spiking regime (I ∈ [2.3, 3.0] nA). Figures 2.13–2.16

show the comparison between the state’s dynamics simulated using the Hodgkin-

Huxley model and the deep LSTM neural network model developed for 1 timestep,

50 timesteps, 100 timesteps, and 200 timesteps (equivalently, Np = 1, 50, 100, 200)

predictive horizon, respectively.

As shown in these figures, the performance of the deep LSTM neural network

model in predicting state dynamics significantly improved with the increased pre-

dictive horizon of the LSTM network (i.e., Np = 1 to Np = 200) for all the states

except qsAHP for which we found that the magnitude is comparable to the numerical

precision of the performed simulations. Figure 2.17 shows the root mean squared

error between the states of HHCA1Py and the deep LSTM neural network model as a

function of simulation time over 5000 random realizations, for Np = 1, 50, 100, 200.

These results show that the root mean squared error decreases from Np = 1 to

Np = 200.

2 .4 .2 Irregular Bursting

In this section, we show the simulation results on predicting the dynamics of all the 9

states of HHCA1Py over a long-time horizon using the deep LSTM neural network for

the irregular bursting regime (I ∈ [0.79, 2.3) nA). Figures 2.18–2.21 show the compar-

ison between the state’s dynamics simulated using the Hodgkin-Huxley model and

the deep LSTM neural network model developed for 1 timestep, 50 timesteps, 100

timesteps, and 200 timesteps (equivalently, Np = 1, 50, 100, 200) predictive horizon,

respectively.

As shown in these figures, the deep LSTM neural network model provides a

reasonable prediction of the dynamics of all the states except qsAHP over the initial

100 ms of simulations. Moreover, the prediction improved from Np = 1 to Np = 200,

which is consistent with the results for the regular spiking regime (see Figures 2.13–

2.17). We found that the magnitude of qsAHP was comparable to the numerical

precision of our simulations, which hindered the capability of the LSTM network

in making a reasonable prediction for this state.
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Figure 2.22 shows the root mean squared error between the states of HHCA1Py

and the deep LSTM neural network model as a function of simulation time over

5000 random realizations, for Np = 1, 50, 100, 200. As shown here, the root mean

squared error decreased with the increased predictive horizon of the LSTM network

(i.e., Np = 1 to Np = 200).

2 .4 .3 Regular Bursting

In this section, we show the simulation results on predicting the dynamics of all the 9

states of HHCA1Py over a long-time horizon using the deep LSTM neural network for

the regular bursting regime (I ∈ [0.24, 0.79) nA). Figures 2.23–2.26 show the compar-

ison between the state’s dynamics simulated using the Hodgkin-Huxley model and

the deep LSTM neural network model developed for 1 timestep, 50 timesteps, 100

timesteps, and 200 timesteps (equivalently, Np = 1, 50, 100, 200) predictive horizon,

respectively.

As shown in these figures, the performance of the deep LSTM neural network

model in predicting state dynamics significantly improved between 1 timestep predic-

tive horizon (Figure 2.23) and 200 timesteps predictive horizon (Figure 2.26) across all

the states except qsAHP for the similar reason we provided for the regular spiking

and irregular bursting regimes. More importantly, the LTSM network predicted

the temporal correlations with high accuracy over the time-horizon of 300 ms for

Np = 200. The extrapolation of these results suggest that increasing the predictive

horizon beyond Np = 200 could improve the prediction beyond 300 ms of time-

horizon.

In Figure 2.22, we show the root mean squared error between the states of HHCA1Py

and the deep LSTM neural network model as a function of simulation time over

5000 random realizations, for Np = 1, 50, 100, 200. As shown here, the root mean

squared error decreased with the increased predictive horizon of the LSTM network

(i.e., Np = 1 to Np = 200), which is consistent with the results of the regular spiking

and irregular bursting regimes.
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F igure 2 .13 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 1 timestep
predictive horizon-based deep LSTM neural network (“LSTM Network”) in response
to I = 3.0 nA.
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F igure 2 .14 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 50

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 3.0 nA.
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F igure 2 .15 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 100

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 3.0 nA.



52

F igure 2 .16 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 200

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 3.0 nA.
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F igure 2 .17 : The root mean squared error (RMSE) versus simulation time for 5000

independent realizations, drawn from the predicted membrane potential trajectories
of 50 randomly selected stimulating currents from a Uniform distribution U (2.3, 3.0)
and 100 random initial conditions for each stimulating current.
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F igure 2 .18 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 1 timestep
predictive horizon-based deep LSTM neural network (“LSTM Network”) in response
to I = 1.5 nA.
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F igure 2 .19 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 50

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 1.5 nA.
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F igure 2 .20 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 100

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 1.5 nA.
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F igure 2 .21 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 200

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 1.5 nA.
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F igure 2 .22 : The root mean squared error (RMSE) versus simulation time for 5000

independent realizations, drawn from the predicted membrane potential trajectories
of 50 randomly selected stimulating currents from a Uniform distribution U (0.79, 2.3)
and 100 random initial conditions for each stimulating current.
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F igure 2 .23 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 1 timestep
predictive horizon-based deep LSTM neural network (“LSTM Network”) in response
to I = 0.5 nA.



60

F igure 2 .24 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 50

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 0.5 nA.
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F igure 2 .25 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 100

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 0.5 nA.



62

F igure 2 .26 : Comparison between the Hodgkin-Huxley model (“HH Model”)
states’ dynamics and the iterative predictions of states’ dynamics using the 200

timesteps predictive horizon-based deep LSTM neural network (“LSTM Network”)
in response to I = 0.5 nA.
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F igure 2 .27 : The root mean squared error (RMSE) versus simulation time for 5000

independent realizations, drawn from the predicted membrane potential trajectories
of 50 randomly selected stimulating currents from a Uniform distribution U (0.24, 0.79)
and 100 random initial conditions for each stimulating current.
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2 .5 discussion

In this chapter, we developed and presented a new data-driven long short-term mem-

ory (LSTM) based neural network (NN) architecture to predict the dynamical spiking

patterns of single neurons. Compared to other LSTM-based NN architectures for

forecasting dynamical systems behavior reported in the literature, our architecture

incorporated a single dense feedforward output layer with an activation function and

a reverse-order sequence-to-sequence mapping approach into traditional LSTM based

neural networks to enable truly multi-timestep stable predictions of the dynamics over

a long time-horizon. We demonstrated the efficacy of our architecture in predicting

the multi-time scale dynamics of hippocampal CA1 pyramidal neurons and compared

the predictions from our model with the ground truth synthetic data obtained from

an experimentally validated biophysiological model of CA1 pyramidal neuron in the

Hodgkin-Huxley formalism. Through simulations, we showed that (1) the presented

architecture can learn multi-timescale dynamics; and (2) the predictive accuracy of the

network increases with the increase in the predictive horizon of the LSTM network.

Our results for irregular bursting regime showed the limitation of the designed

deep LSTM neural network architecture in making an accurate prediction of the

timing of the occurrence of spikes over a long-time horizon compared to regular

spiking and regular bursting regimes. A possible reason for this may be the archi-

tecture itself or the dataset used for training these networks, which requires further

investigations by training the networks on the dataset explicitly generated from this

regime. In addition, it has been shown that this regime of bursting exhibits chaotic

dynamics (67), which may provide further explanation for the network’s struggle to

accurately predict this bursting behavior, as the system exhibits a high sensitivity

to the initial conditions. Hybrid approaches that combine LSTM networks with

mean stochastic models (MSM) have been explored for predictively modeling chaotic

dynamical systems in Reference (50). However, this LSTM-MSM approach is limited

to iterative single step prediction, and the application of this technique falls beyond

the scope of this chapter.

Another limitation of our presented approach in modeling neuronal dynamics

as currently constructed is the inclusion of the full state vector in both training and
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predictive evaluation. In experiment, it may be infeasible to have the entire state vector

of the neuron measured for any given time. This should provide a valuable direction

for future research, as partially observed systems or neuronal spike train recordings

are much more feasible to measure in vivo or vitro and merit further consideration in

combination with this approach.

In all dynamical regimes, our results showed a degraded performance of the deep

LSTM neural network in predicting the amplitude of membrane potentials during the

timing of the occurrence of spikes with the increased predictive horizon of the LSTM

network. This issue may be related to the equally weighted norm-2 loss function

used for training the networks. A further investigation is required by considering

different loss functions, such as norm-1 or weighted norm-2, which we consider as

our future work.

In addition, we make a note on the computational requirement of our presented

approach. The computational cost of inference with an artificial neural network can

effectively be boiled down to the number of multiplications and additions needed to

complete a forward pass of information. The inference complexity for an LSTM is

roughly O(di · d · h + d · h2), as described in Reference (50), where di is the dimen-

sionality of each input, d is the number of inputs, and h is the dimensionality of

the hidden states. Using this, we estimated the inference complexity of our LTSM

network, represented by O(I), for the prediction horizon of 1, 50, 100, and 200. Using

a single Nvidia GTX 1080Ti, we have also calculated the average computation time

required for each of the predictive horizons used to predict 500 ms of state values

from 1000 examples. We report these values in Table 2.1.

Although the data-driven approach developed in this chapter showed the ability

of the designed LSTM-based neural network in learning multi-timescale dynamics,

we note that the network struggles to accurately capture the dynamics of some state

variables where the magnitude of the state variable is comparable to the numerical pre-

cision of our simulations. This can particularly be seen in Figures 2.14–2.16 and 2.26,

where the network is not able to reconstruct the dynamics of the state variable qsAHP

with a reasonable accuracy. One possible way to alleviate this issue may be to increase
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Table 2 .1 : Comparison of computational requirement for the iterative approach
presented in this chapter.

NP (∆t = 0.1 ms) Predicted Time (ms) Iterations Computation Time (s) O(I)

1 500 5000 8.896 5.3× 109

50 500 100 3.778 1.6× 108

100 500 50 3.679 1.1× 108

200 500 25 3.565 8.0× 107
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the tolerance of the numerical errors in simulations, which may increase the overall

computational cost during training.

In conclusion, our results showed that a longer predictive horizon-based LSTM

network can provide a more accurate prediction of multi-time scale dynamics, but at

the expense of extensive offline training cost.
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chapter 3

Discovering Latent Dynamics Embedded In Large-Scale

Neural Spiking Activity

3 .1 introduction

Neural populations encode information, at least partly, in the spatiotemporal patterns

of spiking activity (68; 69; 70). Thus, understanding the spatiotemporal dynamics

which generate these patterns is a critical step towards understanding neural coding.

However, most of our current understanding of neural coding relies on the statistical

modeling and analysis of neural spiking patterns (71; 72; 73) while ignoring the un-

derlying dynamics which generate these patterns. Although computational modeling

and analysis approaches in the framework of dynamical systems theory developed

in computational neuroscience (74) have attempted to fill this gap, these approaches

are often based on several underlying assumptions. More importantly, most of these

approaches suffer from the issue of scalability to analyze large-scale neuronal pop-

ulations. In the realm of our growing ability to record spiking activity from large

neuronal populations in behaving animals over an extended time, we require scalable

computationally efficient tools that can meet the ever-growing data with minimal

assumptions on the underlying dynamics. In this chapter, we aim to take advantage

of both worlds (i.e., dynamical systems theory and statistical analysis) by developing

novel scalable data-driven dynamical systems modeling and analysis approaches to

infer, and analyze the neural dynamics underlying large-scale spatiotemporal spiking

patterns.

There is growing evidence in the brain-machine interface literature that there exist

low-dimensional neural manifolds embedded in the high-dimensional neuronal spik-

ing spatiotemporal patterns underlying reaching tasks (72). Such low dimensional

neural dynamical structures have been found in various brain regions including the

motor cortex (75), premotor cortex (76), thalamus (77), and the visual cortex (78).

A wealth of single-trial spiking data analysis tools, such as Gaussian process factor
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analysis (GPFA) (79; 80) and latent factor analysis via dynamical systems (LFADS) (53),

exists in the neuroscience literature to reveal these low-dimensional manifolds from

the single-trial population spiking data. These tools utilize dimensionality reduction

techniques to infer the low dimensional spatiotemporal neural structures from single-

trial spiking patterns while providing a way to reconstruct the spiking patterns from

these inferred neural structures. These tools not only allow us to gain insight into

single-trial variability factors, such as change in the initial states or the stimulus, but

also to visualize how these neural manifolds vary across different experimental trials

or different tasks (81). However, these approaches lack to provide detailed systems-

theoretic analysis of various spatial modes and temporal dynamics underlying the

low-dimensional neural manifolds, which could provide a better understanding of

the dynamics governing the observed spiking activity. More importantly, it is not

possible to answer relevant questions on understanding neural dynamics such as

what the governing dynamical equations of the low-dimensional neural manifolds

are as well as how similar or different these dynamics are for behaviorally similar but

different tasks using these existing approaches.

In this chapter, we develop novel data-driven approaches to infer the firing rates

and latent neural manifolds from the high-dimensional spiking data such that the un-

derlying high-dimensional neural spiking activity can be reconstructed. For this, we

leverage techniques from deep learning and generative models. Figure 3.1 illustrates

the overall framework for inferring firing rates from the high-dimensional spiking

data.

As shown in Figure 3.1, our central idea is based on sequential variational autoen-

coders, a class of generative models based on the dimensionality reduction that allows

the reconstruction of the high-dimensional data from the inferred latent dynamics.

Sequential variational autoencoding approaches have found success in applications

such as collaborative filtering (82), outlier detection and removal(83), and natural

language processing (84). Here, we introduce an implementation of a sequential

variational autoencoder for inferring smoothed firing rates of neuronal populations

directly from binned spiking data in an unsupervised manner by generating smooth

firing rates that maximize the likelihood of the reconstruction of the original data.
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F igure 3 .1 : Illustration of general inference approach. Measured binned spikes
are fed into the encoder LSTM network in array form. The bidirectional encoding
LSTM returns a vector of Gaussian parameters, z0, describing the initial condition
of the network. A sample is drawn from the Gaussian distribution described by the
parameters, and is fed into the decoder LSTM network, which returns the smoothed
inferred firing rates of the neurons. These can then be compared in a probabilistic loss
function to return the likelihood that the inferred firing rates generated the original
measured spiking activity. This loss is then used to further optimize the network in
iterative fashion via backpropagation.
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This approach centers on several central assumptions: (1) we assume that the

stochastic firing behavior of individual neurons can be modeled as a nonhomoge-

neous Poisson point process, (2) that underlying dynamics governing the firing rates

of the neurons exist, and (3) that trial-specific initial conditions underlying the neural

circuit exist and can be inferred. A major strength of this approach lies in the RNN

autoencoder’s ability to model highly non-linear temporal patterns, such as those ex-

pressed in neuronal circuits. This can be attributed to the general properties of ANNs

as universal function approximators (7) (85). Their ability to learn highly-complex

and otherwise intractable nonlinear functions governing the encoding and decoding

of complex data structures forms the backbone of this autoencoding approach.

The remainder of this chapter is organized as follows. In Section 3.2, we provide

background information relating to variational autoencoding approaches, and detail

related approaches to the one developed in this Chapter. In Section 3.3, we provide

technical details regarding formulation of the inference problem, and the development

of our novel autoencoding approach adapted for sequential data. Additionally, we

provide descriptions of the dynamical systems we use in simulation for generation of

training and validation data, and detail the generation of our synthetic datasets used

in training. We present the results from training, and quantify the inference ability of

the trained autoencoders in Section 3.4. Finally, in Section 3.5, we provide discussion

of results and limitations of the developed approach, and provide directions for future

works and research.

3 .2 relevant background and literature

In Section 3.2.1 we provide an overview of the background of variational autoencod-

ing approaches. In Section 3.2.2 we detail related inference techniques and approaches

to our own, which we will develop in detail in Section 3.3.

3 .2 .1 Variational Autoencoders

A Variational Autoencoder (VAE) is a class of generative neural network models,

which are a probabilistic interpretation of the autoencoder, a model type that generally
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performs dimensional compression on high-dimensional input data by reducing it to

a latent state. However, the VAE is a class of generative neural network model whose

goal is not to learn to compress data into a deterministic latent state vector, but rather

to compress it into parameters of a probabilistic distribution.

Our method can be considered as an RNN-based extension of a Variational Au-

toencoder (VAE) extended to processing sequential data. This autoencoding approach

can be broken down into two main components: the encoder, E, and the decoder,

D. The encoder transforms the input sequence of binned spike trains, x, into a

conditional distribution over some latent state z, E(z|x). Typically, this is assumed

as an independent diagonal Gaussian distribution, with each element zi ∼ N (µi, σi).

This assumption is used in the construction of this Sequential VAE model.

Let ẑ denote a sample from the stochastic latent state, z. The decoder accepts this

sample and attempts to transform it back into the original data upon which the latent

state is conditioned. That is, the output of the decoder can be represented as D(x|ẑ).
The autoencoder is comprised of these two different encoding and decoding net-

works being jointly trained on the same probabilistically formulated loss function,

forming the variational autoencoding approach. If the autoencoder has been designed

properly, x̂ should closely resemble the input data into the encoder portion of the

network, x.

Unlike traditional applications of variation autoencoding approaches, we are not

interested in dimensionality reduction in this portion of the approach. We are only

interested in inference of the N neuron’s firing rates.

3 .2 .2 Comparison With Existing Approaches for Inferring Latent Neural Manifolds from

Single Trial Spiking Data

This approach is not unique in its goal to discover low-dimensional neural trajectories

from higher-dimensional neural population activity. Several previous approaches

have been developed and have found success inferring smoothed firing activity from

noisy higher-dimensional data, such as Gaussian-process factor analysis (GPFA)(79)

and Latent factor analysis for dynamical systems (LFADS) (53).
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GPFA is a novel method for extracting low-dimensional dynamical representations

of high-dimensional behavior, constructed in a probabilistic framework that inherently

allows for simultaneous smoothing and dimensionality reduction. The GPFA model

is a set of factor analyzers at each time point, with a common Gaussian process prior.

This introduction of a Gaussian process allows for time-correlation of data points,

which in turn allows for inference of low-dimensional dynamical behavior. However,

GPFA does not allow for the discovery of non-linear low-dimensional manifolds of

activity, leaving it best used for exploratory studies of neural trajectories.

Similarly to the method we have devised, LFADS makes use of a sequential varia-

tional autoencoding approach to discover smoothed firing rates underlying recorded

and binned neural spiking activity. This is done by use of a jointly-trained, encoding-

decoding approach. In LFADS, the encoder is a bidirectional implementation of a

gated recurrent unit (GRU)(86), a type of gated RNN whose internal gating structure

is more complicated than a vanilla RNN, but not so complicated as the LSTM. This

bidirectional GRU returns an initial condition of the system, which is passed on to the

generator portion of the network. The generator is comprised of a forward-directional

GRU network, with additional custom layer structure. This custom layer structure is

comprised of a linear layer, which transforms the high-dimensional representation of

the dynamics into a low-dimensional latent representation of the dynamics, which

is then transformed linearly and exponentiated to recreate strictly positive firing rate

dynamics. This differs from our approach, in which we seek to identify only smoothed

firing rates from our implementation of a sequential variational autoencoder, and per-

form dimensionality reduction and latent-state dynamical identification separately in

a downstream process. This process of encoding, decoding, dimensionality-reduction,

and subsequent firing rate reconstruction from the low-dimensional representation

makes the process of convergent learning extremely difficult, as there are a huge

number of parameters to be learned. To overcome this, LFADS makes use of a highly

tailored, complex custom learning algorithm.

In the coming sections, we will detail a statistical inference method that seeks to

capture smoothed Poisson firing rates underlying binned spiking data, with the goal
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of being able to learn complex, non-linear dynamics while allowing for compatibility

with standard optimization and training techniques.

3 .3 methods

Here, we present the overview of the structure underlying the developed autoencoder

architecture and dynamical inference approach. For notational simplicity in the com-

ing sections, we denote the affine transformation WT
i x + bi as Wi(x). In Section 3.3.1,

we provide an overview of the encoder, which accepts input binned spike trains and

returns the initial condition of the system. In Section 3.3.2, we delve into details

regarding the generation of firing rates from the initial condition provided by the

encoder. Section 3.3.3 details the development of the probabilistic loss function that

our model is trained to maximize in an unsupervised learning framework. In Section

3.3.4, we provide details related to implementation and best practices in constructing

the network. Specifics regarding the approach to further distill low-dimensional latent

firing rate dynamics from the high-dimensional inferred firing rate data is given in

Section 3.3.5. Finally, in Section 3.3.6, we provide descriptions of synthetic systems

and detail the generation of synthetic neuronal spiking data from them to evaluate

our approach.

3 .3 .1 Encoder

We consider data in the form of binned spike counts, x, collected over T discrete time

intervals, recorded from N individual neurons. As in many variational autoencoding

approaches, we assume that the encoded latent state of the network is some diagonal

Gaussian distribution, with form Nn(µ, σIn). We wish to encode the entire sequence

of these binned spike counts into an initial state vector, z0, which will be used to

initialize the iterative prediction of the firing rate dynamics.

To accomplish this, we use a multi-layered, bidirectional LSTM network to run

over the binned spiking data in both directions from t = 1 to t = T, and from t = T

to t = 1, returning a single vector with 2N elements, C. The bidirectional nature of

the LSTM encoder allows for the entire time series worth of input data to be encoded



75

into a single vector, while minimizing bias attributed to directionality of sequential

processing, and can be described as

C = LSTMenc(x) (3.1)

The initial condition vectors, µ0 and σ0, are the output of two densely connected

nonlinear transformations given by

µ0 = Wµ0(C) (3.2)

σ0 = exp
(
Wσ0(C)

)
(3.3)

where Wµ0 and Wσ0 are separate, trainable weight matrices. The sample from the

encoded mean and variance vector is then taken as

ẑ0 ∼ E(z|x) = N (z|µ0, σ0In) (3.4)

where each ith element of the latent initial condition, zi ∼ N (µi, σi) is a element of a

diagonal Gaussian distribution.

3 .3 .2 Decoder

This approach assumes that the observed binned spikes, x, are samples from a Poisson

process, with underlying firing rates, r. We consider each neuron to have an corre-

sponding independent Poisson firing rate, ri. The overarching goal of this approach

is to reconstruct the estimated firing rates, r̂ that maximize the probability of the

input binned spikes into the system, x. The rates are obtained as the exponentiated

output of the final layer of the generative LSTM cell. The choice of the final non-linear

exponentiation, exp(·), ensures that the estimated firing rate of the network remains

positive. Additionally, exp(·) is the inverse canonical link function to the Poisson

distribution, making it a natural choice in that regard.
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The decoding process begins when a sample is drawn from the encoded initial

state vector, ẑ0 ∼ E(z|x). This is passed into the decoder LSTM cell, and the initial

latent firing rate is generated as,

ĝ0 = LSTMgen(ẑ0) (3.5)

For each subsequent time step t = 1, ..., T, the subsequent latent firing rate is gener-

ated by accepting the previous time step’s estimated latent rate as the input into the

decoder cell

ĝt = LSTMgen(ĝt−1) (3.6)

Due to the nature of the LSTM cell, which typically necessitate the use of a hyperbolic

tangent or sigmoidal output function, this constrains the output from the generative

LSTM network to be on {-1,1} or {0,1}. Thus, we pass the output latent firing rates

through a densely-connected output layer with an exponential activation. This allows

for strictly positive firing rates, and exp(·) is the inverse canonical link function to

the Poisson distribution, making it a natural choice for the output layer activation

function. The firing rates are then output as

r̂t = exp
(
Wout(ĝt)

)
(3.7)

where Wout represents a trainable parameter matrix. Once the firing rates have been

generated, Poisson sampling can be used to approximately recreate the original input

binned spike trains,

x̂t ∼ Poisson(xt|r̂t) (3.8)

where Poisson indicates that independent Poisson sampling is performed for each

of the individual neuronal firing rates expressed as an element of the estimated rate

vector, r̂t. This final step is not typically done, as inference of the firing rates, rather

than total reconstruction of the original binned spike trains, is the overarching goal of

this developed inference technique.
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3 .3 .3 Autoencoder Loss Function

The probability mass function of a Poisson distribution within a discrete time interval

can be expressed as

P(k|λ) = e−λλk

k!
(3.9)

where k represents the number of events within some discrete time period, λ is the

underlying event frequency, often denoted as the rate parameter, and e is Euler’s num-

ber. The event frequency could also be described as the product of an instantaneous

firing rate, r and the measure of the discrete time interval ∆t.

This is easily translated to Poisson spiking neurons, where the observed event

counts, k, are equivalent to the observed spike trains, x, binned into discrete time

intervals of length ∆t, with the governing Poisson rate parameters, λ, equivalent to

the estimated inferred firing rates from the autoencoder within each timestep, r̂∆t .

Thus, for each timestep, t, the probability mass function can be expressed as

P(xt|r̂t∆t) =
e−r̂t∆t(r̂t∆t)xt

xt!
(3.10)

The autoencoder model is optimized such that it maximizes the log-likelihood

of the original binned spike trains, given the estimated firing rates from the au-

toencoder, logP(x|r̂∆t). The log-likelihood is used as opposed to the likelihood to

ensure numerical stability and avoid rounding errors in training. Thus at each time

step, we compute the log-likelihood of the original binned spike trains, given the

autoencoder’s estimated firing rates as

logP(xt|r̂t∆t) = xtlog(r̂t∆t)− r̂t∆t− log(xt!) (3.11)

Thus, for the entire timeseries of inferred firing rates over T timesteps, the total firing

rate reconstruction loss can be computed as

Lr =
T

∑
t=1

logP(xt|r̂t∆t) (3.12)
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However, the VAE framework centers around maximizing the lower evidence bound

of the data,

logP(x) ≥ L = Lr − LKL (3.13)

where Lr represents the aforementioned reconstruction cost of the firing rates given

the original data, and LKL represents a non-negative Kullback-Leibler Divergence

term that serves to restrict the posterior initial condition to the decoder from deviating

too far from the uninformative assumed Gaussian prior, and is defined as

LKL = DKL
(
Nn(z0|µ0, σ0In)|Nn(0, In)

)
(3.14)

where DKL represents the Kullback Leibler Divergence between the two distributions.

This term serves as a regularizer on the posterior inferred from the network, ensuring

that the distribution inferred remains ’near’ the uninformative Gaussian prior.

We wish to maximize the lower evidence bound, L, thus in practice we minimize

the additive inverse, −L.

3 .3 .4 Further Details of Autoencoder Implementation

Here, we provide details of implementation of the SVAE that were not mentioned in

the more general functional description from sections 3.3.1, 3.3.2, and 3.3.3.

For all instances of an RNN being used throughout this work, we have used

recurrent dropout, a form of regularization on the recurrent weights of the neural

network architecture, to ensure generality of the solutions learned by the network. It

is common to use L2 regularization as a means to achieve the same end, but tuning

L2 regularization weight penalties by hand or automating the process becomes an

extremely difficult problem in and of itself. Recurrent dropout ensures that at any

given time step, a certain number of recurrent weights are masked, ensuring that the

total set of recurrent weights is not overly dependent on any singular element.

Additionally, we employed dropout in the exponential output layer, ensuring that

the network’s weights transforming the generator’s latent firing rate representation

to the real-valued one remains generalized, and not over-reliant on a single particular

weight within the layer.
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3 .3 .5 Identification of Latent Firing Dynamics

In addition to inference of smoothed Poisson firing rate dynamics directly from the ob-

served binned spiking data, we are also interested in the distillation of low-dimensional

latent dynamics capable of describing their high-dimensional behavior. Towards this

end, we employ deterministic autoencoders to recreate the original latent dynamical

behavior. In practice, this deterministic autoencoder is simply a multi-layer percep-

tron, whose innermost layer, known as a "bottleneck", is comprised of a significantly

fewer number of artificial neurons than both the input and output layers. This sharp

decrease in the number of available neurons forces the data into a low-dimensional,

high-information representation of the original data. It is this low-dimensional, ’latent’

representation that we wish to ultimately distill, as this would enable identification

techniques such as SINDY to relate this latent dynamical behavior to closed-form

differential equation representation.

3 .3 .6 Synthetic Datasets

Lorenz Chaotic System — To examine the inference ability of this approach,

we examined its performance on a variation of the well-characterized chaotic Lorenz

system, with latent dynamics of the form

ẏ1 = σ(y2 − y1) (3.15)

ẏ2 = y1(ρ− y3)− y2 (3.16)

ẏ3 = y1y2 − βy3 (3.17)

where σ, β, and ρ are the typical parameters used to induce chaotic behavior, and are

valued at 10, 8/3, and 28, respectively. Euler integration was used with ∆t = 0.001

s. The chaotic behavior exhibited by this system can be visualized in Figure 3.2. As

done in (87), a linear readout matrix was used to transform this low-dimensional

chaotic system into a high dimensional one, and firing rates were finally generated

by exponentiating the linearly transformed system. For the linear readout matrix, all
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weights were selected randomly and independently from a uniform distribution on

(1, 2). The resultant firing rate behaviors can be visualized in Figure 3.3.

To generate the data, we sampled 25 initial conditions, and integrated each re-

sponse for 100 seconds, yielding timeseries of length 100, 000. The first 20, 000 steps

were discarded to ensure the system’s steady state behavior. The remaining 80, 000

timesteps were divided into sequences of 1, 000 timesteps (equaling 1 second), yield-

ing 80 firing rate examples per initial condition. Poisson sampling was then per-

formed to generated spiking events from synthetic firing rate data. The spikes were

then binned at intervals of 20, 30, 40, and 50 milliseconds, yielding spiking activity

vectors of length 50, 33, 25, and 20, respectively.

Chaotic Continuous -Time RNN System — To further test the ability of this

generative framework, we We generated an N-dimensional, synthetic dataset from a

continuous-time, nonlinear equation of the form

τṙ(t) = −r(t) + γWtanh(r(t)) (3.18)

where r(t) represents the firing rates as a function of time, ṙ(t) represents the first

order time derivative of the firing rates, γ is a parameter set to 1.5− 2.5 depending

on the severity of the desired chaotic behavior, τ is a parameter set to 0.025s, and the

elements of the matrix W are drawn independently from a normal distribution with

mean zero and variance 1/N, where N is the number of neuronal firing rates being

described. For our applications, N = 50. For our purposes, we used γ = 1.5 for

simulations. In this regime, the system exhibits chaotic dynamical behavior. Once all

responses were generated, they were normalized, and subsequently multiplied by a

scaling factor of 150, giving rise to instantaneous firing rates in the range of 0− 150

Hz. An example of the resulting firing rates for a single array of neurons can be seen

in Figure 3.4.

Euler integration at ∆t = 0.001 s was used. To generate the data, we sampled from

random initial conditions with elements drawn from mean zero with unit variance.

Simulation carried on for 100 timesteps, yielding firing rate vectors totaling 1 second.
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F igure 3 .2 : A sample solution of the Lorenz attractor dynamics when ρ = 28,
β = 8/3, and σ = 10. The ’butterfly’ orbit can be clearly visualized.
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F igure 3 .3 : Illustration of linearly transformed and exponentiated Lorenz attractor
dynamics.
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F igure 3 .4 : Example of chaotic firing rate dynamical behavior.
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We generated 2000 examples of independent firing rates, and then performed Poisson

sampling from those rates. These Poisson spike events were then binned at 20, 30,

40, and 50ms, yielding binned spike trains of length 50, 33, 25, and 20 time steps,

respectively.

The training/testing split was set as 1/5, leading to 4000 examples used as the

training set, and 1000 examples used as the test set. In training, we allowed for a

randomly split 1/20 of the training set to be used as an on-line validation set during

training.

3 .3 .7 Optimization

For all network training, the Adam (66) optimizer was used. Adam is a first-order

gradient-based stochastic optimization algorithm, which makes use of lower-order

moments of the gradients between layers to optimize the stochastic objective function.

Given network parameters, θ(i), and the objective function L(θ(i), the ith update to the

parameters is given by

m(i+1)
θ ← β1m(i)

θ + (1− β1)∇θL(i), (3.19)

ν
(i+1)
θ ← β2m(i)

θ + (1− β2)(∇θL(i))2, (3.20)

m̂θ =
m(i+1)

θ

1− (β1)i+1 , (3.21)

ν̂θ =
ν
(i+1)
θ

1− (β2)(i+1)
, (3.22)

θ(i+1) ← θ(i) − η
m̂θ√
ν̂θ + ε

, (3.23)

where mθ is the first moment of the weights in a layer, νθ is the second moment of

the weights in a layer, η is the learning rate, β1 and β2 are the exponential decay rates

for the moment estimates, ∇ is the differential gradient operator, and ε is a small

scalar term to help numerical stability. For all optimization in this Chapter, we used

β1 = 0.9, β2 = 0.999 and η = 0.001 (66).
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3 .4 results

In this section, we present simulation results from both training and inference of the

firing rates underlying the binned spiking activity given to the network, for both the

non-chaotic and chaotic synthetic dynamical datasets. In Section 3.4.1, we present

results from chaotic Lorenz dynamics with bin sizes of 50, 40, 30, and 20 milliseconds,

and demonstrate the network’s inference performance at each bin size. Additionally,

we discuss the recovery of the latent 3-dimensiona chaotic Lorenz dynamics from the

inferred high-dimensional firing rate data. In Section 3.4.2, we present results for

inference of chaotic continuous-time RNN dynamical firing rates with bin sizes of 50,

40, 30, and 20 milliseconds.

3 .4 .1 Chaotic Lorenz Dynamics

50ms B in — The network was trained for 5, 000 epochs to ensure thoroughness in

training. This can be visualized in Figure 3.5. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,

the network’s mean absolute percentage error in inferring the test set’s original firing

rates was 5.07%. Figure 3.6 demonstrates an example of the network’s ability to infer

firing rates underlying observed binned spiking activity.

Here we see the inference procedure has little trouble discovering the underlying

firing rates on the chaotic Lorenz dataset binned at 50ms. Qualitatively, while there

is mild error in timescale and magnitude, the dynamics inferred from the network

closely resemble the ground truth firing rates on which the binned data was created.

This behavior is characteristic of the inference approach’s performance on this dataset.

From this, we may conclude that the network successfully has learned to capture the

dynamical behavior governing the firing rates of this system.

40ms B in — The network was trained for 5, 000 epochs to ensure thoroughness in

training. This can be visualized in Figure 3.7. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error
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F igure 3 .5 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer Lorenz spike trains binned at
50ms.
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F igure 3 .6 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
Lorenz dynamical spiking binned at 50ms. Top: Integer binned spike train input from
the neuron. Middle: Comparison of ground truth and inferred neuron firing rate
underlying spikes shown above. Bottom: Error between the prediction and ground
truth, measured in Hz.



88

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,

the network’s mean absolute percentage error in inferring the test set’s original firing

rates was 5.86%. Figure 3.8 demonstrates an example of the network’s ability to infer

firing rates underlying observed binned spiking activity.

Here we see the inference procedure has little trouble discovering the underlying

firing rates on the chaotic Lorenz dataset binned at 40ms. Qualitatively, while there

are errant estimations in both timescale and magnitude, the dynamics inferred from

the network closely resemble the ground truth firing rates on which the binned

data was created, and error remains very low. This behavior is characteristic of the

inference approach’s performance on this dataset. From this, we may conclude that

the network successfully has learned to capture the dynamical behavior governing

the firing rates of this system.

30ms B in — Once again, the network was trained for 5, 000 epochs to ensure

thoroughness in training. This can be visualized in Figure 3.9. Once trained, the

network evaluated each of the 400 test set examples. From this, the mean absolute

percentage error between the inferred firing rates and those used to generate the

binned spiking data was used to quantify the inference performance of the approach.

Once fully trained, the network’s mean absolute percentage error in inferring the test

set’s original firing rates was 6.02%. Figure 3.10 demonstrates an example of the

network’s ability to infer firing rates underlying observed binned spiking activity.

Here we see the inference procedure does well in discovering the underlying

firing rates on the chaotic Lorenz dataset binned at 30ms. We note that there are

errors in both the timescale and magnitude of the dynamics, but that ultimately the

network’s inferred rates closely resemble those of the ground truth. This behavior

is characteristic of the inference approach’s performance on this dataset. From this,

we may conclude that the network successfully has learned to capture the dynamical

behavior governing the firing rates of this system.
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F igure 3 .7 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer Lorenz spike trains binned at
40ms.
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F igure 3 .8 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
Lorenz dynamical spiking binned at 40ms. Top: Integer binned spike train input from
the neuron. Middle: Comparison of ground truth and inferred neuron firing rate
underlying spikes shown above. Bottom: Error between the prediction and ground
truth, measured in Hz.
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F igure 3 .9 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer Lorenz spike trains binned at
30ms.
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F igure 3 .10 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
Lorenz dynamical spiking binned at 30ms. Top: Integer binned spike train input from
the neuron. Middle: Comparison of ground truth and inferred neuron firing rate
underlying spikes shown above. Bottom: Error between the prediction and ground
truth, measured in Hz.
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20ms B in — The network was trained for 5, 000 epochs to ensure thoroughness in

training. This can be visualized in Figure 3.11. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,

the network’s mean absolute percentage error in inferring the test set’s original firing

rates was 6.47%. Figure 3.12 demonstrates an example of the network’s ability to infer

firing rates underlying observed binned spiking activity.

We note that at the 20ms bin, performance begins to degrade, as can be seen

in Figure 3.12. The network’s inferred firing rate dynamics begin to err further in

both magnitude and timescale of features exhibited, resulting in significantly higher

error. While the inference procedure is certainly learning a representation of the

dynamical firing rates underlying the chaotic binned spiking data, the representation

is less accurate than at larger bin sizes.

Recovery of Governing Latent Dynamics — Finally, we must make a note

on the use of deterministic autoencoders to recover governing latent dynamics, with

the hopes of identifying their closed-form representations using SINDY regression

techniques. These autoencoders were trained to reproduce the inferred firing rate data

output from the sequential variational autoencoder for 2,000 epochs. The autoencoder

used was a 3-layer densely connected network with widths of 50, 3, and 50 neurons,

from input layer to output layer, respectively.

The deterministic autoencoder was able to reproduce the inferred firing rates from

the network with exceptional accuracy in all cases of binning size, with mean absolute

reconstruction error rates ranging from 0.2% to 0.55%, with mild variance depending

on random weight initialization in the network. This behavior is consistent across all

binning window sizes.

However, of more particular concern is the recreation of the original latent 3-

dimensional Lorenz dynamics. If the deterministic autoencoder is properly trained

and configured, the 3-dimensional encoded latent state from the autoencoder should

closely resemble the 3-dimensional Lorenz dynamical data. However, as can be
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F igure 3 .11 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer Lorenz spike trains binned at
20ms.
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F igure 3 .12 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
Lorenz dynamical spiking binned at 20ms. Top: Integer binned spike train input from
the neuron. Middle: Comparison of ground truth and inferred neuron firing rate
underlying spikes shown above. Bottom: Error between the prediction and ground
truth, measured in Hz.
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F igure 3 .13 : Illustration of recreated and originally inferred high-dimensional
chaotic Lorenz firing rates from deterministic autoencoder. This example is from
the 20ms binning case.
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visualized in Figure 3.14, there are currently rather large issues in recovery of the true

latent state used to generate the data, as the pictured dynamics do not resemble the

Lorenz attractor of Figure 3.2. Without properly recovering the raw latent dynamics,

application of the SINDY algorithm to discover their closed-form representation is

extremely unlikely to succeed. This result provides a direction for future improvement

and research, and constitutes our current most outstanding challenge in discovering

latent dynamical representations embedded in high-dimensional spiking activity.

3 .4 .2 Chaotic RNN Dynamics

50ms B in — The network was trained for 5, 000 epochs to ensure thoroughness in

training. This can be visualized in Figure 3.15. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,

the network’s mean absolute percentage error in inferring the test set’s original firing

rates was 5.38%. Figure 3.16 demonstrates an example of the network’s ability to infer

firing rates underlying observed binned spiking activity.

Here we see the inference procedure has little trouble discovering the underlying

firing rates on the chaotic dataset binned at 50ms. Qualitatively, while there is mild

error, the dynamics inferred from the network closely resemble the ground truth firing

rates on which the binned data was created. This behavior is characteristic of the

inference approach’s performance on this dataset. From this, we may conclude that

the network successfully has learned to capture the dynamical behavior governing

the firing rates of this system.

40ms B in — The network was trained for 5, 000 epochs to ensure thoroughness in

training. This can be visualized in Figure 3.17. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,

the network’s mean absolute percentage error in inferring the test set’s original firing
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F igure 3 .14 : Illustration of recreated latent Lorenz chaotic firing rates from
deterministic autoencoder. This example is from the 20ms binning case. It can be
visualized that these recovered latent rates exhibit purely linear behavior, moving
along a line in near perfect unison, instead of the classical Lorenz ’butterfly’ attractor
trajectories.
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F igure 3 .15 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer chaotic continuous-time RNN
spike trains binned at 50ms.
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F igure 3 .16 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
chaotic continuous-time RNN neuronal spiking binned at 50ms. Top: Integer binned
spike trains input from the neuron. Middle: Comparison of ground truth and inferred
neuron firing rate underlying spikes shown above. Bottom: Error between prediction
and ground truth, measured in Hz.
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rates was 6.14%. Figure 3.18 demonstrates an example of the network’s ability to infer

firing rates underlying binned spiking activity.

Similarly to the 50ms chaotic dataset, we observe that again the inference proce-

dure of the network is able to discover firing rate dynamics that closely resemble the

ground truth. This behavior is characteristic of the inference approach’s performance

on this dataset. From this, we conclude that the inference approach is able to success-

fully learn the dynamical behavior of the firing rates underlying the binned chaotic

dataset.

30ms B in — The network was trained for 5, 000 epochs to ensure thoroughness in

training. This can be visualized in Figure 3.19. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,

the network’s mean absolute percentage error in inferring the test set’s original firing

rates was 6.83%.

Here, we observe that the inference procedure is again able to reconstruct dy-

namical firing rate behavior that closely resembles the ground truth of the system.

However, we must note that the network fails to capture all nuances of the dynamical

behavior, often creating slightly overly-smoothed firing rates relative to the ground

truth, as can be visualized in Figure 3.20. However, we can conclude that the network

has successfully learned the dynamical behavior of the firing rates underlying the

binned chaotic dataset.

20ms B in — The network was trained for 7, 500 epochs to ensure thoroughness

in training. The network was trained for the extra epochs to ensure that duration

of training was not an issue, as this model struggled to generate dynamical firing

rates. This can be visualized in Figure 3.21. Once trained, the network evaluated

each of the 400 test set examples. From this, the mean absolute percentage error

between the inferred firing rates and those used to generate the binned spiking data

was used to quantify the inference performance of the approach. Once fully trained,
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F igure 3 .17 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer chaotic continuous-time RNN
spike trains binned at 40ms.
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F igure 3 .18 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
chaotic continuous-time RNN neuronal spiking binned at 40ms. Top: Integer binned
spike trains input from the neuron. Middle: Comparison of ground truth and inferred
neuron firing rate underlying spikes shown above. Bottom: Error between prediction
and ground truth, measured in Hz.
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F igure 3 .19 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer chaotic continuous-time RNN
spike trains binned at 30ms.
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F igure 3 .20 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
chaotic continuous-time RNN neuronal spiking binned at 30ms. Top: Integer binned
spike trains input from the neuron. Middle: Comparison of ground truth and inferred
neuron firing rate underlying spikes shown above. Bottom: Error between prediction
and ground truth, measured in Hz.
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the network’s mean absolute percentage error in inferring the test set’s original firing

rates was 9.75%.

We note that at the 20ms bin, performance begins to degrade, as can be seen in

Figure 3.22. The first several timesteps exhibit sharp, non-smooth behavior. From

there, the network’s inferred firing rate dynamics begin to err further in both magni-

tude and timescale of features exhibited, resulting in significantly higher error. While

the inference procedure is certainly learning a representation of the dynamical firing

rates underlying the chaotic binned spiking data, the representation is less accurate

than at larger bin sizes.

3 .4 .3 Impact of Binning Size

Here, we briefly present summary graphs of mean absolute percentage error in pre-

diction of the test sets binned at, 20, 30, 40, and 50 milliseconds, for both the chaotic

Lorenz system as well as the chaotic continuous-time RNN system. We note that for

both systems, we observe decreases in mean absolute error percentages between the

ground truth firing rates and the network’s inferred firing rates as the discrete-time

binning window is increased. Figure 3.23 illustrates this for the network trained to

infer firing rates from the chaotic Lorenz dynamical spiking data, while Figure 3.24

does so for the network trained to infer firing rates from the chaotic continuous-time

RNN spiking data.

3 .5 discussion

In this work, we have developed and presented a novel data-driven adaptation of a

variational autoencoder to sequential data in order to approximately infer smoothed

firing rate dynamics underlying discretely-observed Poisson event spiking. In compar-

ison to other approaches which cannot learn highly nonlinear dynamics, do not neces-

sarily scale well with increased system dimensionality, and make use of complicated,

highly tailored, multi-phase learning algorithms, we make use of multi-layered LSTM

networks, with a single dense output layer with an exponential activation paired with

commonly-used and highly flexible stochastic gradient descent algorithms, such as
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F igure 3 .21 : Training and validation loss for the SVAE inference network for
inferring firing rates, for the network trained to infer chaotic continuous-time RNN
binned spike trains of 20ms.
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F igure 3 .22 : Example of firing rate inference for a randomly selected neuron,
computed from a randomly selected test set example, for the network trained on
chaotic continuous-time RNN neuronal spiking binned at 20ms. Top: Integer binned
spike trains input from the neuron. Middle: Comparison of ground truth and inferred
neuron firing rate underlying spikes shown above. Bottom: Error between prediction
and ground truth, measured in Hz.
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F igure 3 .23 : Mean absolute percentage error in inference of chaotic Lorenz firing
rates for chaotic binned spiking activity plotted against bin size window, measured in
milliseconds. We see that as bin size increases, the mean absolute percentage error of
those predictions decreases.
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F igure 3 .24 : Mean absolute percentage error in inference of chaotic continuous-
time RNN firing rates for chaotic binned spiking activity plotted against bin size
window, measured in milliseconds. We see that as bin size increases, the mean
absolute percentage error of those predictions decreases.
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Adam. We demonstrate the efficacy of this approach to infer smoothed firing rates

directly from discrete spiking data generated from simulations of a 50-neuron network

of neurons with latent chaotic Lorenz dynamical behavior as well as a 50-neuron

network with latent dynamics generated from a chaotic continuous-time RNN.

Through these simulations and training we have demonstrated that (1) the pre-

sented autoencoder architecture is capable of learning cohesive dynamical represen-

tations of smoothed firing rate data directly from discretely-observed event-based

spiking data; and (2) that the predictive accuracy of the network increases as the

discrete-time binning window is increased over an equivalent-time spiking sequence.

In both cases, the 20 millisecond binning window illustrated the limitation of this

designed inference approach in inferring smoothed firing rates from the spiking data.

At this binning window, degraded performance in prediction was observed with re-

spect both to temporal features and raw magnitude. A possible reason for this may be

the increased number of iterative predictions necessary due to the finer discrete time

window at which data is binned. As the length of the predicted firing rate sequence

increases, so does the necessary number of timesteps over which backpropagation

must be carried out - this may result in weak gradients by the time that the iterative

backpropagation reaches backwards to the initial timestep; however, this is merely a

suspicion from related work in dynamical timeseries prediction with recurrent neural

network architectures (88) (45) that merits further systematic investigation.

Another limitation of this approach as currently constructed is the assumption that

all neurons within the synthetic systems devised above are fully observable. In prac-

tice, as the scale of the system increases, the ability to record spiking activity of each

individual neuron within each circuit becomes increasingly less feasible, as neuronal

circuits are comprised of many millions of neurons. There has been major progress

made by prominent capital research ventures on this front, enabling recordings of

many thousands of neurons in a potentially scalable fashion (89), but this remains

a prohibitive and developing technology with much work to be done. Further work

must be done to investigate the efficacy of this approach on partially observed spiking

systems. This is of particular concern for real world applications, where data from in

vitro and in vivo experiments are nearly always from partially observed systems.
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Additionally, the topic of off-line training cost must be addressed. As is common

to applications of RNNs to sequential datasets in sequence-to-sequence learning, as

the length of the predictive horizon of the sequence increases, so does the offline

computational cost of training said networks.

Finally, we must comment on the current limitations in distilling latent represen-

tations of the smoothed firing rate dynamics output from the SVAE. The current

autoencoding-based method is not fully operational, as it is highly capable of re-

covering the high-dimensional smoothed firing rates, but is not capable of properly

rediscovering the governing latent dynamics used to generate the high-dimensional

firing rate data. This remains an outstanding challenge and poses a clear direction for

future research endeavors.

In conclusion, our results showed that an increased discrete-time binning window

in combination with our novel sequential variational autoencoder is highly capable

of learning cohesive representations of firing rate dynamics underlying discretely-

observed spiking data in a completely unsupervised variational autoencoding frame-

work.
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chapter 4

Summary and Directions for Future Work

4 .1 summary

The approach of using data-driven neural networks to solve unique and otherwise

intractable computational problems across a wide variety of fields has proved to be

critical for the development of tools for modeling datasets previously thought infeasi-

ble. In this thesis, we have focused on the development and applications of novel deep

neural network architectures for modeling and inferring neuronal dynamics at both

the single-neuron and neuronal circuit level. Chapters 2 and 3 of this thesis cover

the development of two separate ANN-centered techniques for modeling neuronal

dynamics, in order to facilitate the development of computationally feasible optimal

control systems, which are dependent upon a robust, multi-timestep predictive model

of neuronal dynamics in order to properly function.

In Chapter 2, we present a novel deep LSTM architecture, which makes use of

reversed-order sequence-to-sequence mapping, for use in predicting long-horizon

simulated single-neuron responses to constant current stimulation. We used an exper-

imentally validated, 9-dimensional Hodgkin-Huxley model with multiple dynamical

bifurcations for use in generation of simulated data to be used in both training and

evaluation of the network. These bifurcations resulted in three major dynamical

behaviors: regular spiking, chaotic irregular bursting, and regular bursting. We

systematically explored the impact of both architecture depth and length of predic-

tive horizon used, and demonstrate that as the length of the predictive horizon of

the LSTM used in prediction is increased so is the network’s predictive accuracy.

Simultaneously, we show that the on-line time required for inference also decreases

as predictive horizon is increased, but at the expense of increased off-line training

cost before use in inference. Additionally, we demonstrate that the use of reversed-

order sequence-to-sequence mapping can increase accuracy of both early portions

of predicted sequences, as well as improve overall network performance as a whole.
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In conclusion, the developed LSTM architecture was demonstrated to be capable of

learning and accurately predicting neuronal responses to externally applied input

currents across a range of dynamical behaviors.

In Chapter 3, we develop a novel sequential adaptation of a variational autoen-

coder architecture for use in recovering smoothed Poisson firing rates directly from

discrete, binned neuronal spiking data in an unsupervised learning framework and

investigate the impact of binning size on the inference ability of the network. To

do this, we created two synthetic chaotic datasets and quantitatively evaluated the

performance of the networks on each. In both cases, chaotic firing rates were gener-

ated, binned spiking data was gathered through simulation of Poisson spiking activity

from those firing rates, and the network was then allowed to discover firing rates that

maximized the probability of the reconstruction of the data directly from the binned

spiking activity. From this, performance of this approach was quantified in terms of

mean absolute percentage error between the inferred firing rates and the ground truth

firing rates used to generate the Poisson spiking data. We systematically investigate

the impact of the binning window size on the performance of the network, and demon-

strate that increased binning window size corresponds with decreased predictive error

across both synthetic datasets. In conclusion, this approach is demonstrated to be

capable of discovering cohesive firing rate dynamics directly from binned spiking

behavior in an unsupervised framework.

4 .2 future works

In Chapter 2, we designed a novel deep LSTM architecture that was capable of

learning long-horizon neuronal responses to externally applied inputs. It was demon-

strated that as the predictive horizon of the network was increased, that so too was

the predictive accuracy of the network. However, one cannot simply extend sequence

lengths arbitrarily to many hundreds or even thousands of timesteps using traditional

RNN architectures. Even the LSTM, which was specifically designed to mitigate the

exploding gradient problem and allow for processing of lengthened sequences cannot

extend beyond 200-300 timesteps at once without running into severe instability in
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training and degraded inference performance. Recent and highly novel sequence

processing architectures, such as transformer networks with attention mechanisms

(90), have completely revolutionized and reset the field of sequence-to-sequence map-

ping and sequential inference algorithms in natural language processing applications,

as they do not suffer from degraded performance over sequence lengths considered

infeasible for modern RNNs. Novel adaptations of these networks to become compat-

ible with neuronal modeling problems is a challenge in an of itself, but it possesses

the ability to once again revolutionize data-driven neuronal modeling techniques.

In Chapter 3, we designed an adaptation of a variational autoencoder for sequen-

tial data. This was used to infer underlying firing rate dynamics. However, there

are multiple areas of potential improvement and expansion for this approach. To

begin, there is no inclusion of external inputs to the neuronal network designed in the

current iteration of this approach, which limits this autoencoding approach to a data-

analysis tool. A novel method of accounting for inclusion of external inputs applied

by a controller or experimentalist would greatly expand this approach in terms of

applicability to in vivo and in vitro data, where external input is often applied and

recorded. Secondly, this approach has thus far been used to recover smoothed firing

rates in what is effectively a statistical inference problem - however, this approach

could be modified for use in diagnostic applications, in which firing rates inferred

by the network are fed into another sequential processing architecture to produce

an estimate of pathological disease likelihood in a two-stage process. This can be

visualized below in Figure 4.1.

Finally, there is work to be done towards distillation of low-dimensional latent

firing-rate dynamics from the inferred firing rates output from the sequential varia-

tional autoencoder. Currently, while highly accurate reconstruction of the inferred

firing rate dynamics has been achieved, there are significant challenges and deficien-

cies in recovery of the ground truth latent dynamics from them. Currently, this

deterministic autoencoding approach to discover the latent dynamics makes use of

non-recurrent multi-layer perceptrons; it is not unreasonable to suggest that use of

recurrent architectures in lieu of multi-layer perceptrons could yield a more cohesive

and realistic recreation of the latent firing dynamics, as RNNs must process sequences,
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F igure 4 .1 : Illustration of potential diagnostic inference approach. Measured
binned spikes are fed into the encoder LSTM network in array form. The bidirectional
encoding LSTM returns a vector of Gaussian parameters, z0, describing the initial
condition of the network. A sample is drawn from the Gaussian distribution described
the the parameters, and is fed into the decoder LSTM network, which returns the
smoothed inferred firing rates of the neurons. These firing rates could then in theory
be fed into a third LSTM network, which would return the probability of a certain
disease, or the likelihood of a set of potential diagnoses. The firing rates and spikes
are compared in a probabilistic loss function to return the likelihood that the inferred
firing rates generated the original measured spiking activity, while the loss from the
final diagnostic LSTM network may be some form of categorical accuracy loss. These
losses would then be used to further optimize the network in iterative fashion via
backpropagation.
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instead of modeling static single-timestep dependencies as is done with the multi-

layer perceptron. Additionally, these deterministic autoencoder structures are trained

separately from the sequential autoencoder architecture. There is potential to greatly

improve performance in this regard if the networks were to be jointly trained; however,

the formulation of such a loss function, the relative weighting of each term expressed

in the loss, and the implementation of such a function poses an arduous and difficult

task.
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