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Abstract

The design and analysis of the thermal/hydraulic systems of nuclear power plants
necessitates system codes that can be used in the analysis of steady-state and transient
conditions. Due to the dispersed development of system codes over many laboratories and
universities, there are several system codes available for use. Many of the available codes
have multiple similar versions developed for specific user needs.

System codes are used to analyze nuclear reactor systems during steady state and tran-
sient operations. These codes can predict pressure drop, void fraction distributions and
temperature distributions for various coolants, heated flow geometries, and heat configu-
rations. They also include models for various two-phase flow regimes, but extreme flow
conditions that involve significant phase change can tax the current code capabilities.

Current system codes have mass, momentum, and energy conservation equations for
two fields (liquid and vapor), resulting in a model with six conservation equations. Recent
developments in limited applications of a few of these codes have added a separate droplet
field from the continuous liquid. This is part of a trend toward the inclusion of more fields
(and requisite conservation equations) in system codes.

Two-phase flows are divided into flow regimes based on their appearance and the flow
structure. The regimes are used to select appropriate closure relationships to model heat
transfer, interfacial drag, and other flow conditions.

The representation of two-phase flow phenomena is improved by increasing the number of
fields. Conservation equations based on six fields (liquid, vapor, small bubble, large bubble,
small droplet and large droplet) have been derived as part of this dissertation.

The conservation equations for mass, momentum, and energy increase the amount of
information that is needed to model the flow field. This dissertation shows how several new
variables are added to the system of conservation equations. These variables include source

terms for physical interactions between the droplets and the vapor, droplet entrainment



v
and break-up. In addition, heat transfer across the many interfaces must be described or
the governing equations cannot be solved. Closure models that can be used to solve the
expanded system of conservation equations have been identified in this work.

The solution of a system of governing equations for six fields is complex. There are 18
equations that must be solved - six field equations each for the mass, momentum, and energy
conservation. This dissertation describes how the primary variables are selected, and how
the 18 equations are solved in a two-step process - first the momentum equations, then the
remaining 12 mass and energy conservation equations.

This dissertation is a compilation of papers that have been published or submitted for

publication by the author.
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H, Average liquid phase enthalpy
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Volumetric flux of vapor phase (m/s)
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Effective Jacob number
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Interfacial drag force per unit volume
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State density function

XxXX1



nr
Nw,cv
Nwav

NG

xxxii
mass of i-th noncondensable gas
total mass of noncondensable gas in the vapor/gas phase
mass of vapor in the vapor/gas phase
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Rso, Critical radius of curvature for bubble shear off
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Sip.pehip large bubble de-entrainment to vapor field

1

Spp.rphrp large bubble breakup from flow

11’

Sip.sphrp large bubble breakup from spacer grid

1

Sspuchspu small bubble to large bubble field (from coalescence)
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Sspu.prlspy small bubble de-entrainment

1
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Seq;  External energy source terms

Sg Droplet entrainment flux (k9/m3s)

Sr Shape factor (assumed to be unity -1.0)

Si,l,Si,v External momentum source terms (e.g. pumps)

Si Source term for noncondensable gases

Sk Liquid or vapor multiplier. Set to 1 for vapor phases and -1 for liquid phases
SEq,SE; Energy source term for liquid (L) and vapor (G)
SM¢g, SM;, Momentum source term for liquid (L) and gas (G)
T Temperature

t Time for two-phase flow boiling

t Time
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T? Saturation temperature
T° Saturation temperature
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tyrr  Break-up time required for bag-type droplet breakup (s)
trim  Annular film thickness (m)
TY Liquid temperature
T, Vapor temperature
tswrippy Break-up time required for stripping-type droplet breakup (s)
U Internal energy
u Bulk phase internal energy
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Uy Specific internal energy for phase k
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up  Droplet terminal velocity (m/s)
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Veeu

Total volume of both phases
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Magnitude of bulk velocity

The velocity of the transporting phase (m/s)
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Volume of computational cell (m?)

Volume of computational cell

Critical volume (m?)

Critical volume

Velocity of drop impacting spacer grid

Total volume of the drops (m?)

Vontrw Volume of liquid entrained from a wave crest (m?)
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U
VL,disp
Vind
Vi,V
VL, Vg
Vm,LB
Um

Uni

Urp

XXXIX
Relative velocity (vy — vy)
Liquid volume within control volume (m?)
velocity of the liquid phase
Drift velocity
Normal component of velocity vector on face ¢
Volume of the interfacial region of thickness § around the phase/field interface
Volume of phase of interest
Velocity of phase k
Volume of liquid dispersed in flow
Volume of liquid not dispersed in flow
Magnitude of velocity of liquid (;) or gas/vapor (,) phase
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Maximum volume for large group bubbles (m?)

Gm
Pm

Normal (to interface) component of interfacial velocity

Relative velocity of a cap bubble W.R.T. the liquid around the bubble base in axial

direction (m/s)
Relative velocity (m/s)
Velocity of phase r

Small bubble velocity



Vso. Critical volume for bubbles sheared off of a larger bubble (m?)

Vi Tangential (to interface) component of interfacial velocity

V' ISy Artificial viscosity term for field k, where k is 1 or 4.

w Longer width of flow duct

W Longer width of the flow duct (m)

We  Mass flow of vapor (k9/s)

w; Interface velocity

WL Turbulent flux of work due to drag force

Wie Mass flow of entrained drops (k9/s)

Wre Mass flow of entrained drops

Wire Critical film flow for droplet entrainment (k9/s)

Wirre Critical mass flow liquid film

Wir Wy — Wy - difference between total liquid and droplet mass flows (k9/s)
Wyr Difference between total liquid mass flow and droplet mass flow (k9/s)
Wrr Mass flow liquid film

Wy Mass flow of liquid (*9/s)

wy Liquid phase velocity

W,y Cross sectional average relative velocity

wy,  Vapor velocity required to suspend a droplet

wy,s Minimum gas velocity for slug formation
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Wy Vapor phase velocity

We  Critical Weber number

Weeso Critical Weber number for bubble shear-oft

Weerry Critical Weber number for turbulent breakup of small bubbles - 6.5
Weerr Critical Weber number for turbulent impact

We. Critical Weber number for bubble breakup

Wen, g Weber number for largest large group bubble

x Direction of flow

X; Specific fraction of noncondensable gas ¢

X, Noncondensable quality

X,  total noncondensable mass fraction in the vapor/gas phase

Y Vertical position within horizontal pipe flow area - y = 0 at bottom of pipe (m)
qi Heat flow at the phase interface

Gw1  Heat flow through structures

fw Wall friction

g Gravity vector

Vy Velocity vector of vapor phase (time-averaged)

v Velocity vector of liquid phase (time-averaged)

wr  Velocity of interphase mass exchange
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Average gas phase conduction vector
q, Average liquid phase conduction vector

Ur  Phase velocity of the source of the mass being transferred
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g Acceleration of gravity
U,  Phase velocity vector of the entrained liquid
U,  Phase velocity vector of the gas

Uy, Velocity of phase k
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2 Large Droplet
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Interfacial surface parameter per unit surface area
Bubble value (field numbers 5 or 6)

Coalescence
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Droplet value (field numbers 2 or 3)
De-entrainment
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Vapor

Interface

Field interface

Interface
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ni Interface normal
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rel  Relative value

s Interfacial surface parameter
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SD  Small droplet field

ST Surface Instability

SO  Shear off

T Trailing (bubble field)
t Total value

w Value at the wall, wall
WE Wake Entrainment
Superscripts
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Indication of phasic specific enthalpy for heat transfer in the thermal boundary layer
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Surface covariant derivative [11]

Time average of X

Mathematic gradient

Phase average of X (phase density function weighted time average)
Summation over j interfaces

Mass weighted time average of X
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CHAPTER 1

Introduction

Nuclear reactor systems are complex, and require detailed analysis to evaluate reactor
performance during normal operations as well as accident or transient conditions. Nuclear
Pressurized Water Reactor (PWR) systems include steam generators, pressurizers, vessels
where the reactor fuel is utilized, pumps, valves, and many pipe fittings and components.
Boiling Water (BWR) systems such as that as depicted schematically in Figure 1.1 are
similar to PWR systems, but do not require pressurizers (or steam generators, for some
BWR designs). Computer codes that are used to analyze these complex reactor systems are
called “system codes”.

System codes include detailed models of reactor components, such as pipes, pressurizers,
valves, and pumps. These hydrodynamic models have frequently been extended to include
a code capability to model multiple phase flows [12, 13]. The interaction between phases
in the coolant is modeled in order to capture heat transfer properties and mass exchange
between the phases.

Conservation equations are used to balance the mass, momentum, and energy within a
control volume or phase. Mass, momentum, and energy balances are computed to account
for convective effects, heat added to or removed from the control volume or phase, and other
characteristics such as energy loss to diffusion or viscous effects. For two-phase systems,
mass, momentum, and energy may also be exchanged by a change in phase. Jump models
are often used to capture these effects. Complete characterization of a phase requires an
equation for the mass, momentum, and energy balance, along with the closure relationships
for that phase. Some system codes include the capability to model noncondensable gas mixed
with the vapor or dissolved solutes (such as boron) mixed with the liquid [13]. However, these
additional phases are often only represented by a single mass balance equation, effectively
assuming that the solute or gas is at the same temperature and moves at the same velocity

as the surrounding phase [12].
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Figure 1.1: Nuclear Reactor System

System codes begin to differentiate when considering the number of modeled fields. Gen-
erally, the code models include just two fields, one for each phase. Such a model is limited to
capturing the characteristics of a liquid and vapor by using the lumped capacitance approxi-
mation. This approximation applies to two fields by assuming that all the liquid (continuous
liquid and droplets) are only one field having the same temperature, pressure, and veloc-
ity. The same approximation applies to the vapor field, where the continuous vapor and
the bubbles are both covered by a single field and share a single velocity, temperature, and
pressure.

Almost all system codes have a two-phase, two-field model that is adequate for many
anticipated flow regimes [12]. Vertical flow regimes that are present before the point of
Critical Heat Flux (CHF') are shown in Figure 1.2. Some nuclear reactor designs, in particular
Boiling Water Reactors (BWRs), operate at steady state with coolant that ranges from

single phase liquid to high vapor fraction. Other reactor designs can experience severe
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Figure 1.2: Pre-CHF Vertical Two-Phase Flow Regimes

accident scenarios (such as core reflood, blowdown, or rapid depressurization) where rapid
and extreme changes in coolant vapor content will tax the capabilities of a two-field model.
The steady state BWR conditions and severe accident scenarios can involve bubbles and
droplets of varying size. Reactor system characteristics and accident progress are affected
by the heat transfer between these additional fields. For example, droplet formation and
evaporation removes significant amounts of heat from the bulk coolant. Small droplets
leaving the large droplet field increase the effective surface area, which increases the thermal
activity of the droplets. As these small droplets evaporate, they increase the steam flow and
convective heat transfer while reducing the total liquid volume.

More recent developments in nuclear system codes have included updates to the number
of fields modeled by the governing equations. It was found that two fields are insufficient
for modeling some transients effectively. The addition of a droplet field helps to model the
transition to superheat conditions, as well as the complex heat transfer of a reflood condition.
The W-COBRA/TRAC-TF2 code now includes a droplet field that is available in the 3D
vessel component [3], though there is a single energy equation for the liquid film and the
droplet field, which implies that both fields share the same temperature. The TRACE code
will soon include a droplet field to improve reflood modeling [1]. COBRA-TF is a subchannel
code for rod bundle analysis that has three fields: continuous liquid, continuous vapor, and

large droplets. An additional field for small droplets was added as described in [7]. The



capability of the CATHARE code to predict dryout and rewetting is improved by increasing
the number of fields that are modeled [14].

The limitations of a two-fluid six-equation model were cited as a weakness of current
system codes during the development of the NEPTUNE code [15]. Multifield models are
being developed for the NEPTUNE code, since they were found to be necessary for key
applications, including steam generators and heat exchangers [15].

Addition of a droplet field improves the results for reflood conditions. The NRC is also
considering development of a bubble field for the TRACE code for further transient model
improvements [16, 17]. Specialized TRACE versions have been developed that include bubble
fields [18]. Increasing the number of fields improves the results for transient reactor analysis.
Kunz et. al. [19] developed a multi-field two-phase model and showed that increasing the
number of fields improves the results for transient two-phase analysis.

Further progress in system codes is expected to come from multifield modeling [15]. The
current trends in system code development include the improvement of the two-phase models
by increasing the number of fields. This dissertation shows the development of two-phase,

six-field conservation equations for the following six fields:
1. Continuous Liquid

Fields currently included in many system codes [12, 13|

[\)

. Continuous Vapor

w

. Large Bubble )

W

. Small Bubble
& Four proposed fields

ot

. Large Droplet

6. Small Droplet

The interactions between these six fields are represented graphically in Figure 1.3.

Governing (conservation) equations are generated from a balance of the mass, momentum,
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Figure 1.3: Interactions between 6 fields

and energy within a control volume or field. Mass, momentum, and energy balances are
computed to account for convective effects, heat added to or removed from the control
volume or phase, and other characteristics such as energy loss to diffusion or viscous effects.
The interactions between fields in the coolant are modeled in order to evaluate heat transfer
properties and mass exchange between the phases. For systems that involve two phases,
mass, momentum, and energy may also be exchanged by a change in phase. Complete
characterization of a field requires an equation for the mass, momentum, and energy balance,
along with the closure relationships for that field.

This work will show a full set of mass, momentum, and energy equations for each of
the proposed fields. The inclusion of the energy equations will allow the separate fields to
have different temperatures from one another. This is a new idea that has not been done
for previous codes. This change makes it difficult to predict the amount of improvement in
model fidelity that can be expected for six fields in comparison to three. The three field
codes currently available do not include the energy equation, so they are not expected to
show the same improvement as if the equation were included.

In realistic flows, all six fields will not be present in all flow regimes. For example, bubbly
flow will be made up mostly of smaller bubbles, while slug flow will consist of large bubbles.

Droplets will most likely not be present in bubbly flow. The six field equations developed



in this dissertation establish a framework for balancing the interactions between the six
fields. The volume fraction of each field is tracked by the governing equations. For a bubbly
regime, the effect of the droplet field will be reduced by the balance equations, until it can
be eliminated from the calculation.

Each field included in the model requires additional conservation equations and closure
relationships to be modeled effectively by the code. The mass governing equations cannot
be solved without these closure models. The six-field equations add several new variables
to the system of governing equations, and the closure models solve for these variables. The
closure relationships track interactions between the fields, allowing the code to determine
when a particular field will no longer be included in the flow.

The first nuclear system codes for reactor analysis were limited to very basic models
that were able to model only a single fluid field [20]. A single fluid field does not allow for
very detailed modeling of reactor transients. Developments in the RELAP code in the late
1960’s and early 1970’s included the addition of a second field to allow for calculation of 2-
phase transients, along with the accompanying boiling heat transfer models [20]. Like other
system codes, RELAP models the performance of reactor systems for transient and steady
state conditions. RELAP has a complete set of governing equations for two-phase flows, and
includes mass balance equations for both noncondensable gases and dissolved solutes [12].
The closure relationships utilized in RELAP consider several flow regimes, including slug,
annular, and bubbly flows. The two-field model has been used by many system codes since
that time [1, 21].

Although RELAP5-3D and other RELAP codes include closure models for various flow
regimes, currently only two fields are modeled by the governing equations [12]. The closure
relationships are limited to heat transfer correlations between pipe walls and the coolant
field. The interactions of droplets that may be in the vapor field or bubbles within the liquid
field are not physically modeled by the code. So, while RELAP5-3D will differentiate the

heat transfer between the wall and a bubbly flow or continuous liquid regime, the presence



of the bubbles will not affect the calculation of the fluid velocity, temperature, or the vapor
generation rate.

Several of the features associated with the proposed six-field model are new to the field
of nuclear reactor analysis. The six fields have been identified and justified in this work, and
the primary variables have been identified for those six fields. This has not been done for
six fields previously. In addition, correlations for the mechanisms of mass, momentum, and
energy transfer have been identified for each of the six fields. These correlations are essential
to the development of a viable six-field model, and have not been identified previous to
this work. in some cases, the correlations required adaptations in order to work within the
framework of the proposed six-field model. These adaptations are also new to the field,
and an expanson of the work that developed the original correlations. Finally, the solution
technique used in the RELAP5-3D code has been adapted to work for a six-field model.

This dissertation presents a six-field model and a solution scheme that can be applied to
RELAP5-3D or other system codes to improve accuracy of transient modeling. The chapters
of this dissertation consist of journal articles written by the author and Dr. Fatih Aydogan
and Dr. George Mesina. These papers were not altered significantly for inclusion in this
dissertation in order to preserve continuity with the published works. The papers included

herein are:

e Chapter 2:

— G. Roth and F. Aydogan, “Theory and implementation of nuclear safety system
codes - Part I: Conservation equations, flow regimes, numerics and significant

assumptions”, Progress in Nuclear Energy, 76, 2014, 160-182

— G. Roth and F. Aydogan, “Theory and implementation of nuclear safety sys-
tem codes - Part II: System code closure relations, validation, and limitations”,

Progress in Nuclear Energy, 76, 2014, 55-72



e Chapter 3:

— G. Roth and F. Aydogan, “Derivation of new mass, momentum, and energy con-
servation equations for two-phase flows”, Progress in Nuclear Energy, 80, 2015,

90-101

— G. Roth and F. Aydogan, “Development of Governing Equations Based on Six
Fields for the RELAP code”, Nuclear Science and Engineering, Vol 182, No. 1,
Jan 2016, Pg 71-82

e Chapter 4:

— G. Roth and F. Aydogan, “Mass Closure Models for a system code based on six
fields”, Progress in Nuclear Energy 94 (2017), 147-161

e Chapter 5:

— G. Roth and F. Aydogan, “Momentum and energy closure relationships for two-

phase flow six-field model”, Submitted for publication
e Chapter 6:

— G. Roth, G. Mesina, F. Aydogan, “Solution of governing equations for six-field
system code”, Proceedings of the ASME 2017 Power and Energy Conference, June
26-30, 2017, Charlotte, NC, USA

— G. Roth, G. Mesina, F. Aydogan, “Solving the governing equations for a six field

system code”, Submitted for publication



CHAPTER 2

Current System Code Capabilities

This chapter consists of the results of a literature search into the capabilities of current
system codes. It provides detailed comparisons of several codes to include the governing
equations, closure relationships, limitations and solution methods for codes including ATH-

LET, CATHARE, RELAP, and TRAC.

2.1 Conservation Models

Conservation equations vary between the system codes, but the basic equations for conser-
vation of mass, momentum and energy are consistent. The mass, momentum, and energy
conservation equations can be written for each phase in the system. Doing this for the vapor
and liquid phases results in the what is referred to as the six-equation model. Figure 2.1
shows a simplified characteristic hydraulic system and illustrates the challenges in modeling
two-phase hydrodynamic systems. The complexity can be demonstrated by considering the
exchange of mass, momentum, and energy between the phases shown in Figure 2.1. Although
the system depicted in Figure 2.1 is simplified, more complex flow regimes are often modeled
by system codes, and will be addressed later.

The interactions between the liquid phase and the vapor phase take several forms. Droplet
entrainment is one method for mass transfer between the liquid and vapor phase. Liquid

droplet entrainment is due to:
e Interactions with hydraulic structures (such as rector fuel bundle spacer grids)
e Viscous effects (droplets “breaking oft” into the vapor flow)

Droplets are re-entrained when they impact the liquid /vapor interface or coalesce into larger
droplets that form a large enough volume to no longer be considered droplets. The vapor

phase may also be entrained in the liquid phase in the form of bubbles by similar mechanisms.
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Figure 2.1: Generic Two-Phase System

Different shapes and sizes of bubbles must be represented by different governing equations
in reality, but modeling simplifications use just a few equations to represent them. Mass
exchange between the phases is also accomplished by converting one phase to the other.
This exchange of mass is accompanied by energy transfer, which is added to or removed

from the liquid or vapor phase by:
e Direct contact with the container walls
e Radiation heat transfer from the liquid or wall surface to the entrained droplets

e Convection to/from the vapor phase at the phase interface or at the bubble or droplet

interfaces

These heat transfer mechanisms can increase the temperature in the liquid phase until it
reaches the saturation temperature, and the liquid begins to transition to the vapor phase.
The same is true in reverse, where the vapor phase can condense into liquid. This can
occur at the liquid/vapor interface, as well as at droplet or bubble interfaces. The droplets
and bubbles will grow or shrink, depending on the direction of heat flow. The conservation
equations used by the system codes attempt to model the exchange of mass and energy
in the two-phase system. The RELAP5 codes (MOD3, MOD3.3, 3D, SCDAP) model two
phases (liquid and vapor) for each of the three conservation equations. The resulting six
equations give this model its name; the “six-equation model”. The conservation equations

for one-dimensional components are shown in the following sections.
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2.1.1 RELAPS5 Governing Equations

1D Component Mass Conservation

0 1

0
57 (wor) + 2o (awpropd) = T (2.1)

Where the subscript k£ indicates the phase, either vapor (g) or liquid (f). The first
term on the left-hand side of Equation 2.1 is the time rate of change of the mass of phase
k. The second term is the change in mass of phase k£ due to the mass entering or leaving
the control volume. The I'; is the volumetric mass exchange rate of phase k. The mass
conservation equation formulation does not consider mass sources or sinks. This results in
a requirement that the mass lost from one phase must be acquired by the other. Thus,
I'y = —I';. The momentum equation has been written in “area-average” notation. RELAP
assumes that the total mass transfer can be partitioned into contributions from mass transfer

at the vapor/liquid interface near the wall (I',,) and interfacial mass transfer in the bulk fluid

(Fig>

1D Component Momentum Conservation

Ov, 1 ovy oP
OékpkAE + §Oékpk14% = _akA(“)_x + OékpkaA—
(Cl/kpkA) FWy v, + T A (Uk] — Uk) — (OzkpkA) FI, - (’Uk — UT) — (2.2)
CononpA 0 (v, — v,) N ovy, o ov,

ot Ur Ox oz

Note that the momentum conservation equation is written in terms of momentum per
unit volume using the velocity variables v, and v;. The spatial variation of the momentum
terms is expressed in terms of vg and v/%. The momentum conservation written this way can
be reduced to the Bernoulli equation for steady, incompressible, and frictionless flow.

The momentum equation has a reduced effect on the solution when compared to the

mass and energy equations. This is due to the fact that reactor flows are dominated by large
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sources and sinks of momentum (pumps and abrupt area changes).

This formulation of momentum conservation assumes that the phasic pressures are equal,
and that the interfacial pressure is the same as the phasic pressures (except for stratified
flows). Phasic viscous stresses are neglected, but are considered at the interface. Interface
force terms include both the viscous and pressure stresses. Wall forces are assumed to be

modeled by the variable area momentum flux formulation.

1D Component Energy Conservation

2 L9 A) = =P = o (oA
p (axprUs) + A9z (arprUsvrA) ot A0z (awond) + (2.3)

Quk + Qir. + Tighj, + Tyhy + DISS,

The energy conservation model implemented in RELAP simplifies the calculation by
neglecting Reynolds heat flux, interfacial energy storage and internal phasic heat transfer.
The conservation equations are written for the liquid and vapor phases only; no distinction
is made for droplets or bubbles. Thus, the conservation equations as implemented in the
RELAPS series of codes model the exchange of mass, energy, and momentum between the
phases, but do not explicitly model the entrained droplets or vapor bubbles. Changes in
droplet and bubble sizes are not captured by this limited model, except by a change in the

void fraction reported for the control volume in question.

3D Component Conservation equations

The RELAP5-3D code includes a multidimensional component that was developed to better
model the multi-dimensional features in reactor systems. The multi-dimensional effects are
important in the vessel (core and downcomer regions) and the steam generator components.
The multidimensional component can model one, two or three-dimensional arrays of volumes
with internal junctions to connect the volumes. These volumes can be arranged in Cartesian

or cylindrical geometries. The mass, momentum, and energy equations are documented
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in the RELAP5-3D manual [22]. Mass conservation in the multidimensional component is

computed as shown in Equation 2.4 for phase k (liquid or vapor).
0 0
v (pﬂ + oy, p) + ZA Qipivin = VT (2.4)

where «; and oy are defined:

_ Ay

; 2.5
o= 2:5)
v
The conservation of momentum is computed as shown in Equation 2.7.
ovy, . —
5t + 0 VUi, | = =VP+07+ pi.f (2.7)
Internal energy conservation is computed as shown in Equation 2.8.
dayy, dp ou
.2 Ao 0: U —
V( U=, —i—&kUa +agp 815) +Z iipiUsvin
ooV
—/ gadA+QV — P O"“ ZAWM (2.8)
Se

+h,I'V + D,V + RV

Noncondensable Gas and Dissolved Solutes

Reactor systems are not always limited to just two phases. Often, solutes are dissolved in the
reactor coolant (e.g. boron to aid in reactor control). Noncondensable gasses (e.g. nitrogen)

are also frequently present as part of the vapor phase or in solution with the liquid phase.
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The effects of these added phases on the flow field are modeled by the RELAP5 codes with

some simplifying assumptions. It is assumed that:

e The noncondensable gas or the solute are at the same temperature and pressure as

their surroundings

e That the solute or noncondensable gasses do not affect the properties of the liquid or

vapor, and
e That the solute or gas moves at the same velocity as the fluid

These assumptions simplify the modeling of the additional phases to a single mass conserva-
tion equation for each phase. If the assumptions can be considered valid, it is not necessary to
add energy and momentum conservation equations to track the dissolved solute and gasses.

The RELAP5 codes add two mass conservation equations. One (Equation 2.9) is used
to track the mass of dissolved solute in the liquid coolant (usually boron), and the other
(Equation 2.11) is used to track noncondensable gases in the vapor phase. If more than
one type of noncondensable gas is present, Equation 2.11 can be modified to include an
additional term, X,; in each paranthetical term. X,; is the noncondensable gas phase for
the i-th noncondensable species. The additional terms in Equation 2.11 allow for a separate
mass conservation equation for each additional noncondensable gas. In this way, RELAP

can account for more than one noncondensable gas in the model.

Opy 1 9ppvpd)

o T A o Y (2.9)
py = appiCy = pm (1 = X) Gy (2.10)
0 10
ot (agpgXn) + Aox (agpgXnvgAd) =0 (2.11)
N
n i M _ My (2.12)

YN M4+ M, M, + M,

Although the assumptions of the noncondensable gas conditions do not require a separate

energy conservation equation for the gas, the liquid energy equation must still be modified
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when noncondensable gasses are modeled. The sensible heat transfer rate per unit volume
(Qgr) is subtracted from the energy balance for the vapor phase, and added to the liquid
energy balance equation. This sensible heat transfer rate is the heat transfer at the non-
condensable gas-liquid interface. This term must be included since the interfacial terms use
a saturation temperature that is based on the bulk vapor partial pressure instead of the
saturation temperature based on the local vapor partial pressure. The sensible heat transfer

rate is computed as shown in Equation 2.13.

P— P, P,
Qquf = ( 2 ) Hyp (T, —Ty) + 5 Hor (Ty —TY) (2.13)

The interfacial heat transfer and mass transfer terms (Q);, and I'y) also change slightly when

noncondensable gasses are present.

Radionuclide Tracking

RELAP5-3D and RELAP5-3D/SCDAP include a third additional mass balance equation to

track radionuclides. The radionuclide model assumes:

e That the fluid properties (liquid or vapor/gas) are not affected by the presence of the

radionuclides,
e Energy absorbed by the fluid from decay of the radionuclides is negligible,

e Radionuclides are well-mixed with the transporting phase, implying that they are trans-

ferred at the phase velocity.

As with the noncondensable gasses, these assumptions reduce the required conservation
equations. Mass conservation for the radionuclides is the only required continuity equation.

The mass conservation equation for the radionuclide specie is:

oc 1

0
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Number density (C') may be converted to the mass density using Equation 2.15.

_ C-Mw
=

P (2.15)

2.1.2 RELAP-7 Governing Equations

RELAP-7 is currently under development at the Idaho National Laboratory (INL) [23, 24].
It has recently added some two-phase functionality. The work is ongoing to fully incorporate
and qualify governing equations for the vapor phase, using methods outlined in Reference
[25]. The six equations used for the RELAP-7 mass, momentum, and energy balances are
similar to those previously described for the RELAP5 series of codes, with the differences
noted. An additional equation is included to calculate the volume fraction. This section

presents the set of RELAP-7 governing equations documented in Reference [24].

Mass Conservation

The mass conservation equations for RELAP-7 are shown below. Note the conspicuous
inclusion of the interfacial area term (Ajy) that is not included in the RELAP5 formulation.
In addition, the mass balance equations presented here are not volume-averaged, as was done

with the RELAP5 formulation.

doypA 0 A
P I aprn A

o o “TAp A (2.16)

Oagp,A N OagpgugA

z o = T A (2.17)
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As before, the first term on the left-hand size of the equation is the mass rate of change.
The second term represents the mass crossing the volume boundary, and the right-hand side

of the equation is the volumetric mass exchange rate.

Momentum Conservation

The momentum balance equations for liquid and vapor are shown here. Note the additional

terms for interfacial area, pressure, and velocity.

dauprwA DA (pui + pr) Oy
= Pin A_
o oz P gt
0A
plala_x + AN (ug — ul) — At A— (2-18)
1 /1 = A
flalpl (ul - uw)2 (WA)2 - fl Epl (ul - uint>2 AintA + aprg- naxisA

The first two terms of Equation 2.18 are the same as those from Equation 2.3. The
third and fourth terms make up the pressure gradient from Equation 2.3. The next term
(AX (ug — ) is a velocity relaxation term, and the next term accounts for interfacial mass
transfer effects. The next two terms incorporate interphase viscous drag, and the last term

includes gravity forces. The components of Equation 2.19 below follow the same pattern.

dagpgu, A OagA (pgu?] + py) B Do,
ot + O = plntA%‘i‘
04 2.19
pgo‘g% + AX (Ul - Ug) — ' Aing Uing A— ( . )

1

1 = oA
fgagpg (ug - uw>2 (WA> 2 = fgipg (ug - uint>2 AintA + QgPgg- nam‘sA
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Energy Conservation

The total energy balance equations are shown below. Notice again the inclusion of the

interfacial terms that are not present in the RELAP5 formulation.

Oap A Odoqui A (piEy + pr) ooy
= PintUint A—— — Dine A —
ot + O Pint Uint or PingAH (pl pg) +

ﬂintfl)\ (ug - Ul) + 1—‘/4int (pint - Hl mt) A + Alntth ( int — 7}) A+

int

(2.20)

oghyy, (Tw — ﬂ) + Oézpzulﬁ' ﬁam’sA

As with the momentum conservation equations, the first two terms are to capture the
same effects as the first two terms used in the RELAP5 formulation (Equation 2.1.1. The
third term in Equation 2.20 captures the pressure effects that are addressed by the fourth
term in Equation 2.1.1. The fourth term in the RELAP-7 formulation is a pressure relaxation
term. The fifth term is a velocity relaxation term. Interfacial mass transfer is captured by
the sixth term, and the seventh term models direct interfacial heat transfer. Simple wall
heat transfer is modeled by the eighth term, and gravity effects are again modeled in the

ninth term. Similar explanations apply for the terms in Equation 2.21.

daypyEgA 1 dagugA (pgEy + py)
ot Oz

Oay
(‘3
]_QintAM (pg - pl) + EintA/\ (ul - ug) - FA’Llint (@ g 1nt>

9013
47TA+<%)] +
ox

Qg PgUgF* NagisA

= PintUint A—=

(2.21)
Ainshrg (Tine — Ty) A+ aghgw (T — Ty)

Volume Fraction

This is the seventh equation in the “seven-equation model”. This allows for the computation

of the volume fraction to be used in the six-equation model. These equations allow for the
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use of a volume fraction computed in parallel with the rest of the governing equations and
is dependent on time and location. Note that the first term on the right hand side of the
equation provides pressure relaxation. The second term on the right-hand side is simply the

interfacial mass transfer effect.

dag A oy FAingA
A =A — — 2.22
ot Uint P 1% (pl pg) Dint ( )
OayA day [ A A
ot + ulntA% - AM (pg pl) Dint (223)

Only one of these equations is needed for two-phase flow, since the volume fractions in
two-phase flows sum to 1. For single-phase flows, the appropriate equation (vapor or liquid)

should be used.

2.1.3 TRACE Governing Equations

TRACE also uses the six-equation model, solving the conservation of mass, momentum, and
energy equations for each phase (liquid or vapor) in the coolant. As with the RELAP codes,

the TRACE fluid model makes no distinction between droplets or bubbles.

Mass Conservation

W + 9[-y n¥l] = -1, (2.24)
% +9-[agnV}) =1, (2.25)

Note the similarities between Equations 2.24, 2.25, and Equation 2.1. The structure of
the RELAP equation is similar to that of the TRACE code, and the terms in the TRACE
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equations capture the same model characteristics that are described by the RELAP equation.
The TRACE formulation uses a single variable for the generation rate (interfacial mass
transfer), which results in the negative sign seen in 2.24. This is reproduced by the RELAP
formulation when Equation 2.1 is written for both phases and then making the substitution
of I'y = —I'y. The representation of phase volume fraction is done in much the same way.
The TRACE formulation uses a single variable for (in this case) vapor volume fraction (ay),
while the RELAP formulation uses a variable representing void fraction of each phase. The

void fraction of one phase can be written in terms of the void fraction of the other phase:

ar=1-q, (2.26)

If Equation 2.1 is written for both phases and then Equation 2.26 is substituted into those
equations, a formulation that is very similar to TRACE is obtained. There are two signif-
icant differences between the RELAP and TRACE formulations of the mass conservation
equations.

The first is that RELAP casts the time and volume averaged equations in area average
notation. TRACE uses volume and time averaging alone. The second difference is that
RELAP is shown to apply to a single coordinate direction (indicated by the partial deriva-
tive with respect to z), while the TRACE equation is formulated for three dimensions (as
indicated by the V terms). Although the formulation allows for three dimensions, in actual
application, most of the TRACE components are one-dimensional.

Both system codes average the flow over the cross-section of the flow channel. This aver-
aging scheme makes it possible to model flow changes resulting from changes in cross sectional
area, but it does not allow for flow structure effects to be captured. Thus, recirculation zones

are not modeled using this technique.



21

Momentum Conservation

0| (1 - ag) V] .
ot V(L= ag) plilit (2.27)
(1—ag) VP = fi+ fu+ (1 —a,) pg—TV,
8[“9%@} - o o o . o
o + V-0,V Vy + agVP = —fi + fug + agp,g +1'V; (2.28)

In the above equations, f; is the force per unit volume due to shear at the phase interface,
fwi is the wall shear force per unit volume acting on the liquid, and f,, is the shear force
per unit volume acting on the gas. The method for computing the force terms in shown in

the following equations.

ff%b&@—ﬁwﬁ—ﬁ\ (2.29)
fuwg = _Ow9‘7vg|v;q| (2.30)
fur = —CuViIVi| (2.31)

The TRACE momentum conservation formulations use Reynolds averaging and split the
velocities into mean and fluctuating contributions, in much the same way as is often done
with turbulence flow modeling. The equations shown here do not include all the terms and
notation from the classic turbulence formulation since contributions from the Reynolds stress
and many of the right-hand side terms in the energy and momentum conservation equations
are captured by engineering correlations.

There are differences between the formulation for the momentum conservation between
the RELAP codes (Equation 2.2) and the formulation used in TRACE. These differences

stem from the averaging scheme, and the overall formulation. The RELAP code uses a



22

formulation that reduces to a simplified Bernoulli equation. TRACE has modeled the mo-
mentum conservation using similar techniques to those used in common turbulence modeling

schemes.

Energy Conservation

ot —a)ple+ VP2, o {(1 o) ( N V_) vl] _

ot po 2 (2.32)
Qi + qui + qa + (1 — ag) pig- ‘7} — Fh; + (ﬁ + f;l) ‘7l
0| e, +V?/2 P .
|: gpg(gt 9/ )i| +v |:agpg <6g+p_+‘/‘92/2) %:| —
9 (2.33)

g+ Qug + g + gpg-Vy + T, + (=Fi+ fug ) -V

The T'h,, and Fh; terms in the energy equation are the product of the mass transfer and
the applicable interface stagnation enthalpy. The terms represent the energy that moves
with the mass transfer at the interface. The only portions of the work terms that are kept in
the energy equations are those that change the bulk kinetic energy. Heating due to viscous
effects is not considered, except when included as part of a special pump model to capture

heating by the pump rotor. These contributions are included through the source term ¢y

Noncondensable Gas and Dissolved Solutes

Like RELAP, TRACE has the capability to model noncondensable gasses with the assump-
tions that the gasses move at the same velocity and have the same temperature as the
vapor/gas phase. These assumptions mean that with the inclusion of a single mass conser-
vation equation, the effects of noncondensable gasses can be included. An additional mass
conservation equation must be provided for each additional gas. Dissolved boron can also be
tracked in the TRACE code, subject to the assumption that the boron mass does not affect

the liquid momentum equation, and it does not affect the thermodynamic or other physical
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properties of the liquid. These assumptions are similar to those used in the RELAP code.
Boron tracking is enabled by use of a model for solubility of boric acid. Additional solutes
(besides boron) could be modeled if the user provides a different solubility curve (through a

user option).

2.1.4 WCOBRA/TRAC-TF2 Governing Equations

The WCOBRA/TRAC-TF2 code uses a six-equation model for all 1D components, with
two additional equations to capture the mass conservation of a noncondensable gas phase
and concentration of a solute. The 1D components include pipes, pumps and valves [3].
The vessel (3D) component uses a slightly different formulation that considers the two-phase
flow differently than in the 1D components. The 3D component uses a two-fluid, three-
field formulation of the conservation equations [3]. The conservation equations for both

component types are discussed here.

1D Component Mass Conservation

d(awpr)
ot

+ V[(arpr) - w] =T (2.34)

When written for each phase, Equation 2.34 is identical to the TRACE Equations 2.24
and 2.25. The first term of Equation 2.34 represents the time rate of change of the mass,
the second term is the rate of mass efflux from the volume, and the I'y term is the rate of

mass transfer to phase k from the other phases.

1D Component Momentum Conservation

0 1 Cp,i
ot Pi a0 (2 35)
I Cwl .
(= uy) = = |uy|- u; — g- cos(0)

QP o QP
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ou 1 C i
;g—l—gg-Vyg:——-VP— 2 "Qg_gl|'<gg_ﬂl)_
ot Po ol (2.36)
Dy )~ Sy () |
: —uy) — —|u,|-u, — g- cos
agpg B agpg g

Equations 2.35 and 2.36 do not immediately resemble Equations 2.27 and 2.28 used in
TRACE. If o and p, are assumed to be constant in time and space, they can be moved out
of the derivative terms in the TRACE equations, which can be rearranged to resemble the
equations in
WCOBRA/TRAC-TF2. Recall from Equations 2.29, 2.30 and 2.31 that the force terms f
can be written in terms of the drag coefficients. When these substitutions are made in the

TRACE equations, the formulation shown above becomes apparent.

1D Component Energy Conservation

O(agpgeqy + aupre =
(agpy ga 1pict) V [(agper) - uy + (quprer) - )
n + (2.37)

—P- [V (O‘g'@g + al'@l)} + Qug + Qui + Qdg + qai

0(gpgey)

5 +V [(agpgeg) -gg] =P |—4+V (ag-u ) +

(2.38)
Gug + Qdg — (Qig + le) + I hz

The energy equations above have a different formulation than the TRACE Equations
(2.32, 2.33). Equation 2.37 is formulated for a mixture of liquid and vapor, while Equation

2.32 is formulated for liquid only. Equation 2.38 is formulated for a gas energy balance.
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Noncondensable Gas and Dissolved Solutes

Reactor system coolant can be made up of more than a simple fluid. Often, noncondensable
gases are introduced by radiation effects or from pressurized equipment utilizing inert gas.
In addition, dissolved components (such as boron) can be used to balance the chemistry of
the reactor coolant or control reactivity. These additional coolant components are modeled

using separate governing equations within the code. These equations are discussed below.

Noncondensable Mass Conservation As with the RELAP code, the noncondensable
gas is assumed to move at the same velocity and be at the same temperature as the vapor that
is present in the system. This eliminates the need for the momentum and energy conservation
equations for the noncondensable gases. The WCOBRA/TRAC-TF2 code assumes that the
noncondensable gas is air, and uses corresponding thermal properties. The user is also able

to select hydrogen or helium as an alternative.

8(agpa>

—at +V [(agpa) 'Qg] =0 (239)

Dissolved Solid Conservation It is common for reactor systems to include boron salts or
other dissolved solutes to maintain desirable reactor coolant chemistry or provide additional
reactivity control. During normal operation, the solute can come out of solution, dependent
upon coolant temperatures. When the solute precipitates out of solution, it will plate out
on the internal surfaces of the coolant piping. This changes the hydrodynamic performance
of the reactor. The fluid properties of the coolant are also affected, though slightly, by the
presence of the dissolved solute. The WCOBRA /TRAC-TF2, TRAC-M and TRACE solute
models do not capture the hydrodynamic effects of the presence of the solute. However,

the code does track the solubility curve, and maintains the concentration of solute at or
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below the solubility limit, which is affected by temperature. If more fluid enters the cell,
the code assumes that the solute that has plated out in that location instantly dissolves to
the solubility limit. The user can specify a mass/reactivity-coefficient table to capture the
effects of boron concentration on the reactivity of the reactor. Since the hydrodynamics are
not affected by the presence of the solute, users are able to use the solute variable as a tag

to track fluid from a specific source throughout the coolant system.

d(aympy)

5+ Vllamp)-w] = Sn (2.40)

The 3D vessel component in WCOBRA /TRAC-TF2 includes a three-field representation
of two-phase flow. The three fields are: 1) combined gas/vapor, 2) continuous liquid, and 3)
entrained liquid (droplet) [3]. The combined gas/vapor field includes noncondensable gasses
as well as vapor resulting from boiling. The entrained liquid field captures the droplets that
may be entrained in the vapor/gas flow. The conservation equations for the three-field model
are shown below. There is a single energy conservation equation for the liquid film and liquid
droplet field. This implies the assumption that the liquid droplet and liquid film are at the

same temperature.

3D Component Mass Conservation

The 3-D mass conservation equations are more detailed than those that were used for 1-D

flows. These equations can be grouped into the following three sections:

Combined-Gas Field (Vapor Field)

"

0
= (gpg) + V- (agpggg) =T

o (2.41)
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The 3D vapor field mass conservation equation above is the same as the 1D mass conservation
Equation 2.34, except that the vapor generation rate is a per unit volume quantity in the

3D equation.

1" g " 111

0
— (up) + V- (uplU;) = I, =8 —(1=n) =5

8t ent — ent

(2.42)

The 3D components include an additional liquid field to model the entrained liquid droplets.
The additional liquid field requires that a second liquid mass conservation equation be de-
veloped. This equation represents the continuous liquid, and includes extra terms on the
right-hand side of the equation to reduce the liquid generation rate (F;N) by the average rate

of entrainment per unit volume (S,,,), since the entrained liquid reduces the volume of the

continuous liquid.

Entrained Liquid Field

a " 111 " 111
a (CYEPZ) + V- (Oéeplge) = _Fe + Sent = _77F + Sent (243)

As in Equation 2.42; this formulation is very similar to the 1D mass conservation equation
for liquid. In this case, the entrainment rate per unit volume is added to the liquid generation

rate, since this increases the volume of entrained liquid.

Noncondensable Gas Field The noncondensable gas momentum conservation Equation

(2.44) for the 3D component is identical to that used for 1D components.

)
5 (agpne) + V- (agpnelU,) =0 (2.44)



28

3D Component Momentum Conservation

The three equations in this section are the momentum conservation equations for the 3D
component. As for the formulation of the 3D mass conservation, the 3D component includes
a third equation for the entrained liquid momentum conservation. Note that the equations
shown here are similar to the 1D momentum conservation equations, but the 3D formulation
includes terms to balance the momentum lost by the entrainment of water droplets in the
vapor phase. The interfacial forces are also expressed as variables here where the 1D equa-
tions showed the forces as an expression. The 3-D momentum equations can be grouped into

the following categories based on the flow field:

Combined-Gas Field (Vapor Field)

a —
(2.45)

V. |:ag (0_ )] _ 7_/// " " + F///QT

=g Twg ~ Tigt — Lige

Continuous liquid field

8 —
e (yupU,;) + V- (oqplgf) = —VP+ apg+
(2.46)

V- [al (gl)] — Ty + Tigl — (1 - 77) F”/QF - Sl” USe

ent—=—

Entrained Liquid Field

8 —
a (aeplge) + V- (%Plgg) = —a., VP + QepP1g—
(2.47)

. + zihqe . nFmQF + S/// USe

~w,e ent~—
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3D Component Energy Conservation

The 3D formulation of the three-field energy conservation equations is shown in this section.
Note that for this derivation, the third field (entrained liquid) is included in a single equation
with the continuous liquid field. Thus, there are only two energy balance equations for the

3D component:
Combined-Gas Field

% (agpgHy) + V- (agpgHyU,) = V- [ag <Qg>} "

" ,L " " " aP (2.48)
r Hg + Qi,g + ql,NC + Qw,g + aga
Liquid Fields
0
— (au + ae) pHi] + V- (upHIU,) + V- (aepHIU,) =
ot (2.49)

oP

—V- [ag (gl + ng)] ~TI"H + G+ Gy + Quy + (cr + ) 5

2.1.5 TRAC-M Governing Equations

This system code is similar to the others already presented. The TRAC-M code has a two-
fluid model for both one- and three-dimensional
components [4]. Models for the typical reactor system components (pipes, valves, pressuriz-
ers, etc.) are included in the code.

Older versions of TRAC (such as TRAC-PD2), used a simplified, five-equation model
that had a single momentum equation for both liquid and vapor phases. A drift flux model
was used to determine the velocity of each phase, since the solution of a single momentum

equation cannot provide separate velocity results for the phases.
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Mass Conservation

The TRAC-M mass conservation equations are shown below. Equation 2.50 is the mass

balance for the combined gas field, and Equation 2.51 is for the liquid field.

8(351}) I vA (Oépv‘_/;;> -7 (250)
w v [(1 —a) plﬁ] — T (2.51)

The TRAC-M mass conservation equations shown in this section are identical to those used

in the TRACE code (2.1.3).

Momentum Conservation

The combined gas momentum conservation equation is shown in Equation 2.52. Equation

2.53 is for the liquid field.

206, 2 (7, -1)
o vwwﬁ (2.52)
V= Vil oo (Vo= Vi) = L2V Vil
v, L . 1 Cpi (e =\ o o
G T = O ()
pL pL (2.53)
T (V—H>— Cul IVi+d
-\ ) " O—a)p ™

The momentum conservation equations shown above are quite similar to those used in

WCOBRA/TRAC-TF2 and described in section 2.1.4. As described in that section, the
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momentum conservation equations are also very similar to those used in TRACE, though

TRACE makes the substitutions that are shown in Equations 2.29, 2.30 and 2.31.

Energy Conservation

The energy conservation equations are grouped into a gas field and combined internal energy

field containing both the liquid and vapor phases.

Combined Gas Field

Iapyey) A dav

PV. (04‘79> + Qug + Qdg + Qig + qql + Fh;

Combined Internal Energy (Liquid and Vapor Field)

(1 — ) pre; + apyey
ot

—PV- [(1 _04)‘71 +04‘7g} + Qui + Gug + qat + qag

+V (1= a) peVi + apue,Vy | =
(2.55)

The phase-change rate (I') required in the above equations is evaluated using a simple

energy jump relationship.

— (Gig + qar)
I'= —F——5—
(hy — )

v

(2.56)

The energy conservation equations are very similar to those used in the WCOBRA /TRAC-
TF2 code (2.1.4). The only differences are in the consideration of the volume fraction and the
direction assumed for the heat transfer from the interface. The WOBRA/TRAC-TF2 formu-
lation shows separate volume fraction variables for the liquid and combined gas fields. The

WCOBRA/TRAC-TF?2 formulation assumes a different direction for the vapor to interface
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and vapor to liquid heat transfer. This is evident from the change in sign.

2.1.6 ATHLET Governing Equations

The ATHLET code offers two different models for hydrodynamic simulation. The first that
will be discussed here is a six-equation model similar to those already presented. The second

option is a five-equation model. Both models are documented in Reference [26].

Mass Conservation

Equation 2.57 is the liquid mass conservation equation. The vapor mass conservation equa-
tion is Equation 2.58. The ATHLET mass conservation equations shown here are identical
to those shown in the TRACE mass conservation section (2.1.3) with the exception for the

variables used.

I[(1 5;!) pi] F V(1 —a)pm] = —0 (2.57)
d(apy) A
SV (api) = (2.58)

Momentum Conservation

The ATHLET momentum conservation is solved in one of two ways. The first method uses
two momentum equations, one for each field (liquid and vapor). This results in a six-equation
model much like that used in the other system codes already presented. The second method
combines the liquid and vapor momentum conservation into a single equation, resulting in

a five-equation model. The next two sections discuss these two models in more detail.
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Six-Equation Model (Two Momentum Equations) Equation 2.59 shown below is

the ATHLET liquid phase momentum conservation equation.

=D | 71— ) ] + ¥ [(1— ) P] =
7= (1= @) fu — iy — (1 —a) pd +a (1 —a) (o — ps) gDV a+ (2.59)

0
a(l—a)pm <% + Vw3> + Siy

The ATHLET vapor phase momentum conservation equation is:

d(ap,w,)
ot

—F — afoy + VT — apeg — a (1 — ) (o — po) GDRV a— (2.60)

+ V (ap,W,,) + V (aP) =

—

Jwr
a(l—a)pm ( 5 —i—VwR) + Siw

Five-Equation Model (One Momentum Equation) The ATHLET code offers two
different models for hydrodynamic simulation. The second model is called the five-equation
model. The five-equation model is very similar to the six-equation model in that it solves the
mass and energy balances in the control volumes separately for liquid and vapor phases in the
same way that is shown above, yielding four equations. The fifth equation is a momentum
balance that is solved for a mixture of liquid and vapor at the control volume junctions.
The momentum balance equation is generated by combining the separate momentum

equations into an overall momentum equation for the two-phase mixture.

W — Wy, 857” + P Wy, VW, +

V(a(l— )pp”p“ *>+VP fw+pmg+52m

(2.61)

This single momentum balance equation neglects the phase interface shown in Figure

2.1, which makes it difficult to compute separate phase velocities. A drift-flux formulation
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is used to give the relative velocity between the phases. The phase velocities are calculated

by the following equations:

G r
w0 — agpgw
Apm Pm
G 1-— N
w, = _ (1 — ay) pw
App, Prm

Energy Conservation

(2.62)

(2.63)

The ATHLET energy conservation equations bear some similarities to the equations for

TRACE shown in section 2.1.3. Some of the differences stem from the internal energy

included in the TRACE formulation (see Equation 2.32), which is expressed as enthalpy in the

ATHLET formulation. The first equation shown here is the ATHLET energy conservation

for the liquid field. Equation 2.65 is the same, but for the vapor field.

o1 —a)p (lu+ b - £)]

ot
1 1-—
v [(1 — o) prih (hl n 5@@)} =P i (a7

+

L . . ., .
(W, — @) + (1 — &) pgy + Gui + ¢ + ¥ (hd),l + §w¢w¢) + Sey

Where:
e (1 — a)pgw, = Gravitational work

e (1— )7 (W, — W — 1) = Dissipation due to interfacial shear

° 1 (hw + %?ﬁw@p) = Energy flow due to phase change

(2.64)
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Ofop (n+ i, 2)] ot (1 + .| -
vy (o + L,

0
—PTE R, + o, (@, — ) + ap, i, + (2.65)

ot
. . 1 - —
Quo + ¢+ (hw,v + 5%%) + Sew

2.1.7 CATHARE Governing Equations

CATHARE uses a six-equation model [27, 5]. The mass, momentum, and energy conservation
equations are written for the vapor and liquid phases. The equations are written for one
dimensional axial flow. Up to two transport equations can be added for noncondensable
gasses. As before, the noncondensable gasses are assumed to be at the same temperature
and move with the same velocity as the vapor phase. Thus, only the mass conservation

equation is needed for the noncondensable gasses.

Mass Conservation

It is assumed that the phase interface has no thickness or mass. The mass conservation
equations for the liquid and vapor phases are shown below. The mass conservation equation
for the noncondensable gas field is also provided as Equation 2.68. The interfacial mass

transfer is represented in the mass balance equations by I'.

daps  OJAapgug

A = AT 2.66
ot 0z ( )
ol—a)p  O0A(1—a)puyg
A =—ATl 2.67
a 9z (267)
Noncondensable Gas

2A X4+QA Xivg = S; (2.68)

ot apg Ay Oz apgAVG = O .

Ag.s — _

= X/Adwi = qur — gar (2.69)

Hy — Hp,
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The TRACE conservation Equations (2.24 and 2.25) are very similar to the mass conservation

equations for CATHARE.

Momentum Conservation

The liquid and vapor momentum equations are shown below, as Equation 2.70 and 2.71,
respectively. Note that the interfacial tension is neglected, and that both phases are assumed

to have the same velocity at the interface.

B _ 2
(1 a)ple+3A(1 Q)Ple+A(1_a)a_P_

ot 0z 0z
y (2.70)
xtwr + A=+ (1 —a)pg] + fL%

A

A

dapaug N DAapgv N Aaa—P _

0
—XxTwe + Al + apcg] + fca

The I term in the above equations is the interfacial exchange of momentum. It is calcu-

lated as shown in Equation 2.72

d d
I=—7—fa(l—a)faps+ (1 +a)p] <22 - L
dt dt
p (2.72)
!
—p— + TV,
4! 97 +
For stratified flows, the pressure term (p;) is:
p1=a(l—a)(p—pg) gDn (2.73)
and for non-stratified flows, the pressure term is:
a(l —«
= AP (e (2.74)
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Energy Conservation

As before in the momentum balance equations, the conservation of energy equations shown

below also neglect interfacial tension.

A% [(1 — ) p (HL+ %)} +

9] vy oP 9 75
AlQrr + (1 —a) porg) + xQwr
9 2
Az [aﬂa (HG + %G)] +
9, vZ, or 9276
P {Aapgvg (HG + 7)] — AQE = ( )

AlQar + apcuay] + xQwa

The Q¢r and QQr; terms represent the energy exchanges between the applicable phase

(vapor or liquid) and the interface. These terms are defined in the equations below:

1
Qcr=qar +7T (hv + 5‘/12> (2.77)

1
Qrr=qrr =T (hL + 5‘/12) (2.78)

Noncondensable State Equations

The state equations for a noncondensable gas mixture are provided below. These equations
are used to compute the needed input values for the conservation equations when noncon-

densable gases are present. Note that the code is limited to 4 different noncondensable gas



types.

pi = Xipc

P, = piRT¢

4
pc = ZPi+PV (T, Hy) for i =1,4

=1
4
P=> P+Py
=1
4 4
He = (1 - ZXZ) Hy + 3 {X; [hosr + cp (Te — Ta)]}
=1 =1

Where Hy is a function of P, and T and:

host = Hy sar (Thar) = 2766430 J/kg

Tyr = Touy (Thar) ~ 164.93°C

2.1.8 Governing Equation Summary
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(2.79)

(2.80)

(2.81)

(2.82)

(2.83)

(2.84)

(2.85)

The components of the mass, momentum, and energy balance equations from each of the

codes are summarized in Tables 3.2, 2.2, 2.3, 2.4, and 2.5. These tables provide a simple

comparison between the code versions.

2.2 Flow Regimes

Single-phase flows can be effectively modeled using governing equations and simple heat

transfer correlations. While many reactor systems are designed with primary coolant that

does not change phase throughout the coolant cycle, some (such as Boiling Water Reactors)

experience phase change in the primary coolant as part of the reactor operation, and other



Table 2.1: Mass Conservation Equation Comparison

Time Rate of . Mass
Convective Mass
Code Change of Chaneo Exchange
Mass & Rate
RELAP5-3D % (Oékpk) %(‘% (OékpkUkA) Fk
RELAP-7 Gl Soaprni A —T A A
TRACE A0-og)erl V- (1 —a,)pV, -T,
WCOBRA /TRAC- a
il Yosord | T (o) 1) L
TRAC-M Haps) V- (apV}) r
ATHLET Aol V(1 — ) pait] —1
CATHARE SIAl—a)p] | Z[A(L—a)pvr] | —AT+ Sy,

reactor designs with liquid coolant can experience phase change during accident scenarios.
For reactor system design and safety analysis, it is essential that the system code be able
to model two-phase flows. Two-phase flow introduces significant complexity to the coolant
hydrodynamic model.

Two-phase flows can be categorized into groups based on their appearance and the struc-
ture of the flow. Flow regimes are divided up into pre- and post-CHF flow. Pre-CHF flows
are typically sub-categorized into vertical flows, horizontal flows, inclined flows. Post-CHF
flows are less affected by inclination of the flow [22, 1]. Figures 2.12, 2.13 and 2.14 show the
vertical, horizontal, and post-CHF flow regimes [22, 1].

The first vertical flow regime is called dispersed bubble, with small bubbles scattered
through the bulk coolant. With increasing void fraction, the bubbles coalesce into larger
“slugs”, marking the transition to slug flow. The flow structure becomes unstable with
increasing flow velocity. The net flow remains upward, but components of the flow travel
in both directions. The instability comes from the balance of the gravity and shear forces
acting in opposing directions on the thin liquid film of the Taylor bubbles. Slug bubbles

are more likely in smaller pipes, while Taylor cap bubbles are more common in larger pipes.
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Table 2.2: Momentum Conservation Equation Comparison RELAP and TRACE Codes

Component

RELAP5-3D

RELAP-7

TRACE

Time Rate of
Change of
Momentum

v,
agprA It

Oayprur A
ot

o[(1—ag)pVi]
ot

Rate of
momentum
change from

convection

1 811,%
5%:01«4%

3alA(qul2+Pz)
ox

V- (1 - ag) ViV

Pressure
gradient

oP
_akAE

[ole" 0A
PintAGE + iy,

(1-q,) VP

Momentum
change from
body forces

CYkPk:BxA

o p1g- na:cisA

(1- ag) g

Wall Drag

(OékpkA) FWk * Uk

fwl

Momentum
from phase
change mass
transfer

FkA (Uk] — Uk)

- I‘fqint Uint A

Interfacial
Drag

(OékpkA) F]k . (’Uk — UT)

flszPl (w — ) gﬂAP -
fl %Pl (ul - uint) AintA

Virtual Mass
Force

Caraypm A

O(vg—vr) v, Ovy
ot + U”’W Uk Ox

W

Velocity
Relaxation

AN (ug — )

The annular mist regime follows with higher temperatures and increased flow rates. The

interfacial shear of the high velocity gas on the liquid film dominates over gravity in the

annular flow regime [1].

Horizontal flow regimes have slightly different characteristics. There is a bubbly flow

regime very similar to that for the vertical flows. Following the bubbly flow regime is the

stratified flow regime. The orientation of the flow separates the vapor and liquid phases,

which causes the bulk of the coolant to collect at the bottom of the pipe or channel. For

stratified flow, the coolant and vapor are effectively separated. With increased velocities, the
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Figure 2.2: Vertical Pre-CHF Flow Regimes [1]

stratified flow becomes wavy, and the interface between the vapor and liquid phases is not
smooth and stable. Horizontal plug/slug flows have sections of flow that fill the piping with
liquid, and may have bubbles. For fast, hot flows, the annular mist regime is also possible
1]

Post-CHF flow regimes occur after the wall temperature exceeds the CHF temperature
and the wall experiences dryout. The post-CHF flow regimes are characterized by the fact
that the coolant no longer comes into contact with the wall. In inverted annular flows, there
is a core of liquid in the center of the pipe surrounded by an annulus of vapor [1]. In inverted
slug flow, large slugs of liquid surrounded by vapor are present. In dispersed flows, droplets
are present in a vapor flow with no liquid in contact with the wall. The points of dryout
and rewet characterize the start and end of the post-CHF flow regime. Figure 2.14 shows

the post-CHF flow regimes and the points of dryout and re-wet.

2.2.1 Flow Regime Maps

The complex flow regimes described above are simplified for modeling in reactor system
codes. The transition between flow regimes is particularly difficult to model. It would be
computationally prohibitive to model the flow regimes in great detail. Detailed Compu-

tational Fluid Dynamics (CFD) codes are typically used to model these two-phase flows
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Figure 2.3: Horizontal Flow Regimes [1]

accurately. Instead of detailed and complex models, the system codes use flow regime maps
that use parameters such as flow velocity, void fraction, and temperature to determine which
flow regime is present, and then the correct closure relationship is selected to match that flow
regime. The flow regime maps are important in the determination of the closure relationships

and will be discussed later.

RELAP5-3D

The heat transfer coefficient that is used between the phases in the bulk flow of the coolant
depends on the flow regime. Therefore, detailed flow regime maps have been developed for
use in RELAP5-3D, with different heat transfer correlations for each regime. The vertical
and horizontal flow regime maps for RELAP5 are shown in Figure 2.5 and Figure 2.6,
respectively.

The horizontal flow regime map is used for volumes that have an inclination between 0
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Figure 2.4: Inverted flow regimes for post-CHF [1]

and 30 degrees. The vertical flow regime map is used for volumes with angles between 60 and
90 degrees. For volume inclination angles between 30 and 60 degrees, a linear interpolation
is used [2]. Although different maps are used, it will be seen that the closure relationships
are not always modified based on flow orientation. For example, interfacial heat transfer for
flow regimes with the same name uses the same correlation regardless of flow orientation
[13]. The flow orientation does have an effect on the interfacial drag for some flow regimes
[13].

The specific vertical flow regime is determined using mixture velocity (v,,), void fraction
(o) and vapor superheat above saturation (T, — 7°%). If the flow velocity is slow enough, it
is considered to be vertically stratified, regardless of void fraction or superheat [2]. At the
Taylor bubble rise velocity (vry), the flow regimes are considered separate. Equation 2.86

shows the calculation for the Taylor bubble rise velocity [2].

1

D _ 3

vry = 0.35 {w] (2.86)
1
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Figure 2.5: RELAP5 Vertical Flow Regime Map [2]
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Figure 2.6: RELAP5 Horizontal Flow Regime Map [2]

The transition from vertically stratified flow to a unique flow regime begins as the velocity
is increased to %va. Interpolation techniques are used to compute the heat transfer in the
transition region between the vertically stratified low and the more complex flow regimes.
The heat transfer coefficient in the transition region from %va and v, is computed by
interpolation. The interpolation algorithm selects the maximum of three linear factors. The
three linear factors are determined from the void fraction, mixture velocity and superheated

temperature [2].

The void fraction that indicates the start of the bubbly-to-slug transition (apg) is com-
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puted as shown in Equation 2.87.

i

g for G,, < 2,000kg/m?s
aps = alyg + % (G — 2,000)  for 2,000 < G, < 3,000kg/m?s (2.87)
ags = 0.5 for G,, > 3,000kg/m?s

\

Where ajg and G, are defined:

g = max {0.25 min [1, (0.045D%)°] , 107} (2.88)

G = agpglvg|+arpilvg| (2.89)
AR

and D* = D {M} (2.90)
o

The void fraction that indicates the end of the bubbly-to-slug transition and the start of

the inverted slug regime (acp) is computed as shown in Equation 2.91.
Qcp = Qs + 0.2 (2.91)

The void fraction marking the switch from inverted slug flow to mist flow or annular mist

flow is ag4 and is defined as shown in Equation 2.92.

min

— ; f e mazx
Qg4 = 1ax |:O*/AM7 min <acrit’ Qerits Xpg (292)
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Where the additional vapor fractions in Equation 2.92 are defined:

- 0.5 pipes
0.8 bundles
1
2 — 4
0l = min 4 52 {w] 1.0 (2.94)
Vg s
ol . =0.75 (2.95)
amar = 0.9 (2.96)

The last void fractions shown in Figure 2.5 define the boundary between slug flow and slug-

to-annular mist flow (apg) and the transition to pre- and post-CHF mist flows () are

defined below:

app = max (aps,asa — 0.05) (2.97)

aaps = 0.9999 (2.98)

Figure 2.5 shows a transition region between the pre-CHF and post-dryout regimes.
For the transition region between these regimes, the interfacial heat transfer coefficient is
computed from a cubic spline interpolation between the superheated and subcooled regimes.
The transition region is defined by the temperature of the coolant. The interpolation scheme
is used if the liquid temperature is between 1 degree K subcooled and 1 degree K superheated
[2].

Horizontal flows are divided into flow regimes using characteristic parameters (void frac-
tion and velocity) in much the same way that was done for the vertical flow regimes. As
with the vertical flow regimes, a characteristic velocity can be used to define the transi-

tion between horizontally stratified flow and the remaining flow regimes. This characteristic
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velocity, v is defined in equation 2.99 [2].

1 (P = pg) gagA 2 .
2{ oo Dsing (1 —cos0) (2.99)

For horizontal flows, the transition between bubbly and slug flows (apg) is defined as

shown in Equation 2.100.

(

0.25 for G,, <2,000kg/m?s
aps = 1 0.25 + 0.00025 (G, — 2,000) for 2,000 < G, < 3,000kg/m?s (2.100)
0.5 for G,, > 3,000kg/m?s

\

The remaining divisions between flow regimes are marked by the void fractions apg, aga

and a4ps. The values of those fractions are defined below:

app = 0.75 (2.101)
asa =08 (2.102)
aan = 0.9999 (2.103)

In addition to the vertical, horizontal, and post-CHF flow maps, RELAP5-3D also has a
high mixing map (for pumps and compressors) and an ECC mixer map. These specialized

maps will not be discussed in detail.

TRACE

The interfacial heat transfer models consider four pre-Critical Heat Flux flow regimes as
shown in Figure 2.12. The bubbly flow regimes (dispersed bubble, slug flow, and Taylor cap
bubble) are referred to collectively as the “bubbly/slug” flow regime [1].

The TRACE pre-CHF flow regime map is shown in Figure 2.7. The differences from the
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Figure 2.8: TRACE Post-CHF flow regime map [1]

RELAPS5-3D flow regime map that are immediately apparent are that there is no vertically
stratified flow regime, and also no dependence on temperature. Instead of temperature
dependence, a separate flow regime map is used for the post-CHF flow regimes. The post-
CHF regime is shown in Figure 2.8. The TRACE code does not have models for vertically
stratified flows [1].

The flow regime is determined based on void fraction and mass flux as shown in Figure
2.7. The dispersed bubble flow regime is present for void fractions less than 0.3 for mass
fluxes less than 2000 kg/m?s. For greater mass fluxes, the larger Taylor cap or slug bubbles
get broken up into smaller bubbles consistent with dispersed bubble flows. For high enough

mass fluxes (2700 kg/m?s), the dispersed bubble extends to the transition region between



49

the bubbly/slug flow regimes and the annular/mist flow regime. This profile is defined

mathematically in Equation 2.104.

r
0.3 for G < 2000 (kg/m?s)
app = 1 0.3+ 0.2 (5552999)  for 2000 < G < 2700 (kg/m?s) (2.104)
0.5 for G > 2700 (kg/m?s)
\

The remaining flow regimes are defined by very simple void fraction limits. The interpolation
region between the bubbly/slug flow and the annular-mist flow begins at a void fraction of
0.5. The annular mist regime begins at a void fraction of 0.75 and continues to a void fraction
of 1.0 [1].

The representative post-CHF heat transfer regimes are shown in Figure 2.14. The post-
CHF region is defined by the bottom and top quench front seen in Figure 2.14. Outside of
this region, the normal pre-CHF closure relationships are used. If the computational volume
is partially quenched, the results of the closure relationships are interpolated between the
pre- and post-CHF values [1]. The post-CHF flow regimes are characterized as shown in the
flow map in Figure 2.8. Note that the flow regimes are characterized by void fraction and
entrainment fraction (governed by the supercritical velocity). The inverted annular regime
exists for void fractions from 0.0 to 0.6. The interpolation region exists from void fraction
0.6 up to a void fraction of 0.9. Above the void fraction of 0.9 and below a void fraction
of 1.0, the droplets are considered to be entrained liquid. The remainder of the fluid is
considered to be inverted slugs. There are three separate regimes for void fractions above
0.9 - inverted slug, dispersed flow, and a transition region between them. The transition

region begins where the entrained fraction is zero, and ends when the entrained fraction is
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1.0. The entrained liquid fraction is computed as shown in the equations below [1].

. 0.316 0.228
. sigma™® (gAp)
Jg.erit = 0.6 [ p0-456,,0.0879 ] (2.105)
g Mg

i\
Gg = 216210 [(j—gt) - 1] Ny Apjg (2.106)

g,cri

Ga
- 2.107
“ pi-max (0.01,V]) ( )
Qg

E= o (2.108)

There is no separate flow map in the TRACE code for horizontal flows. Volumes that
are oriented horizontally use the same closure models for the bubbly, slug, and annular mist
regimes as were used for the vertical volumes. Special models are included in order to capture
the flow stratification in horizontal volumes [1]. These models capture the effects of stratifi-
cation on wall drag, interfacial drag, and interfacial heat transfer. Although horizontal flows
use the same flow regime map as the vertical flows, this is not always a correct assumption.
Slow flows in horizontal or inclined pipes can become stratified as gravity causes the phases

to separate.

WCOBRA/TRAC-TF2

The pre-CHF flow regimes that are recognized by the WCOBRA-TRAC code are shown the
flow regime map in Figure 2.9.

The pre-CHF flow regime map is very similar to that already shown for the TRACE code
(Figure 2.7). The only exception is in the approach for the transition between the bubbly
flow and the slug flow. The WCOBRA-TRAC code models the entire region between void
fractions of 0.3 and 0.5 and mass flux values of 2000 and 2700 kg/m?s as the transition region,
where TRACE defines a boundary that changes linearly with increasing void fraction. The

WCOBRA-TRAC approach will use interpolation in the transition region, rather than having
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Figure 2.9: WCOBRA-TRAC Pre-CHF flow regime map [3]

a sharp border between the two regimes [3]. In all other respects, the characterization of the
pre-CHF flow regimes in WCOBRA-TRAC are very similar to those used in the TRACE
code.

The WCOBRA/TRAC post-CHF flow regimes are referred to as “hot wall” flows, and
model heat transfer for flow regimes that do not have a wetted wall. The closure relations
for hot wall flows are used to model the blowdown and reflood phases of a large LOCA in a
nuclear reactor system. Any time a momentum cell has a heated surface (provided by a heat
structure) with a temperature greater than the CHF temperature, the hot wall relations are
used. The flow regime map is not provided in the publicly-available manuals [3], but the
regimes that are defined are: Subcooled inverted annular, Inverted liquid slug, Dispersed
droplet, Falling film and Top deluge.

Comparing the list above with the regimes depicted in Figure 2.8, it is clear that the
post-CHF flow regimes in WCOBRA/TRAC are more specialized than those in the TRACE

code, even if the details are not documented in publicly available sources.
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TRAC-M

The flow regime map for the TRAC-M code is identical to the map already seen for the
WCOBRA/TRAC system code (Figure 2.9), and is applied in much the same way [4]. The
post-CHF flow regime in TRAC-M is called the reflood flow-regime model. As with the post-
CHF flow in WCOBRA/TRAC, the post-CHF flow regimes in TRAC-M capture the heat
transfer behavior during the blowdown and reflood phase of a reactor after a LOCA. The
reflood model is divided into the familiar post-CHF regimes. Moving downstream from the
point of CHF these regimes are: Transition boiling, Smooth inverted annular flow, Rough-
wavy inverted annular flow, Agitated inverted annular flow, Dispersed flow, and Highly
dispersed flow.

These regimes are depicted in Figure 2.10. Note the similarity to the regimes shown in
Figure 2.14. Figure 2.10 shows the axial locations (Z) of the transition between flow regimes.
The capillary number (Ca) is computed as shown in the figure, and is used in the calculation
of the location of the transition points. Note also that a few of the transitions are dependent

upon void fraction («).

ATHLET

As with the other system codes, ATHLET divides two-phase flows into specific flow regimes
(flow patterns). For vertical and inclined channels, the flow pattern has two regions: dis-
persed and non-dispersed flow [26]. The prediction of the onset of liquid entrainment defines
the transition between the regions. ATHLET uses the Taitel et al. formulation [28], which
is formulated form the assumption that annular-dispersed flow cannot exist unless the gas
velocity in the core is high enough to cause liquid entrainment. If the velocity is not high
enough, the droplets will coalesce, and the resulting flow regime will be churn or slug flow [26].

The minimum gas velocity required to suspend a drop is calculated as shown in Equation
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Figure 2.10: TRAC-M post-CHF flow regime map [4]

2.109.

4 T Apg\ T
Wy, = <§2;€z) +1.6cos 0 (U—;g) (2.109)

The recommended values for the Weber number (IWe) and drag coefficient (Cp ;) are 30 and

0.44, respectively [28]. Bundle geometries use a simpler correlation:

wye = 0.25, |2 (2.110)

P

The fraction of dispersed liquid (F;) is computed as the ratio of the volume of dispersed
liquid to the total liquid volume, and is used to describe dispersed flows. The fraction of

dispersed liquid is computed from an S-shape correlation described in reference [29] and
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shown as Equation 2.111.

-3k
J Wy

Ea=1- () (2.111)

Where j* is the larger of the phase superficial velocities and K, is a geometry dependent
constant. For pipes, use a geometry constant (K,) of 0.5.
With these equations, the simplified vertical flow map is defined as a function of the

largest phase superficial velocity (5*). The regimes are:
® j* < wy, - non-dispersed flow
® j* = wy, - onset of entrainment
® j* > wy, - annular-dispersed flow with increasing entrained liquid fraction

The horizontal flow regimes defined in ATHLET are stratified, wavy, slug, and a transition
from non-dispersed to dispersed flows. The prediction of the transition between stratified
smooth and stratified wavy is defined by the minimum gas velocity necessary to generate

waves [26]. The equation is shown below.

1

2 - /2

Wy = —= | g cos H&M (2.112)
Vs w; - pipv

The onset of slug flow transition is developed from the basis of the classic Kelvin-
Helmholtz instability. The transition region is defined as before, using the minimum gas/-

vapor velocity for slug flow [26]. The equation for the minimum gas velocity is shown below.

(NI

h D —
Wy s = <1 — ﬂ) Eag cos h pL— PV (2.113)
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The transition between the slug and stratified flow regimes is a function of the fraction

of non-stratified liquid (E, ). The calculation of F,, is dependent on flow velocities as shown

below [26].
’
0.0 for Wyes < Wy s
E, = % for w, s < Wiez < 2.0 Wy (2.114)
1.0 for wiee > 2.0 wy

\

The relative velocity between the vapor and liquid (w; ) is:

Wys = Wy,s £ Winin (2115)

Where w,,., and w,,;, are the largest and smallest absolute value of the phase velocities,
respectively. The £ in Equation 2.115 depends upon co-current (+) and counter-current (-)
flow [26].

The transition between dispersed and non-dispersed flow is modeled using the parameter
E4, which is the fraction of dispersed liquid, defined as the volume of dispersed liquid divided

by the total liquid volume (see below).

VL,disp

B, =
¢ (Vina + Vi aisp)

(2.116)

The onset of liquid entrainment is determined by the velocity of the vapor/gas that causes

entrainment (wy,), which is computed as follows:

_ A
wye = max [0.5 i=pv)gad oo [P0 (2.117)
pgD v
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When the gas/vapor velocity exceeds wy,, liquid entrainment begins. The fraction of
dispersed liquid is computed from Equation 2.111. The mapping of the horizontal flow
regimes in ATHLET is therefore:

® Wpay < Wy s - Stratified Flow

® Wrs < Wpaer < 2w, s - Wavy flow - transitioning between stratified smooth and slug

flow (0 < E, < 1)
o 2 W, < Wpay - Slug flow (E, = 1)

® Wy, < Wy, - Transition from non-dispersed flow to dispersed flow with increasing

entrained liquid fraction (Ey4 > 0.0)

CATHARE

The pre-CHF flow regimes in the CATHARE code are bubbly (nucleate boiling) or annular
(forced convective evaporation). The pre-CHF flow regimes are depicted graphically in Figure
2.11 [5]. The criteria for determining the exact flow regime on the flow map are not described
in the available literature, and cannot be covered here. However, the map does show what
regimes are included in the code. Only two flow regime transitions are explicitly written
into the CATHARE closure relationships. The first transition is between stratified flow and
non-stratified flow (shown in Figure 2.11). The criteria for this transition are based on the
Kelvin-Helmholtz instability threshold and the relative effects of bubble sedimentation and

bubble turbulent mixing. The second transition is between annular and droplet flows [27, 5].

The post-CHF flow regimes in CATHARE are: inverted annular (vapor films and liquid

core) and dispersed flow (slugs and/or drops of liquid) [5].
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Figure 2.11: CATHARE pre-CHF flow regime map [5]

2.3 Numerical Solution

The system of equations that result from the conservation equations and closure relation-
ships must be solved numerically. The solution methods can be compared by methods of
discretization and by the matrix solver that is implemented. The numerical solution meth-
ods influence the performance of the codes in terms of code speed, as well as code time step
requirements. Different solution schemes place different restrictions on the solutions.

One of these restrictions results from the Courant limit. The Courant stability limit is
based on the time that it takes for parcels of fluid or pressure waves to travel completely
through a control volume. The calculational timestep must be less than the Courant limit.
In practice, the pressure wave propagation is frequently less critical to the evaluation, since

that level of detail is usually not required [1].

2.3.1 Discretization and Time Step

The conservation equations and closure models involve many differential equations. The
numerical solution schemes require that these equations be discretized. The time step size is
important in determining the runtime for the system code. The timestep size can be limited
by the numerical solution method. The following sections will discuss these considerations

for the system codes.
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RELAP5-3D

Code speed in RELAP5-3D is improved by limiting use of implicit numeric evaluation to
terms important to sonic wave propagation and phenomena with small time constants (e.g.
velocity in the mass and energy transport terms, pressure gradient in the momentum equa-
tions, interface mass and momentum exchange terms) [22].

Additional computing speed improvement is achieved by selecting time-level evaluations
so that resulting implicit terms are linear in the new time variables. Taylor series expansions
about the old-time values are developed to retain nonlinearities and obtain a formulation that
is linear in the new time variables. The linear formulation eliminates the need to iteratively
solve systems of nonlinear equations [22].

RELAP5-3D has a nearly-implicit option that allows violation of the Courant limit.
In general, this numeric scheme is suitable for steady-state calculations and quasi-steady
transients. This scheme is based on a fractional step (multiple step) method. The equations
are split into fractional steps that are based upon physical phenomena. The nearly-implicit
scheme has two steps. The first step solves all seven conservation equations, treating the
interface exchange process, pressure propagation process and momentum convection process
implicitly. The finite-difference versions of the conservation equations used in the nearly-
implicit solution method are exactly the same as the expanded equations solved in the semi-
implicit scheme, except that the convective terms are evaluated implicitly (in linearized
form) instead of in an explicit donored fashion (as in the semi-implicit scheme). The second
step solves the unexpanded form of the mass and energy equations using the final junction
velocities and interface exchange terms resulting from the first step. The interface heat and
mass exchanges are computed using the partial solution from the first step [22].

The difference equations are built on a staggered mesh, where scalar properties (such as
pressure, specific internal energies, and void fraction) are defined at cell centers and vector

quantities (such as velocities) are defined on cell boundaries [22].
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TRACE

Two options are available for numerical solution in TRACE. The first is called the Stability-
Enhancing Two-Step (SETS) method, which the code uses by default. The second method
(available as a user option) is a semi-implicit method similar to that used by the RELAP5-
3D code. The advantage of the SETS method is that it effectively eliminates the Courant
stability limit. The disadvantage of the SETS method is that it results in relatively higher nu-
merical diffusion. The semi-implicit technique has less numerical diffusion, but the Courant
limit is more of an issue [1].

The semi-implicit method relaxes the effect of the Courant limit restrictions by evaluating
the terms that are involved in pressure wave propagation at the new time level. This means
that new-time values in the pressure gradient term are needed in the momentum equation.
The velocities involved in the flux of mass and energy must also be evaluated at the new-
time. The mass, momentum, and energy conservation equations are thus re-written with
new-time variables. This makes it possible for information about a pressure disturbance
in any cell available to any other cell during the same time step. Since the pressure wave
information is available at every point during each timestep, the sound speed is removed as
part of the Courant stability calculation, leaving only the fluid velocity as part of the Courant
stability limit. This means that fluid parcels must not cross an entire volume during a single
timestep. This version of the Courant limit is frequently called the material Courant limit [1].
Two independent variables are selected to complete the problem definition. For simplicity,
the pressure and temperature are chosen. Pressure is selected because small errors in the
pressure solution will have even smaller error in density. The temperature is chosen since it
simplifies two-phase calculations that assume the vapor/gas phase is a mixture of different
gases at the same temperature. Density and internal energy are functions of pressure and
temperature. The combination of the discretized flow equations and the equations of state

results in a coupled set of nonlinear equations. TRACE uses an iterative method to get a
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solution to these equations [1]. The force terms can be made more stable if the fully implicit
equations are linearized. This is done by assuming small changes in the new-time velocity
from the old-time velocity and substituting these terms into the wall friction expression and
the interfacial drag expression. This results in more stable solution behavior [1].

The SETS method was developed with the goal of eliminating the material Courant sta-
bility limit with minor changes to the semi-implicit method. This method is documented in
detail in Reference [1]. Recall that the semi-implicit method effectively propagates informa-
tion about sound waves. In the SETS method, a correction step was devised to propagate
information for continuity waves. Consider a single-phase mass equation. For each time step
the semi-implicit method is used to establish the new time velocity field. A correction step
is then used to get a final value of the new time density. This density is dependent on new-
time velocities, but it is not a fully-implicit calculation, since all the new-time velocities are
known quantities. The density change information in any computational cell is propagated
to all other cells within the same time step, and a correction step is devised for each of the
mass, momentum, and energy equations. Mass and energy equations do the semi-implicit
step first, then the corrector step. The momentum (motion) stabilizer equation is evaluated
before the semi-implicit equations. Computational time is reduced by not computing tem-
peratures and pressures that are fully consistent with densities and energies obtained from
solving stabilizer mass and energy equations. The values for temperature and pressure that
are used are those obtained during the semi-implicit equation step.

The momentum equation solution is identical to the semi-implicit method, but stabi-
lizer velocities are used for momentum transport. For the solution to the mass and energy
equations, the void fraction and new-time thermodynamic variables are intermediate results.
Final new-time values are set by the stabilizer mass and energy equations, which are solved
after the mass and energy equations. Final new-time values are only computed for void
fraction, macroscopic densities and macroscopic energies. The thermodynamic equation of

state is not used after the stabilizer mass and energy equations are solved. When basic
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thermodynamic variables are needed to evaluate viscosity or heat transfer coefficients, the
values from the previous semi-implicit step are used to save computational time [1].

The SETS method is not unconditionally stable. The heat transfer and friction coeffi-
cients are still evaluated at the old time, and some problems can result in bounded instabil-
ities [1].

Similar to RELAP, a staggered mesh is used for 1D components, where velocities are
defined at mesh-cell interfaces and pressure, gas volume fraction, temperatures, internal
energy, and density are defined at mesh-cell centers. Scalar field equations (mass and energy)
apply to a mesh cell, while velocity component motion equations apply to the interface

between mesh cells in the three velocity-component directions [1].

WCOBRA-TRAC / TRAC-M

The numerical solution routines used in the WCOBRA-TRAC code were largely imported
from the TRAC-M code. The numerical solution routines used in the TRAC-M code were
largely implemented in the TRACE code [3]. It is therefore unnecessary to describe the
WCOBRA-TRAC or TRAC-M methods, since they were already described in the TRACE

section (2.3.1).

ATHLET

The In ATHLET, a finite-volume approach is used to bound the conservation equations
for solution. The mass and energy equations are solved within control volumes, while the
momentum equations solved over junctions between control volume centers. Thus, pressures
and temperatures are solved at cell volume centers, and velocities are solved at volume
junctions. The mixed momentum flux terms from the 5-equation model described in section
2.1.6 are discretized using a first-order upwind scheme. In order to allow large timesteps, the
ATHLET code uses Euler solutions at the new time to support an extrapolation algorithm.

The extrapolation technique also helps control the discretization errors introduced by the
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solution discretization in time [26].

CATHARE

CATHARE discretizes all the terms in the six-equation model and the closure relationships
fully implicitly in 1D (e.g. pipes) and 0D (boundary condition) components and semi-
implicitly in 3D (vessel) components. The discretization includes mass exchange between
phases, as well as the pressure and convection terms. The non-linear equations that result
are solved using iterative Newton solver methods. The CATHARE code supports multiple

processors [5].

2.3.2 Matrix Solution

RELAP5-3D

In RELAP5-3D, the equations are formed into a linear time-advancement matrix that is
solved by direct inversion using a border-profile lower upper (BPLU) solver [22]. The BPLU
solver is used to efficiently solve sparse linear systems of the form AX = B. It is designed
to take advantage of pipelines, vector hardware, and shared-memory parallel architecture to
run fast. BPLU is most efficient solving systems that correspond to networks, such as pipes,
but it is efficient on any system that can be permuted into border-banded form. BPLU is an
efficient direct LU factorization scheme that minimizes both fill-in and wasteful operations
with zero. The sparse-matrix solver can also be used based on user-input.

The system of RELAP5-3D governing equations and the assumptions in their develop-
ment do not result in a well-posed problem. This is resolved by selective implicit evaluation
of spatial gradient terms at the new time, donor formulations for the mass and energy flux
terms, and the use of donor-like formulation for momentum flux terms (donor-like because
momentum flux formulation consists of a centered formulation for spatial velocity gradient

plus a numerical viscosity term) [22]. The RELAP5-3D code is limited to first order accu-
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racy, and although the code offers 3D capabilities, the number of 3D components is limited

by the input model format.

TRACE

The solution of the system of equations is made by direct solution for the velocity terms
as linear functions of pressure in the TRACE system code. The velocity equations are
substituted into the mass and energy equations, and the system is solved using Newton
iteration to get pressures, temperatures, void fraction and mass fraction of noncondensable
gas. TRACE uses a finite volume solution of discretized, volume-averaged conservation
equations with closure relations. Direct Gaussian elimination of the 5X5 linear system is
used for 1D components [1]. The 3D components in TRACE use the Capacitance Matrix
Method [1].

Well-posedness in the TRACE code relies on the introduction of minor modifications
to field equations by the numerical solution procedures [1]. Due in part to standard mod-
els for interfacial drag and reasonable finite-difference nodalizations, the problem solved is

numerically well-posed.

WCOBRA-TRAC TRAC-M

As with the numerical solution and discretization, the TRACE code has adopted the methods

used in TRAC-M and WCOBRA-TRAC. The details of the WCOBRA-TRAC and TRAC-M

solution methods are the same as those presented in section 2.3.2 [3].

ATHLET

A Forward-Euler, Backward-Euler (FEBE) technique is used to perform the time integration
of the thermo-fluid dynamics. It solves the general non-linear system of differential equations

of first order that results from the conservation equations [26]. The system is split into two
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parts. The first part is integrated explicitly, and the second implicitly. Generally, the fully
implicit option is used. The linear-implicit Euler system requires calculation of the Jacobian
matrix. Generally, the Jacobian matrix is sparse. A block sparse matrix solver is used to
efficiently compute the Jacobian matrix, as well as the linear system of equations that results.
The sparse matrix solver is called FTRIX, and is a separate package from ATHLET. FEBE
is also a separate package from ATHLET. The codes are coupled together by a programming

interface.

CATHARE

CATHARE has a first-order finite volume, finite-difference scheme with staggered mesh and
donor cells. It uses a Newton-Raphson iterative method with fully implicit discretization

for OD and 1D modules. The 3D module is semi-implicit. CATHARE has a well-posed,

hyperbolic system of equations [30].

2.3.3 Code solution Summary

The significant code solution strategies are summarized in Table 2.6. In all cases, more de-
tailed information about the information presented in the table is available in the applicable

code section.

2.4 Significant Code Assumptions

System codes are forced to make significant assumptions to simplify the solution schemes
and make solutions possible. The first major assumption is used by all of the codes; the
assumption that the component-based approach is adequate. Each code models plant hard-
ware and equipment as self-contained components of the reactor coolant loop system. These
components are nodalized into physical volumes. The fluid conditions are averaged within

these volumes, and the averaged values are used in the conservation equations. It is a sig-
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nificant assumption that reactor system components can be modeled accurately using these
methods. A related assumption made by all the codes is that the coolant properties are
constant throughout the control volumes. This has the effect of making the volume average
pressure (or temperature, or other scalar property) the pressure at the center of the volume.
For very large volumes or very fast transients, this may not be a valid assumption. It may
also be invalidated if the volume has more than one outlet or inlet junction, which would
allow fluid flow to or from multiple sources, resulting in differences in pressure, flow, or
temperature within a single volume.

Another assumption common to all the system codes presented here (with the exception
of RELAP-7) is that the pressures in the two-phases (vapor and liquid) are equal, and
the interfacial pressure is assumed to be equal to the vapor/liquid pressure as well. This
simplifies the solution of the momentum conservation equations, but does introduce the
possibility of inaccuracies during transient analyses where phase change or flow changes
are occurring rapidly. This assumption is not generally used for stratified flows [22, 1, 26].
In addition, the interface temperature between the phases is assumed to be equal to the
saturation temperature for these system codes. This reasonable assumption simplifies the
calculation.

All the system codes considered here assume that the noncondensable gas and dissolved
solute move with the vapor and liquid as appropriate, with minimal interactions with the
working fluid. The noncondensable gas field is assumed to be in thermal equilibrium with
steam. It is also assumed that Dalton’s law applies, so that the total pressure = Partial
Pressure of vapor/steam + Partial Pressure of noncondensable gas.

None of the codes allow for noncondensable gas to go into solution with the coolant.
When noncondensable gases are included in the codes, they are only included as mixtures
with the vapor phase. In actual operation, some percentage of the noncondensable gases can
dissolve into solution in much the same way that carbon dioxide is in solution in soft drinks.

Just as with soft drink containers, the gas thus dissolved in the reactor coolant can come
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out of solution rapidly if the pressure suddenly drops. This can cause gas bubbles to appear
to transport around the reactor system with pressure pulses.

Fluid convected from one volume to another is assumed by these codes to be homoge-
neously mixed, and therefore has the same properties as the average properties of the source
volume. This tends to cause numerical diffusion, which smears out the gradient of the fluid
properties within the flow passage being modeled. This can also result in errors in mass and
energy flux calculations when there is substantial phase separation in the upwind volume [2].

The RELAP, TRAC-M, WCOBRA-TRAC, and TRACE codes use a quasi-steady as-
sumption for the heat transfer coupling between the wall and the fluid. They also use the
assumption for the closure relations for interfacial and wall-to-fluid heat transfer and drag.
This assumption requires detailed knowledge of the local fluid parameters and ignores the
time dependencies, so the time rate of change in the closure relationships is infinite, which
drives the time constants to zero. This approach is reasonably simple and generally appli-
cable to a wide range of problems [3, 4, 1, 2].

Abrupt area changes in transient two-phase flows in RELAP assume that the flow process
is quasi-steady. Thus, the transient inertia, mass, and energy storage are neglected, and the
flow process can be satisfied by the upstream and downstream conditions at discrete times
during the transient [22]. This same assumption is made in the TRACE and TRAC-based
codes. Abrupt area changes also require the code, the user, or both to provide loss coefficients
to accurately capture the effects irreversible losses due to abrupt area changes. The abrupt
expansion model in TRACE assumes that the pressure and velocity profiles are uniform at the
cell junctions above and below the interface. This simplifies the calculation of the pressure
drop across the expansion using a control-volume analysis and the Bernoulli equation [1].

When zirconium cladding interacts with steam at a sufficiently high temperature, an
exothermic oxidation reaction can occur. The metal-water reaction model in RELAP is used
to model the heat addition from this reaction. The RELAP reaction model assumes that

there is always enough steam for the reaction to continue. The model does not include the
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capability to reduce the reaction rate due to insufficient steam. The code does account for
the available cladding material, and reduction or elimination of the cladding as a result of
the reaction will limit the reaction [22].

The TRACE and TRAC codes include similar models for the heat generated by the
zirc-water reaction. It is unclear from the literature if lack of steam will limit the reaction
rate, but based on the model details presented in the manuals, it seems likely that the same
assumption holds, and sufficient steam to continue the reaction is assumed to be available
[1]. ATHLET is different, and includes the capability to reduce or stop the reaction due to
lack of steam [26].

TRAC-M, WCOBRA-TRAC, and TRACE also assume that the volumetric flow from
a cell center to the cell edge is a constant value [4, 3, 1]. This assumption permits simple
calculation of the velocity at the center of the cell based on the velocity at the cell edge.
Recall that the codes calculate vector quantities (like velocity) at cell edges, so values for
the velocity at a cell center must be computed using other methods. If a large variation
in fluid void fraction within a mesh cell is present, it can result in a conservation error in
the momentum-flux due in part to the assumption of constant volumetric flow [1]. The
assumption that the average macroscopic density at the cell edge is equivalent to that at the
cell center is an additional part of the error in momentum conservation for analysis problems
with rapidly changing void fractions.

Since the TRACE code uses a 6-equation, two fluid model, the droplet velocities for the
drag and interfacial heat transfer calculations must be inferred. TRACE assumes that the
droplet velocity is approximately the same as the vapor velocity in the annular/mist flow
regime. This simplifies the calculations, but may not be accurate, since the droplets will
behave differently from a vapor flow [1]. This is similar to the methods and assumptions
used in TRAC-M and WCOBRA-TRAC.

Choked or critical flow occurs at the location of a pipe break or in sections of flow area

reduction within the plant. The mass flow through the choked region is limited and will not
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increase if the downstream pressure is decreased. This maximum flow is computed by the
codes using choked flow models [3, 4, 1, 2|. Since choked flow often occurs during a pipe
rupture, the choked flow models must include two-phase effects. The RELAP5, TRAC-M,
WCOBRA-TRAC, and TRACE codes assume that the liquid and vapor within the choked
region are in thermal equilibrium [3, 4, 1, 2]. This is a reasonable assumption, since the flow
does not spend much time in the choked region, so the effect of heat transfer between the
phases will be minimal.

The field equations in all the system codes were derived assuming that viscous shear
stresses within a given phase are negligible [3, 4, 1, 2]. Due to this assumption, the codes
do not include the viscous effects, and should not be used for situations where the viscous
stresses would be the same or larger than the wall or interfacial shear stresses. Explicit tur-
bulence modeling is not coupled to the conservation equations for any of the codes (although
turbulence effects can be accounted for with specialized engineering models for specific sit-
uations).

The major assumptions are summarized for the codes in Table 2.7.

2.5 Closure Relations

The conservation equations discussed in section 2 of Reference [12] are often simplified by
averaging over volume and time. The closure relations compensate for information that
is lost during the averaging process, in addition to making the conservation equation set
solvable. There are many closure relationships available for each flow regime. The vertical
flow regimes are shown in Figure 2.12. Figure 2.13 shows the horizontal flow regimes. The
vertical post-CHF flow regimes are depicted in Figure 2.14. The flow regimes are discussed
in greater detail in Reference [12].

The closure relationship that is selected for a particular low condition or situation can
affect the analysis results in significant ways. Many of the differences between the codes result

from the selection and application of the closure relationships. The closure relationships
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Figure 2.12: Vertical Pre-CHF Flow Regimes [1]

determine the key parameters that are required for solution of the conservation equations,
and can affect the solution methods. Some closure relationships require re-meshing of regions
in the model. This re-meshing can change the solution time, as well as the accuracy and
stability of the solution. Closure relationships are critical to obtaining a solution, but they
can also affect solution methods, techniques, and stability. In conjunction with numerical
stability concerns, some closure relationships can improve computational speed. In many
cases, the availability of closure models does not allow for selection based on speed, but for
those cases where one model is decidedly faster than another, the user should be aware of
the consequences of the model selection.

The following sections discuss details of selected closure relations used in the compared
system codes. The selected closure relationships illustrate some of the significant differences
between the codes without providing a complete description of all the relationships for every
system code. A complete characterization of the closure relations for even a single system
code would require much more explanation than is possible here. Complete explanations of
the closure relationships are available in the user manual for each system code.

The mass and energy governing equations balance the exchange of mass between the
phases. The energy equation accounts for temperature changes as heat transfers from one

phase to another. The closure relations compute the necessary details to solve the balance
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Figure 2.13: Horizontal Flow Regimes [1]

equations. Closure relationships compute heat transfer rates between phases, heat transfer
coefficients between phases and the walls, the viscous shear in the flow, mass exchange among
fields at the phase boundaries, momentum exchange at the phase interfaces, drag forces at
the solid boundaries, turbulence terms in the continuous fields, droplet entrainment and
de-entrainment, and other information. The point of Critical Heat Flux (CHF) is a closure
relationship that is used to distinguish between flow regimes that have liquid in contact with
the wall and those that are experiencing dryout, and there is little or no liquid contact with

the wall.

2.5.1 Interfacial Drag

Interfacial drag models have been selected and implemented for the flow regimes discussed
previously. The complexity of the individual models and the number of regimes limits what

can be covered in this document. The bubbly flow regime has been selected to illustrate the
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application of interfacial drag in the system codes discussed here. Each of the system code

models is considered in turn to provide adequate comparison of their capabilities.

RELAP5-3D: Bubbly Flow

Both the bubbly and the droplet flow regimes are considered to be dispersed flows. The
interfacial drag is affected by the inclination angle of the flow. For vertical bubbly flows, the
drift flux model is used. For non-vertical bubbly flow and all of the droplet flow regimes, the

drag coefficient model is used.

Horizontal and Mist Flows Dispersed bubbles or droplets are assumed to be spherical
particles with a Nukiyama-Tanasawa distribution [31]. The probability (p*)of particles with

a nondimensional diameter d* is defined in Equation 2.118.

p* = 4d?e (2.118)
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The nondimensional diameter is computed as shown below:

d
= (2.119)

Where d’ represents the most probable particle diameter. The average particle diameter

can be computed as:
d, = 1.5d (2.120)

Which leads to the derivation of the surface area per unit volume:

L6 [d?pdd*  2.4@
9f = fd*3p*dd* T

(2.121)

In the above formulas, @ is equivalent to o, if in a bubbly flow regime, and o for a mist
(droplet) flow. If Equation 2.120 is solved for d' and substituted into the right-hand side
of Equation 2.121, the interfacial surface area per unit volume can be obtained from the
average diameter (d,) as shown in Equation 2.122.

3.6a

Some simplifying assumptions on the probable particle diameter are used to simplify the
calculation of the interfacial area. Equation 2.122 defines the interfacial area in terms of the
average particle diameter, which is defined in terms of the “most probable” particle diameter
(d'). In the RELAP5-3D code it is assumed that the average particle diameter (d,) can also
be defined in terms of the maximum particle diameter as d, = '/odnee. The maximum
particle diameter is dependent on the critical Weber number. The critical Weber number is

computed as shown in Equation 2.123.

dmaxpc (Ug - Uf)2
o

We = (2.123)
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The values for We are assumed to be We = 10.0 for bubbly flow, We = 3.0 for mist-pre-
CHF flow, and We = 12.0 for mist and mist-post-CHF flows. Based on these assumptions,
Equation 2.123 can be recast to solve for d,,q.., which can then be used to solve for the
interfacial area per unit volume.

The drag coefficient for non-vertical bubbly and all droplet flows is computed from the

correlation developed by Ishii and Chawla [32]. The drag coefficient thus developed is:

24 (1.0 + 0.1Re2™)
Cp,i = 2 2.124
P Re, ( )

The particle Reynolds number Re,, is:

|U9 _ Uf|dopc

Re, =
i o

(2.125)

The continuous phase density (p.) is shown in Equations 2.123 and 2.125 and is assumed
to be p; for bubbles, and p, for droplets. The mixture viscosity (i) is also assumed to be

the viscosity of the continuous phase and is computed for mist pre-CHF as shown below:

EL for bubbles
o = {7 (2.126)

(”ﬁ for droplets
Qg

For mist and mist post-CHF droplets, it is assumed that p,, = p,.

Vertical Bubbly Flow Recall that the same interfacial drag correlations are used for
horizontal and vertical droplet flows. For bubbly flows, a drift flux model is used in the
computation of the interfacial drag. The drift flux model used in RELAP is determined by
geometry and flow conditions. Seven correlations are used for various flow geometries and
velocities. The correlations are listed below, with references [29]: EPRI [33] updated in [34]
and [35], Griffith [36], Churn-turbulent bubbly flow [37], Katoka-Ishii [38], and Zuber-Findlay
[39] and [40].
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The correlation used is selected based on flow geometry, mass flow rate, and direction;
the geometries considered in the code are: Rod Bundles, Narrow Rectangular Channels,
Small pipes (Diameter < 0.018 m), Intermediate pipes (0.018 m < D < 0.08 m), and Large
pipes (D > 0.08 m).

The flows are divided into upflow and downflow and range from 1500 kg/m?sec down-
flow to 100 kg/m?sec upflow. Flow rages outside this range use the correlation defined for
the maximum in that flow direction. Transitions between the defined mass flow rates are

generated by linear interpolation. More details are provided in the RELAP manuals [22] [2].

TRACE

The interfacial drag force per unit volume in TRACE is computed by:

F, = Cp V|V (2.127)

The interfacial drag coefficient (Cp ;) is computed based on flow regime. The flow regimes
are divided into three classes as described in the Flow Regime Section of [12]. The pre-
CHF flow regimes are dispersed bubble, cap/slug bubble, and annular-mist. There are also
interfacial drag models for stratified flows.

The models used in TRACE for interfacial drag in the pre-CHF flow regimes are used
for both vertical and horizontal geometries. This is different from the RELAP5 code, which
uses unique models for vertical bubbly flows (2.5.1). For the special case of stratified flows,
TRACE uses stratified flow models. TRACE has models for bubbly flow regimes with pipe
or rod bundle geometries. For pipe geometry, the code considers two sub-groups of the
bubbly /slug region. They are: dispersed bubbly flow and slug or Taylor cap bubbly flow.
The dispersed bubbly flow is characterized by relatively small bubbles that may be spherical
or distorted. The slug of Taylor cap bubbly flow consists of larger bubbles that are either

slugs (in smaller diameter pipes) or Taylor cap bubbles (large diameter pipes).
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The only type of dispersed bubbly flow that is modeled is churn-turbulent flow. Wallis
[31] describes the regime as something of a transition region between the “ideal bubbly flow”
and slug flow, where large bubbles fill the tube. The flow pattern is agitated and unsteady.
The Ishii correlation was selected for the churn-turbulent regime.

The interfacial drag coefficient must be computed to properly account for the interfacial
drag force and to compute the relative velocities of the phases. Equation 2.128 is used to

compute the interfacial drag coefficient.

3
Cp, = CU =980 (2.128)

bl _2
Vyj

The interfacial drag is dependent on two additional terms: the drift flux velocity (7;)
and the profile slip factor (P;). The drift flux velocity is given in Equation 2.129. The profile

slip factor is calculated as shown in Equation 2.130.

Ap\ 't
Ty = V2 <Ug p) (2.129)

P}

P, = (2.130)

The distribution parameter (Cj) seen in the profile slip factor represents the cross-
sectional area averaged gas and liquid velocities resulting from the radial distribution of
the void and velocity. The calculation of the distribution parameter is defined as shown
in Equation 2.131. The development of the distribution parameter is discussed in detail in
Reference [6]. An example plot showing the vapor velocity vs. total volumetric flow for a
fully-developed two-phase flow regime of steam and water is shown in Figure 2.15. Note that
the data points are clustered around a straight line. The linearity of the data is improved

when the drift velocity is either constant or small enough to be neglected. For a given flow
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Figure 2.15: Vapor Velocity vs. Total Volumetric flow [6]

regime, the vapor velocity may be plotted as a function of the total volumetric flow, and the
distribution parameter (Cj) may be obtained from the slope of the line (see Figure 2.15).
Additionally, the intercept of the line with the mean velocity axis is the weighted mean local
drift velocity.

The distribution parameter is dependent on pressure, channel geometry, and flow rate,
but the maximum distribution parameter has been obtained from experimental results by
Nikuradse [6]. The maximum value is found using a single-phase flow and varies slightly
with Reynolds number, but is 1.2 for a wide range of flows in round pipe. Thus, as void frac-
tion approaches zero, and the density ratio approaches zero, the distribution factor should
approach 1.2. Similarly, as the void fraction (and density ratio) approaches unity, the distri-
bution parameter should also become unity. Equation 2.131 shows the equation used in the

TRACE code and developed in Reference [6] that meets these requirements for round pipe.
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Rectangular channels use 1.35 and 0.35 in place of 1.2 and 0.2 in Equation 2.131 [6].

Co=1.2-02,/2 (2.131)
PL

The code limits the churn-turbulent drift flux velocity from Equation 2.129 to be less than
that for the slug flow regime to prevent unrealistic flow regimes in small diameter pipes. The
remaining TRACE flow regimes (slug, annular mist, etc.) use different correlations to define
the distribution parameter and drift flux velocity. Flow geometry can also affect the value
of the distribution parameter. For example, in rod bundles, TRACE uses a value of 1.0,
which agrees more closely with available data. The TRACE manual [1] describes these other
models in greater detail.

The distribution parameter and drift flux velocity defined above can be used to compute
an interfacial drag coefficient (see Equation 2.128. The interfacial drag coefficient is critical
in determining the rate of bubble break up due to interfacial shear forces and relative phase
velocities. All flow regimes use the interfacial drag calculation shown in Equation 2.128,
but the drift velocity and distribution parameter vary depending on flow regime and flow
geometry.

The interfacial drag coefficient is used primarily for closure of the momentum equations.
Accurate representation of the velocities of each phase requires understanding of the forces
between them. Without the interfacial drag coefficient, the velocity of the liquid and vapor
phases would, by necessity, be assumed to be equivalent. In addition, the amount of interfa-

cial drag can delay the onset of “larger bubble” regimes due to shear forces breaking up the

bubbles.

WCOBRA /TRAC-TF2

The interfacial drag force in WCOBRA/TRAC is computed in much the same way as was

used in TRACE. The interfacial drag force per unit volume (M) is computed as shown
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below:
M; = Cp; V- |V, (2.132)

The interfacial drag coefficient (Cp;) in Equation 2.132 is defined as:

_ 30w an

i — P 2.1
Ch, 1 D, (2.133)

The interfacial drag coefficient is the same as what appears in the WCOBRA/TRAC 1D
momentum equations in Reference [12]. This coefficient is required to close the momentum
equation. In order to solve for this value, the bubble diameter (D,) and bubble drag co-
efficient (Cpp) must be known. As with the TRACE code, the values of these parameters
are dependent on the flow regime. This section will describe the derivation of the interfacial
drag for bubbly flow. The derivation of the profile slip factor (P,) shown in Equation 2.132
is also shown.

The bubble diameter is computed as described by Ishii [41] and shown in Equation 2.134
is stated by Ishii to be an approximate arithmetic average of the minimum and maximum

bubble diameters in the flow.

g

Dy=2,/]—2
g (p— pg)

(2.134)

The bubble drag coefficient is defined based on the bubble Reynolds number (Re;), which

is shown below

DyV,pi
i

Re, = (2.135)
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The bubble drag coefficient is then determined:

(
240 Rey < 0.1031
Cpy = 200 (1.0 4 0.15Re) ™) 0.1031 < Rey, < 939.0 (2.136)
0.44 Rey > 989.0
\

The profile factor (Ps) is designed to account for the redistribution of the bubbles in the
flow channel due to the velocity profile. Higher flow velocities are concentrated in the center
of the channel. The bubbles tend to migrate to the higher-velocity regions. The profile factor
attempts to compensate for the increased void fraction in the central region of the flow and
the corresponding increase in slip between the phases. This factor originated in reference

[41], and is computed as shown below.

(C1V, — CoWp)?
V2

T

P, = (2.137)

Where the distribution parameters (Cy and Cj) are given (note the similarity to the TRACE

equations):
Pl
Co=12+02,/2 (2.138)
Pg
1.0 — OQOf
o - 2.139
T 10—« (2.139)

Reference [6] provides more details on the development of the distribution coefficient (Cj).
The slug flow uses a different bubble diameter calculation, but the rest of the equations shown

here provide the basis for the interfacial drag in the slug flow as well.
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TRAC-M

As with the TRACE and WCOBRA/TRAC codes, the interfacial drag coefficient (Cp;)
is required in order to close the momentum equations in TRAC-M. As before, the value
of this coefficient is dependent on flow regime. The equation used to determine the drag
coefficient is identical to that used for the WCOBRA/TRAC code (Equation 2.132. If bubbly
slug flow develops in an upper plenum, the interfacial drag coefficient is redefined based on
the correlation developed by Wilson [42]. This model is implemented in the vessel (3D)
components. Details of this model are available in reference [21].

The definition of the bubble diameter (D) is similar to that shown in Equation 2.134,

but an additional term, XS is included in the equation below.

Dy=2,/—2—(1—XS) + min (40 S — 0.9Dh) . XS (2.140)
9 (Pt = pg) 9(p1 = pg)
where XS is defined as:
'0.0 bubbly flow
X5 =4 2725885(%0- ch_odgg bubbly slug transition (2.141)
\ 0‘.‘5’_00'?’3 bubbly slug flow

Note that for simple bubbly flow, equation 2.140 reduces to the same equation used in
WCOBRA/TRAC (2.134). In addition to the above definitions, the bubble diameter must

be constrained as shown below:

0.0001 m < D, < min (40 ,O.9Dh) (2.142)

9 (pr = pg)

The profile slip factor (Ps) is computed as shown previously (Equation 2.137).

It has been shown that the models developed here are very similar to those used in
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the WCOBRA/TRAC code. This is to be expected as TRAC is the basis for the WCO-
BRA/TRAC code. The details of the TRAC-M models, as well as further discussion of the

interfacial drag for the remaining flow regimes, are provided in [21].

ATHLET

The equation of motion derived from the momentum and continuity equations for two-phase
flow is used to balance inertia, interfacial shear, wall friction, gravitation and pressure forces
acting on the phases. This balance can be used to derive the steady-state interfacial shear
force. Assuming that local variations of the phase momentum flows are negligible and that
the pressure of both phases is the same for every location in the flow, the following equation

can be derived:

Cp. Cu
a(l—ia)(wv—wl) [, = wi]= == w, w, |+
o (2.143)
1 f’zwllwllj{q (pL — pv) sin @

The local drift flux velocity is computed from the flooding-based drift flux model documented

in reference [43] and shown below:

3\2 —5+./i+B
wy,; = Co (Z) wor, 5 (2.144)
Where the B term is defined:
C()CY (§)2 Wor,
B = 4 (2.145)

(1 — Coa) Wov
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In the equations above, the limiting superficial liquid (wpz) and vapor (wgy) velocity are

defined as:
%
wor, = (gDu> (2.146)
PL
_ 3
woy = (gDu) (2.147)
Pv

The ATHLET code defines the interfacial drag as a function of the drift flux parameters as

shown below [26]:

Perim;

A

A
I2P i, |w, | (2.148)

()
l—«a

i = Cp w,|w,|= a (1l — )
Where the cross sectional average relative velocity (w,) is calculated using the regime-

dependent phase distribution parameter Cj.

_1—0400

w, =

- w, — Cowy (2.149)

The phase distribution parameter (Cy) is computed for vertical (sinf > 0.2) flow in

cylindrical pipes by

Co = min (001, 002, Cog) (2150)
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Where Cy;, Cpa,and Cyz are defined as:

Cor =1+ <o.2 —0.2, /p—V) (1—e ') (2.151)
PL

1—a)(1-E
Cop = 14 Oszl )d) (2.152)
2T OO —d) pv
-+ Va p‘L/
Cos = Vo (2.153)

awyg + o (1 — a) spwro

Determination of the fraction of dispersed liquid (Ey) is covered in detail in the references
[26]. This term is essentially the volume of the dispersed liquid divided by the total liquid
volume (both dispersed and non-dispersed). An S-shape correlation is used to compute the
dispersed liquid fraction.

The distribution parameter for horizontal flow is computed in a similar manner, as shown

below:
CO = min (001, COQ) (2154)
Coi=1+ (0.5 — 0.5, /Z—V) (1—e ") (2.155)
L
l1-a)(1-F
Cop— 14 O‘1>+<75(1 )d) (2.156)
IRV 73

The details of the calculation of the distribution parameter for the other flow regimes are

provided in reference [26].

CATHARE

The CATHARE code uses a drift-flux model to compute the interfacial drag on the bub-

bles in bubbly flow. The drift lux model can be translated in terms of interfacial friction
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correlations. A general expression of the drift velocity model is shown in the equations below:

V, = CoJ +V,, (2.157)

Vyi = Con [980Lon/ prat] " (2.158)

Where C,, and L,, are a model constant and a model length scale. The Cj term is a
distribution factor for the position of the vapor bubbles in the flow. In vertical flows, buoy-
ancy and interfacial friction are dominant. The CATHARE momentum balance equations

[12] can be reduced to the interfacial shear for vertical flow:
7, = a(l—a)Apg (2.159)

From the drift flux model shown in Equations 2.157 and 2.158 and Equation 2.159, the
buoyancy term can be eliminated, and the interfacial shear for horizontal (non-buoyant)

flows is obtained:

1 1- ?
=a(l—a) C—ZZ—m (1 — Coa)® |v, — Clo<——C'0§j)Ul (2.160)

The L,, and C,, terms are dependent on flow configuration. The CATHARE code has three
possible configurations: rod bundles, pipes, and annuli. This discussion will be limited to
pipe flows. Further details on the development of the models are available in reference [27].

For bubbly pipe flow, the drift velocity (V} ;) is:

1/2
92PLm } (2.161)

v, —
7 {KLPL + Kgpa

Where the K and Kg terms are obtained from fits to available data. Details of these

parameters were not discussed in the available literature [27],[44],[30],[5]. The model length
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scale (L) is:

1 1 -0.5
= (55 Fraroria) -

Equation 2.162 can be substituted into Equation 2.158 to solve for C,,. Similarly, if the
mixture superficial velocity (/) and vapor velocity (V;) are known, the distribution parameter

(Ch) can be calculated from Equations 2.161 and 2.157.

2.5.2 Interfacial Heat Transfer

Heat transfer coefficients are needed to close the mass and energy balances. The heat trans-
ferred between the liquid and vapor phases, from the wall to the liquid, and from the wall
to the vapor is needed for closure of the energy balance equations. The correlations are
dependent on the vapor/gas or fluid temperatures relative to saturation. The flow regime
is determined by the characteristics of the flow, including void fraction, fluid velocity, and
superheated margin.

Interfacial heat transfer models are used to model the exchange of heat and mass between
phases. The interfacial closure model that is selected is dependent on the flow regime.
Interfacial heat transfer is not particularly dependent on the geometry of the flow, since it is
only concerned with the transfer between phases. There are many flow regimes modeled by
each of the system codes discussed herein. The specific details of the models used by each
code are provided in the respective manuals. Some additional details of the correlations used

in each of the codes are provided below.

RELAP5-3D

The RELAP5-3D code divides the interfacial heat transfer into four categories for each flow
regime based on working fluid temperature. Each regime has correlations for superheated lig-

uid, superheated vapor, subcooled liquid and subcooled vapor. In some cases, the correlations
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are re-used (e.g. bubbly subcooled vapor uses the same correlation as bubbly superheated
vapor). This amounts to 27 correlations for interfacial heat transfer in RELAP5-3D. The
correlations are summarized in Table 2.8.

The bubbly superheated vapor (SHV) is an empirically based formula that is fundamen-
tally a very large heat transfer coefficient to drive the vapor temperature down to saturation
conditions. The bubbly subcooled vapor heat transfer uses the same correlation as the
bubbly superheated vapor. In slug flow, the special model for the heat transfer between
the Taylor bubbles and subcooled liquid coolant does not have a literature reference in the
RELAP manuals, but the coefficients used in the equation fall between those known from
turbulent and laminar correlations. Since the flow around Taylor bubbles is not perfectly
laminar, but also not likely to be turbulent, this correlation is plausible, but could still be
significantly in error. The heat transfer between the subcooled vapor Taylor bubbles and the
liquid uses the heat transfer coefficient from the bubbly SHV regime and the void fraction
and interfacial area from the slug SHL.

The large HTC model for Taylor bubbles with superheated liquid is an ad hoc correlation
that is designed to provide a large heat transfer coefficient that will bring the vapor tem-
perature to saturation quickly. The Brown correlation [49] is used for the droplet to vapor
heat transfer for subcooled liquid conditions in the annular mist regime. This correlation is
based on experimental data for plunging heated spheres into baths at uniform temperature.
This model does not address the increase in droplet size due to condensation, and it models
the droplet surface temperature as a constant. The convective heat transfer coefficient to
the droplets is actually a conduction heat transfer model based on the thermal conductivity
of water at 150 °F. The Theofanous correlation [50] used for the film portion of the annular
mist subcooled liquid heat transfer was developed using data from vapor absorption by a
turbulent, thin falling liquid film in quiescent air. This is clearly not the exact conditions of
annular flow, where the vapor core will not be “quiescent”, and the liquid film may not be

turbulent.
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These and other concerns call into question the use of Theofanous for annular film heat
conduction and the code should be assessed against experiment results. Heat transfer be-
tween the droplets and the superheated liquid in the annular mist regime is computed from
a large value for the heat transfer coefficient coupled with a function that increases quadrat-
ically. Again, this is to quickly return the temperatures to saturation. The heat transfer
between the liquid core and the vapor annulus in inverted annular flow with superheated
vapor is from an ad hoc correlation. This correlation needs to be compared to experimental
data for evaluation.

In the horizontal stratified regime with subcooled liquid conditions, the Nusselt number
is based on the Dittus-Boelter correlation. Contrary to common practice, the code does not
use the phasic hydraulic diameter when computing the Reynolds number that is used in the
correlation. Additionally, the Dittus-Boelter correlation is valid for single-phase flow filling
ducts - it has not been evaluated explicitly for partially-filled flows. More comparison to
experimental results is needed to validate the use of this correlation for horizontally strati-
fied flows. Vertically stratified regimes are computed by a combination of the horizontally
stratified heat transfer correlation and the applicable flow regime.

For the remaining entries in Table 2.8, indication of large Nusselt number or heat transfer
coefficient shows where large values were selected for these terms in order to drive the
conditions toward saturation. In many cases, this is appropriate, since the flow conditions
are unstable. The ad hoc indications should all be evaluated against experimental data for

accuracy.

TRACE

The TRACE code does not characterize the interfacial heat transfer correlations based on
fluid temperature in the way that is done in the RELAP code. Instead, a standard set of
correlations is implemented, and modifications are made to account for alternate coolant

temperatures (i.e. subcooled boiling). Otherwise, as with RELAP, correlations are used to
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capture the interfacial heat transfer for each flow regime considered by the TRACE code.
Table 2.9 summarizes the correlations used for each regime.

The liquid-side interfacial heat transfer for bubbly flow correlation is modified to account
for near-wall condensation when in subcooled boiling. The model was suggested by Lahey
and Moody [55]. Heat transfer in the transition region between bubbly/slug and the annular
mist flow is computed by interpolation between those regimes. TRACE includes a flashing
model for conditions where the liquid is superheated with respect to the saturation temper-
ature. This model is very simple, and assumes a high heat transfer coefficient to bring the
liquid temperature closer to saturation as quickly as possible. The flashing model is flow-
regime independent. In TRACE, stratified flow is only assumed for horizontal or inclined
pipes. The same Nusselt number correlations are used for stratified flows as those used for
the liquid film in annular flow, but the Reynolds number is computed using the liquid-phase
hydraulic diameter. The Kuhn-Schrock-Peterson [56] empirical correlation (for falling films)
is used as a lower bound for the heat transfer.

Inverted annular flow is the reverse of annular flow; it is a vertical flow regime with a
core of liquid water within an annulus of vapor (see Figure 2.14). The inverted annular
flow uses a constant value for the liquid-to-interface Nusselt number based on results of the
Fung [57] experiments and FLECHT-SEASET [58] simulations. The vapor-to-interface uses
the vapor film thickness as the characteristic length in the laminar heat transfer coefficient
calculation. The vapor film thickness is computed from the void fraction based on geometric
formulae for a tube or rod bundle. The vapor-to-liquid and flashing modes of heat transfer
are not considered to be important for the inverted annular film boiling regime, but are
included in the code for completeness. The vapor-to-liquid sensible heat transfer uses the
same heat transfer coefficient that was computed for the vapor-to-interface heat transfer.
The flashing model simply uses a large value for the heat transfer coefficient to keep the
liquid temperatures close to saturation.

Inverted slug flow is made up of dispersed droplets and larger liquid fragments. The
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entrainment fraction is used to distinguish between these two forms. The fraction of liquid
considered to be in dispersed droplets is given by the entrainment fraction; the rest of
the liquid is considered to be the inverted slugs. A linear weighting scheme based on the
entrainment fraction is used to compute the interfacial heat transfer.

The model of Renksizbulut and Yuen is used for the vapor side heat transfer to the drops
in the dispersed flow regime. This model is very similar to the Ranz-Marshall [51] correlation,
but it includes a “blowing factor” to account for the added effect of mass transfer. As for
the inverted annular regime, the sensible heat for the vapor to liquid uses the heat transfer
coefficient for the vapor to interface. The TRACE code interpolates between the inverted
annular regime and the dispersed flow regime to allow for a smooth transition between the

two.

WCOBRA-TRAC

The summary of the interfacial heat transfer correlations in the WCOBRA-TRAC code is
provided in Table 2.10. Note that while there is a droplet field included in the evaluation
of the 3D component in the WCOBRA-TRAC code, the 1D constitutive models (described
here) do not have a separate field for the droplets. Thus, the droplets and continuous liquid
are considered only insofar as the applicable correlations are weighted together within the
code.

The bubbly slug regime in the WCOBRA-TRAC code covers bubbly flows, bubbly-slug
transition, and bubbly-slug flows. For low void fractions, slugs do not form, and bubbly
flow dominates. For higher void fractions (between 30 and 50%), slugs and bubbles coexist
for low mass flows (less than 2000 *9/,,2.). Slugs do not form for flows greater than 2700
kg / 2, The Chen and Mayinger correlation is used for the liquid side heat transfer during
condensation. Chen and Mayinger conducted experiments that injected bubbles of saturated
vapor into slow downward flows of subcooled liquid. A modified Whittaker correlation [64]

for solid spheres plunged into a bath is used as the lower boundary for the Nusselt #. The



90

vapor-side heat transfer coefficient is a large constant value for the bubbly slug regime to
bring the vapor temperature back to saturation. Subcooled boiling is assumed to only occur
during bubbly flow, and the Lahey and Moody mechanistic model is used to compute the
heat transfer coefficient that is added to that of the bubbly flow using a weighting factor.

The Churn flow regime is actually the transition between the bubbly-slug and annular
mist regimes. The heat transfer coefficients are interpolated between these other regimes
using a weighting factor that is computed based on the void fraction. The inverted annular
liquid-side heat transfer coefficient is computed by the correlation by Forslund and Rohsenow
[62] modified as suggested by Yuen and Chen [65].

The constant values that are assumed for heat transfer from the vapor to the coolant in
the inverted slug regime are dependent upon which part of the liquid is involved and the
temperatures. The model for liquid side heat transfer for the dispersed flow regime is not
provided in the publicly available manuals. The heat transfer coefficient to a superheated
liquid from the vapor is a constant value. For subcooled liquid droplets, the HT'C is computed
using the correlation by Andersen [61].

Only the liquid-side heat transfer calculations are specified for horizontally stratified
flows. The work by Linehan [63] suggested a constant Stanton number criterion that is used
to compute the heat transfer coefficient. The vapor-side heat transfer is the same value that
would be determined by the flow regime map without stratification. If the flow is not fully
stratified, as with other codes, the heat transfer factors are interpolated between the fully

stratified value and the applicable value from the regime map.

TRAC-M

The summary of the interfacial heat transfer correlations in the TRAC-M code is provided
in Table 2.11.
Similar to the WCOBRA-TRAC code, the bubbly slug regime in the TRAC-M code

covers bubbly flows, bubbly-slug transition, and bubbly-slug flows. For Reynolds numbers
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greater than 10%, the Nusselt number is calculated from the Chen and Mayinger correlation
with the Reynolds number set to 10%, and is based only on the Prandtl number. The Chen
and Mayinger correlation is used for the liquid side heat transfer for the mid-range Reynolds
numbers, and the Whittaker correlation [64] is used as a lower bound on the Nusselt number
for low Reynolds numbers. This methodology is very similar to that used in the WCOBRA-
TRAC code. The same methods applied to the WCOBRA-TRAC code for subcooled boiling
are again used in TRAC-M. The liquid-side heat transfer to the entrained droplets in the
annular mist regime is a transient conduction formulation developed by Pasamehmetoglu
and Nelson [67], and the annular film heat transfer is computed from the Stanton number
using a relationship by Bankoff. The inverted annular liquid-side heat transfer coefficient
is computed from the correlation by Hsu and Graham, though the coefficients have been
changed slightly. The reference provided in the TRAC-M manual for this correlation does
not seem to be correct. The inverted annular interfacial heat transfer is included as part of
the reflood model in TRAC-M. The reflood modeling is discussed further in section 2.5.5.
The horizontally stratified models are identical to those used in WCOBRA-TRAC.

The available documentation for the other codes considered in this report (CATHARE,
ATHLET) did not clearly provide explanations of the interfacial heat transfer correlations

used.

2.5.3 Wall-To-Fluid Heat Transfer

Heat transfer between the wall and the fluid is dependent on several factors. The flow channel
geometry is of particular importance to the wall to fluid heat transfer. If the wall is a tube
bundle, the heat transfer correlation will be very different from that used for walls that are
parallel plates. Another important parameter in the determination of a wall to fluid heat
transfer coefficient is the fluid flow regime. Bubbly flows have much more coolant in contact
with the wall than post-CHF regimes, and the velocity and volume of actual coolant is much

different from the annular or slug regimes. This section will discuss the wall to fluid heat
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transfer models for each of the system codes. Full details of all the models included in the
individual code manuals.

Table 2.12 outlines the details of the implementation of wall heat transfer for the various
codes. The heat transfer models are characterized by three parameters: the number of
specific geometries that are considered by the code, the number of models (correlations) that
the code has implemented, and the number of modes of heat transfer that are considered.

The number of geometry types for each code was evaluated by counting the geometry
configurations with code-specific correlations. For example, if no specific correlation exists in
the code for modeling heated parallel plates, that geometry is not included in the count, even
though the code may be capable of modeling heated parallel plates using two rectangular heat
structures. RELAP5-3D has implemented specific models for six geometry types by specific
options in the input for the heat structure models. The geometry types are pipes, parallel
plates, rod bundles, swirl tubes, horizontal plate, and aluminum-walled annuli. TRACE has
specific correlations for only four geometries; rods, plates, cylinders, and tube bundles. The
remaining codes have only three specific geometries; rods, plates, and cylinders.

The number of heat transfer models is essentially a count of the number of heat transfer
correlations that are used to model the various geometry configurations for each heat transfer
mode. For example, the TRACE code models single-phase flow for tube geometries using
three correlations for laminar forced convection, turbulent forced convection, and natural
convection. These count as three of the models used in the TRACE code. Similar methods
are used for the remaining codes.

The codes differentiate between heat transfer modes based on void fraction, wall tem-
peratures, and other working fluid conditions. These heat transfer modes are: single phase

flow, nucleate boiling, transition boiling, condensation, natural circulation, etc.
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Figure 2.16: Boiling Curve

2.5.4 Critical Heat Flux Closure Models

The CHF closure models are important for the determination of flow regimes. The CHF
point is defined as the maximum heat flux on the boiling curve shown in Figure 2.16. The
CHF point marks the transition between wetted-wall heat transfer regimes like nucleate

boiling, and the post-CHF regimes like transient or film boiling.

RELAP5-3D

The calculation of the CHF point in RELAP is used to determine the heat transfer regime
that should be used (either pre- or post-CHF'). The PG-CHF correlation in the RELAP5-3D
code is a newly implemented set of CHF correlations that were developed by the Nuclear
Research Institute Rez in the Czech Republic [68],[69]. The correlations are based on data in
the Czech Republic data bank from 173 different sets of tube data, 23 sets of annular data,
and 153 sets of rod bundle data. There are four formulations of the correlations. These
are: basic, flux, geometry, and power. The ratio that results from the first three forms
is the departure from nucleate boiling ratio (DNBR), which is 1.0 when the CHF point is
reached. The basic formulation uses the local equilibrium quality and the local heat flux.

The flux method uses the local heat flux and the heated length, which includes the axial
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power peaking. The geometry form computes the CHF based on local equilibrium quality
and the heated length, again including axial peaking. The power formulation utilizes a heat
balance method and can be used to compute the Critical Power Ratio (CPR). These closure
relations are used to determine the onset of CHF.

Once CHF is reached, the RELAP code uses the Chen transition boiling model [70] to
compute the heat transfer from the wall to the coolant during the transition boiling regime.
The fractional wall wetted area represents the amount of liquid present at any instant at a
particular section of the heated tube. It is also dependent on the probability of this liquid

contacting the hot wall. This term is empirically correlated as part of the Chen model.

TRACE

The Critical Heat Flux (CHF) model in TRACE serves much the same purpose as the
model used in the RELAP5 code. The temperature of the CHF point is important in the
determination of the start of the transition boiling region. However, unlike the RELAP code,
the CHF point (see Figure 2.17) is also used to provide an upper bound on the transition
boiling region heat transfer. The default model to determine the point of CHF is the 1995
AECL-IPPE look-up table. This table is based on an extensive CHF database obtained in
tubes with a vertical upflow of a steam water mixture. The correlation provides a value for
critical heat flux as a function of local conditions. A correction factor is used to improve
the accuracy when applied to rod bundles. The minimum film boiling temperature (Tmin,
Figure 2.17, also known as the Leidenfrost point) provides a lower bound for the transition
boiling heat flux. The minimum film boiling temperature represents the point where the heat
transfer regime switches from transition boiling to film boiling. In TRACE, the minimum
film boiling temperature is computed using the Groeneveld-Stewart correlation [71]. These
two points are used in the TRACE code to define the transition boiling heat transfer regime.
The heat transfer based on wall superheat is determined by interpolation between these two

points. The heat flux in the transition region is computed using an interpolation approach
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suggested by Bjornard and Griffith [72].

WCOBRA-TRAC

The CHF is predicted in WCOBRA-TRAC using the Biasi [73] correlation, though some
modifications are made to account for low flows and higher void fractions. The CHF value
is used in the Chen nucleate boiling heat transfer correlation to compute the critical heat
flux temperature, using iterative techniques. The Biasi correlation was developed from test
data for tubes that were as small as 0.12 inches in diameter, up to 1.47 inches. The length
of tube was up to 20 ft. As with TRACE, the transition boiling regime is bounded by the
CHF point and the minimum film boiling point. The minimum film boiling temperature is
used to mark the beginning of the film boiling regime and the end of transition boiling. It
is assumed that the minimum film boiling temperature is the wall temperature that results
in an instantaneous contact temperature equal to the homogeneous nucleation temperature
after contact effects and surface thermal properties are taken into account. The homogeneous

nucleation temperature is computed from a third-order polynomial curve fit to the Fauske

data [74].
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TRAC-M

As in the TRACE code, TRAC uses the CHF temperature as the lower limit of the transition
boiling region, and the minimum film boiling temperature (Tmin) to determine the upper
limit. As for WCOBRA-TRAC, the modified Biasi correlation is used to determine the CHF
value. The minimum film boiling temperature is computed using the homogenous nucleation

temperature method that was described for the WCOBRA-TRAC code.

ATHLET

Multiple CHF correlations are available in the ATHLET code. Two options exist for selection
of the CHF correlation that is used. The user can set the code to pick the minimum of the
results of the first four correlations. Otherwise, the user can pick a single correlation for use.

The available correlations are listed below:
1. Westinghouse-W-3 [75]
2. Transient Hench-Levy [76]
3. Israel-Casterline-Matzner [77]
4. Biasi [73]
5. Zuber-Griffith [78, 79]
6. Gidropress [80]
7. Osmachkin [81, 82]
8. Mirshak [83]

9. Doroschuk/Konkov [84]
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ATHLET calculates the minimum film boiling temperature using the Groeneveld-Stewart
correlation [85]. The upper temperature boundary for rewetting after film boiling is called
the rewetting temperature (Trgw ), and is computed from Groeneveld [85]. The return to
nucleate boiling temperature that indicates a return to nucleate boiling at the end of the
rewetting process is (Tryp). ATHLET uses a simpler method to determine if the flow is in
transition boiling. The transition boiling region after departure from nucleate boiling (tem-
perature is increasing) is used if the wall temperature is greater than the fluid temperature
and the critical heat flux temperature (Toyr), but less than Toyp + 10K. After a depar-
ture from film boiling (temperature is decreasing), the transition boiling region is used when
the wall temperature is between the return to nucleate boiling temperature (Tryp) and the
rewetting temperature (Trpw) [26]. The minimum film boiling temperature in ATHLET is
used to determine when the flow regime changes from transition boiling to the post-CHF
regimes. A user-input parameter determines how the heat transfer during transition boiling
is calculated. Both methods interpolate between the pre-CHF regime (nucleate boiling) heat
transfer coefficient and the film boiling heat transfer coefficient. The first option selects a
cosine shape interpolation based on the time since the onset of transition boiling. The user
selects the upper bound for interpolation by defining the time that transition boiling is ex-
pected to continue (the manuals suggest 0.5 seconds). This implies that after 0.5 seconds
(or the time designated by the user), the interpolation will select the film boiling coefficient
regardless of other flow conditions. The second option performs the cosine interpolation
based on the wall temperature. The lower bound for the interpolation is the temperature at
CHF determined as described previously. The upper bound is 10 K higher than the CHF
temperature. Again, this suggests that once the CHF temperature is exceeded by 10 degrees,

the film boiling heat transfer coefficient is used.
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CATHARE

The model of transition boiling in CATHARE relies on the adequate prediction of the CHF
point. The table proposed by Groeneveld [86] is used to compute CHF based on pressure,
quality and mass velocity. Correction factors are applied for rod bundles. The transition
boiling heat flux is derived from a parabolic interpolation between the CHF temperature
and the minimum temperature that is identical to the method used in the TRACE code.
The minimum temperature is based on the Groeneveld-Stewart correlation [85]. In the post-
CHF flows, three heat transfer mechanisms are considered: radiation heat transfer from the
surface to the vapor and liquid, convective heat transfer from the wall to the vapor, and
convective heat transfer from the vapor to the liquid interface. These three mechanisms are

modeled individually to capture the heat transfer to the post-CHF (dryout) flow regimes.

2.5.5 Reflood Modeling

Reflood conditions occur in the third phase of a Loss of Coolant Accident (LOCA) when the
Emergency Core Cooling (ECC) system is activated. The ECC system injects coolant into
the reactor vessel in an attempt to keep the reactor core covered. Under these conditions,
the reactor is generally at low pressure and high temperature. The emergency flow is also
generally at low pressure, and the high temperatures inside the vessel can result in the
coolant flashing to steam before reaching the water in the vessel. The steam will eventually
condense on the vessel wall and the fuel rods. The point at which a liquid film exists on the
heated surfaces is called the quench front. In the vicinity of the quench front, many different
heat transfer regimes are possible. In the region above the front, axial conduction dominates
the heat transfer in the fuel rods or vessel wall. Heat is transferred from the non-quenched
regions to those that have a liquid layer through the metal itself. Below the quench front,
heat is transferred to the film via nucleate boiling. The models must adapt as the water

level in the core begins to rise and the quench front moves. System codes typically include



99

special models to more effectively capture the conditions during reflood.

RELAP5-3D

The RELAP5-3D code includes user options to activate the reflood model. This model
includes rezoning of the wall mesh and axial conduction. The rezoning capability allows
the code to add nodes in the axial direction to minimize the effect of temperature gradients
across the quench front. If the temperatures between two rows of nodes are too high, the
code can divide the distance in half and add another row of nodes between. This process is
repeated until the number of axial nodes reaches the maximum specified by the user. In a
similar manner, the additional nodes can be removed when they are no longer needed. This
capability is reserved for the reflood model. The reflood models can be activated based on a
trip number or at a low pressure condition with high void fraction. The modifications to the
interfacial drag, interfacial heat transfer, and wall heat transfer models are all used when
reflood is active.

The modifications to the interfacial heat transfer model change the calculation of inter-
facial area and the logic that determines if the wall is wet or dry. The droplet diameter was
reduced for the wet wall interfacial area calculation, and the Weber number for the dry wall
was also reduced. The modifications to the logic selection of wet or dry walls forces the code
to use the wet wall interfacial values close to the quench front.

The modifications to the interfacial heat transfer model were also made to the interfacial
drag models. Additionally, the modified Bestion correlation [87] was implemented for the
interfacial drag in vertical bubbly-slug flow at low pressure. This correlation replaces the
EPRI correlation for non-reflood conditions at low pressures. Higher pressures still use the
EPRI correlation, even during reflood.

The heat transfer coefficients for transition and film boiling are both changed when the
reflood option is activated. At the bottom quench front, a modified Weisman correlation

[88] replaces the Chen correlation [70] for transition boiling heat transfer to the liquid. The
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transition boiling heat transfer coefficient to the vapor is the same that was used for non-
reflood conditions, but it is ramped to zero using the void fraction. Thus, the heat transfer
will be zero when the void fraction is zero.

The film boiling heat transfer coefficient to the liquid at the bottom quench front uses
the maximum of a film coefficient, the modified Forslund-Rohsenow [62] and the normal
Bromley correlation [89] (the same as is used in non-reflood conditions). The film coefficient
is made up of an empirical length-dependent expression and a modified Bromley correlation
coefficient. A radiation heat transfer to the droplets [90] is added to the final film boiling
coefficient. The film boiling heat flux to vapor uses the same model as was used for the
non-reflood condition.

The heat transfer calculations for both transition and film boiling at the top quench front
are the same as those used at the bottom, with the exception of the characteristic dimensions
used in the calculations. Instead of using the distance to the bottom quench front, these
calculations use the distance to the top quench front. Also, the top quench front calculations
are only used for rod bundle geometries.

The CHF model is also changed for a reflood condition. A modified Zuber correlation

[91] replaces the default Groeneveld Table Lookup [86] for low mass flux values.

TRACE

The motion of the quench front during reflood conditions can result in significant temperature
differences in the axial direction. In order to better capture the impact of these gradients,
TRACE has the capability to add transitory nodes to the model. This re-meshing helps
to minimize the impact of a large temperature jump across the quench front. The nodes
are added whenever the temperature difference between two rows of “permanent” nodes is
greater than a regime-dependent value. This technique is similar to that described for the
RELAP5-3D code. Unlike RELAP5-3D, there are no special models for heat transfer or drag

during reflood. The interfacial and wall heat transfer during reflood use the same models as
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for non-reflood conditions.

WCOBRA-TRAC

There are no specific heat transfer or interfacial drag correlations for the reflood condition
in WCOBRA-TRAC. Instead, there are specific correlations for the droplet entrainment in
vessel (3D) components. These correlations are based on either a bottom-up or a top-down
quenching scenario. The droplet sizes are also approximated as part of the entrainment
calculations. These sizes are used in the normal correlations for interfacial and wall heat

transfer, as well as interfacial drag. No special models have been implemented in WCOBRA-

TRAC for 1D reflood.

TRAC-M

The overall reflood interfacial heat transfer is during reflood is computed by a weighted
average of the bubbly, inverted annular, and dispersed flow heat transfer. This is a purely
mathematical model, and does not involve actual flow physics, but it does provide a smooth
transition between dominant regimes. The interfacial heat transfer for bubbly flow during
reflood is identical to that used for non-reflood conditions, described in section 2.5.2. The
only change from the previous methods is to the flashing model. The new liquid-side flashing
model is based on the kinetic theory of evaporation from liquid surfaces, and is based on the
work of Hsu and Graham [66].

The liquid-side heat transfer for inverted annular flow in reflood for subcooled flows is
computed using the subcooled heat transfer correlations for the given flow regime. If the
liquid is superheated, then the liquid-side flashing model used for the bubbly flow regime is
again used, with a modified evaporation coefficient to adjust for the change in flow regime.
The vapor-side heat transfer and liquid to gas sensible heat transfer use fixed heat transfer
coefficients that are sufficiently large to prevent large excursions from saturated conditions.

The dispersed flow liquid-side heat transfer is very similar to that for the inverted annular
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flow. For subcooled conditions, the standard subcooled model for the given flow regime is
used. For superheated liquid, the modified Hsu and Graham model is again used, this time
identical to the inverted annular model, including the use of the same evaporation coefficient.
The vapor-side heat transfer is defined as a single small value for homogenous void fractions
greater than 1 and small (< 0.05) droplet fractions. If the volume has a void fraction less
than 0.98, a post-agitated dispersed-flow regime is indicated, and a different model based on
the void fractions at the flow regime transitions between smooth, rough-wavy, dispersed and
highly dispersed flows is used. For highly dispersed flows, a modified form of Unal’s model
for vapor generation [66] is used.

The liquid to gas heat transfer is modeled as a weighted sum of the heat transfer coefficient
for the droplet field and the film field. The interpolation and weighting factor were developed
specifically for TRAC. The heat transfer coefficient for the droplet field is based on the Ryskin

model [53]. The film field heat transfer comes from Bankoff’s annular-mist flow model [60].

ATHLET

A quench front model is included in ATHLET to capture the steep gradients in temperature
that occur along the fuel rods and core internals during reflood conditions. The axial heat
conduction in the vicinity of the quench front is considered by the models as well as the
pre-cooling of the dry rod surface near the quench front. The code is capable of calculating
both the upper and lower quench front positions using analytical correlations.

The user defines a quench region for a hot rod and one for an average rod. The upper and
lower quench front position is determined for each region. The lower quench front velocity
is determined using the Semeria-Martinet correlation [92]. The Upper quench front velocity
correlation is from Yamanouchi [93]. The cladding temperature in the un-rewetted region
is assumed to be the same as the temperature of that wall section when the quench front
entered the control volume. This temperature directly affects the quench front movement.

The model assumes that axial conduction will force the wall temperature to be below the
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Leidenfrost temperature, although the actual wall temperature may be higher. This allows
the re-wetting front to continue to move to the next control volume around the next rod
segment, even if the surface temperature of the rod exceeds the Leidenfrost point. However,
if the code detects a rise in wall temperatures above the Leidenfrost point at a location that
has already been re-wetted, the quench front will jump back instantly to a wall location that
is below the Leidenfrost temperature. If the wall temperature in the next volume exceeds
a pre-defined limit, the quench front velocity will be reduced to result in a more gradual
approach to the high temperature zone. The Leidenfrost temperature is computed using
the Schroder-Richter analytical method, which was presented at the GRS in 1992. The
heat transfer mode selection logic forces the heat transfer model to be in film boiling if it
is between the upper and lower quench fronts. Outside that region, condensation, nucleate
boiling, and transition boiling regimes are used. The volume that contains the quench front
computes the heat transfer coefficient as a weighted average of the wetted and non-wetted

parts of the volume.

CATHARE

The vapor-to-interface superheating during reflooding in CATHARE is computed using a
classical laminar forced convection heat transfer model. As the reactor vessel refills during
reflood, the quench front moves up through the reactor. The model for heat transfer from
the dry walls immediately above the quench front is enhanced, due to the droplets that
are ejected from bursting bubbles at the liquid interface entering the thermal boundary
layer at the wall. The enhanced heat transfer as computed by Juhel [94] is implemented
in CATHARE. Instead of interpolation, CATHARE uses an empirical correlation developed
by Clement and Regnier [95]. These details of the reflood model in CATHARE have been

obtained from [27].
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2.5.6 Wall to Wall Radiation

This modeling capability allows for the calculation of heat transfer directly between heated
or cooled surfaces without coolant exchange between them. This is an important feature
in several of the Small Modular Reactor and advanced reactor designs being considered for
development. These designs rely on passive cooling systems that include heat transfer from
the reactor vessel to pipes lining the walls of the containment building. Cool water flowing
through these pipes is intended to aid in the removal of decay heat during an accident.
Without a model for radiation heat transfer between these pipes and the vessel wall, it will
not be possible for these codes to accurately account for the heat lost in this way. Several
accident scenarios involving traditional PWR and BWR designs can also benefit from these
models. These scenarios involve severe accidents with significant loss of coolant and core
dryout, reflood situations, as well as severe accidents that require analysis of the reactor

containment.

RELAP5-3D

The RELAP5-3D radiation enclosure model is used for wall-to-wall radiation modeling. The
model assumes that the fluid in the enclosure neither emits nor absorbs radiant thermal
energy. This is not entirely the case, as water between two radiating surfaces would, in
fact, absorb some of the energy in the exchange. The radiation model also assumes that
the reflectance from a surface is not dependent on direction or frequency of the incident
radiation. It also assumes that temperature, reflectance, and radiosity (emitted energy
flux plus reflected energy flux) are constant for each of the surfaces. View factors for the
calculation must be provided by the user. The radiation enclosure term is not implicit
in surface temperature. This can cause solution instabilities for thin surfaces and large

timesteps unless convection dominates radiation.
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TRACE

Radiation heat transfer between surfaces in TRACE is modeled using either a CHAN (BWR
fuel bundles) or a RADENC (radiation enclosure) component. Shumway developed the
actual model [96]. These models include rod-to-rod and rod-to wall radiation interfacial
heat transfer as well as wall-to-fluid. The enclosure model is automatically used for CHAN

components. It is a user option for other heat structures.

WCOBRA-TRAC

The publicly available WCOBRA-TRAC manuals do not provide details about the radiation

heat transfer models implemented.

TRAC-M

The FOTRAN 90 version of the TRAC-M code does not include the radiation enclosure

models used to analyze wall-to-wall heat transfer.

ATHLET

The radiation model assumes that all the emissive surfaces are gray and all bodies are treated
as infinitely long cylinders. Flow regimes with high void fractions are the only ones that
use radiative heat transfer models. View factors for RBMK core channels are built into the

code, but other geometries can be used if correct view factors are provided.

CATHARE

The available literature for the CATHARE code [27] does not provide any details about a

wall-to-wall radiation model.
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2.6 Experiment Validation

Code validation is essential for understanding the capabilities and weaknesses of system
codes. Validation is necessary to establish model credibility with regulatory agencies and to
help users determine the correct code to use for a particular analysis. Code validation can

be grouped into three parts.

2.6.1 Validation Against Phenomenological Cases

These are basic problems with exact solutions. Simple examples would be calculating the
pressure drop along the length of a pipe, or the change in pressure due to elevation head.
These cases can be used to assess code performance for very specific, analyses. When new
models or capabilities are added to the code, this part of the validation process will check
to be sure that the newly added or improved model is functioning as desired. There are no
specific tests or experiments that have been designed to perform this part of the validation,
since by nature, the problems are simple and can be solved mathematically outside of the

system code.

2.6.2 Validation Against Separate Effects Tests (SETs)

These tests are more complicated, and are generally used to test code performance against
thermal-hydraulic experiment results for a particular component or geometry. The exper-
iments are relatively simple, and address one or very few specific phenomena that are to
be checked in the code. An example would be a single coolant channel with a heating el-
ement that is forced to the CHF regime. The code to be validated would model the same
conditions, and parameters such as pressure, flow rate, void fraction, and onset of CHF
would be compared to the test results. Some examples of SETs that have been conducted

and used for validation of the codes considered here are the Marviken tests, Edward’s pipe,

FLECHT-SEASET, MOBY DICK, and TAPIOCA.
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The Marviken test consisted of a pressure vessel with a discharge pipe. There was a test
nozzle at the end of the discharge pipe and a rupture disk at the end of the test nozzle. The
vessel contains gratings that reduce vortex generation. The nozzle and rupture disks could
be exchanged to test different conditions. The tests were conducted by filling the pressure
vessel with water and heating it. When the desired internal pressures and temperature
distributions were obtained, the rupture disk was broken, and the resulting flow was directed
to a discharge tank. The nozzle was expected to choke, and the test was allowed to continue
until a predetermined time or until vapor was detected in the discharge pipe. The Edward’s
Pipe experiment was very similar to the Marviken test in that it was a pipe filled with
water, pressurized and heated. In this case however, no nozzle was used. Void fraction was
measured in two places within the pipe, and pressure and temperature were measured in
seven places. Blowdown forces along the length of the pipe were also measured.

The Full-Length Emergency Cooling Heat Transfer Separate Effects and Systems Effects
Tests (FLECHT-SEASET) were conducted in a vessel that contained an array of electrically
heated rods. The rods were arranged as a full-length 17 x 17 bundle, representative of a
Westinghouse PWR. This experiment has been used to test reflooding models in system
codes. The pressure and cladding temperature test conditions were established, and the
experiment was commenced when the injection flow began. The experiment measured steam
superheat and void fraction along the bundle length. The test results can be compared to
the reflood models in the system codes, and in some cases, used to set modeling coefficients
to improve the results.

The MOBY DICK tests were designed to test steady-state two-phase choked flow in
a vertical divergent nozzle at low pressure. The test fluid was a mixture of water and
nitrogen. The test consisted of a pump, preheater, nitrogen injection system, test section
and a condenser. Flow was initiated through the loop, and the pressure in the condenser was
brought close to atmospheric pressure. The nitrogen was injected nearly one meter upstream

of the test section. The test monitored temperatures, void fractions, and pressures at the
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inlet and throughout the test section. The data is used to compare to the two-phase choked
flow models in the system codes. Flashing was also observed downstream of the divergent
nozzle during the experiments.

The TAPIOCA test was a blowdown test consisting of a pipe that was 2.6 m long and
0.324 m in inner diameter. It had break locations at the side, top, bottom, and in the middle.
The break sizes varied from 2 to 35 mm. The test was brought to temperature, and then one
of the break locations would be opened, and the resulting temperature and pressure pulses

were recorded to be compared to computational results.

2.6.3 Validation Against Integral Effects Tests (IETs)

This class of experiments validate the entire code model in a comprehensive way; making
sure that all the components work together and achieve good results. Since these tests
are composed of entire systems of components, they tend to be more expensive. The cost
has reduced the available test data for use in validation work. The aspects of the code
that are validated are the outcome from relatively simple problems such as pump shutdown
or inadvertent valve closures to very severe plant accidents such as primary coolant loop
breaks and loss of coolant accidents. Experiments are often designed to use non-nuclear
heat sources, but some experiments have been conducted using specially-designed reactors
with operational nuclear cores. Data from actual reactor accidents has also been used for
validation work. In this light, accidents such as Fukushima, Three-Mile Island and Chernobyl
are all very important for code validation work. Some of the purpose-built experiments used
for IET validation are: LOFT, Semiscale, LOBI, and ROSA.

The LOFT facility had a nuclear core and an intact loop with a steam generator, pressur-
izer and pump scaled from a full-size PWR. A second “broken” loop was included that had
a fast-opening valve that discharged into a surge tank. The facility allowed testing of loss of
pump flow, loss of secondary cooling, reactor over-power conditions, as well as loss of coolant

accidents via the loop blowdown system. The experiment was well-instrumented, and the
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wide range of tests provided substantial data for use in code validation. A potential problem
with the LOFT facility is the possibility of excessive core bypass, lack of measurements in
certain areas, and some compromises in the scaling methodology [97]. The Semiscale facility
is a non-nuclear facility that was scaled to LOFT using the same proportions and rules that
were used when scaling a PWR to LOFT. The overall semiscale test was very similar to the
LOFT experiment. The results of the semiscale tests were used to confirm the LOFT results
and provide additional validation data. The semiscale facility could also run a transient
from the start of blowdown through reflood, which was a distinct advantage over larger test
facilities.

The LOBI facility is a full-power high-pressure system that is a scale model of a PWR.
It was originally developed to perform large break LOCA tests, and then was extended to
include other tests as well as small-break LOCAs. The experiment was fully instrumented
to measure pressure, temperature, void fraction, and other characteristic system parameters.
Like LOFT, there are two system loops, one that is intact, the other “broken” with quick
acting valves to allow for rapid blowdown. Each loop has a coolant circulation pump and
a steam generator. The core is simulated by an electrically heated 8 x 8 square-matrix rod
bundle. The primary system operates at normal PWR conditions. The secondary system
contains a condenser, cooler, main feedwater pump and auxiliary system.

The Rig-of-Safety (ROSA) test program was conducted to investigate small-break LOCAs
and operational transients in a Westinghouse PWR. The facility had two equal-volume loops.
The core simulator has 16 heater rod assemblies with rods arranged in a 7 x7 square grid.
There are an additional 8 semi-crescent rod assemblies. As with the other IETSs, the data
from this test has been used to validate code results for system-wide performance during
accidents.

The details of the validation for each of the codes in this evaluation are provided in each
of the system code manuals. An evaluation of the Integral Effects Tests for applicability to

model specific plant conditions is contained in Reference [97]. Similar information for the
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SETs is provided in References [98, 99]. An assessment of the robustness of the validation
of each system code can be obtained by comparing the tests selected for the validation of
particular models against the reports assessing the applicability of the test to the regime in

question.

2.6.4 Validation Applications

Code improvements and additions of new code models require rigorous testing to verify that
the changes had the desired effect and did not reduce the applicability of the code. This
testing can be conducted using analytical solutions to known problems, or experimental
data as described in the previous sections. The principal phenomena involved in the code
additions must be identified. The available experimental results must then be evaluated and
matched up with the phenomena to be tested. If the additional code model improves the
calculation of the interfacial area between bubbles and liquid, it would not be practical to use
tests that involved only single-phase flow. In general, the selection of appropriate test data
is complicated. References [97] and [100] outline the process of experiment selection. The
United States Nuclear Regulatory Commission has established additional guidelines for the
nuclear industry for appropriate selection of experimental data to be used in code validation
[101].

In addition to appropriate selection of experimental results based upon the phenomena
tested, collected data must also be evaluated. Inaccuracies in the methods of collecting
the data, and uncertainties in the equipment used can result in poor comparisons to the
model. The developer must understand the limitations of the data before making detailed
comparisons, and include the information in the selection process.

Reference [100] provides a description of the process for code validation against experi-
mental data. Once a test is selected, a model is developed in the code to be tested. Accuracy
to the experiment facility is important, as differences can result in inaccurate conclusions.

The information provided in the test documentation is used to set parameters in the model
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such as valve open and close times, pump trips, heater setpoints, etc. The model is run,
and the results are compared to the experiment. Differences in the computed results to the
experimental results can be caused by many factors, including errors in the experiment data
collection, errors, or omissions in the documentation of the experiment parameters, model-
ing errors, etc. In cases where the experiment data does not include sufficient information
(for example, exact timing of pressurizer heater startup), other collected data can be used
to infer the needed information (change in the system pressure is indicative of the heater
condition).

When the model and experiment results are in the best possible agreement, an assessment
must be made of the quality of the code model. Reference [100] suggests qualifications of
“Excellent”, “Reasonable”, “Minimal” and “Insufficient” Agreement with the data.

Excellent agreement applies when the code shows no deficiencies when modeling a given
behavior. Major and minor phenomena are captured, along with trends being correctly
predicted. Major phenomena are those which influence key parameters such as fuel cladding
temperature, pressure, mass flow rate, etc. The calculated results agree closely with the data,
and most of the calculated results lie within the uncertainty of the data. This qualification
suggests that no changes are necessary to the code or modeling technique.

Reasonable agreement implies that the code has minor deficiencies. The code predicts
the data acceptably, predicting the major trends and phenomena well. Calculation results
occasionally lie outside the uncertainty bands for the data. While the results are acceptable
for use, the code models and experiment data should be reviewed to see if improvements can
be made.

Minimal agreement suggests that the code has significant deficiencies. The code predic-
tions are only conditionally acceptable, meaning that selected regions of the data may be
in good agreement, but not the entire experiment range. Some of the major trends and/or
phenomena are not predicted correctly. Some of the calculated results may be well outside

the experiment uncertainty band. If the calculated results are used in similar applications,
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incorrect conclusions might be reached. Before the code can be used with confidence in
similar applications, selected models must be reviewed and modified to improve agreement.

Insufficient agreement indicates that the code has major deficiencies. Trends are not
captured, major and minor phenomena are completely missed, and most calculated values
lie outside the uncertainty band of the data. Warnings should be issued to users and the
models should be reviewed, modified, and reassessed before they can be used with confidence.

Recent developments in validation techniques allow for better comparisons to experimen-
tal results by comparing to multiple sets of data using Bayesian data analysis techniques. For
some modeling cases (such as interfacial drag models), several experimental data sets may
apply. Statistical comparisons of multiple data sets using Bayesian methods allows the var-
ious uncertainties and different ranges of results in each data set to be included. Data from
several experiments can be consolidated and combined with data from other experiments,
maintaining the uncertainty from each experiment/data set. The collected set of data can
then be used for validation of the calculation results. The result is better code validation
over a wider range of data, and a more complete understanding of the applicability and
accuracy of the code models. More details of these techniques are presented in References

[102] and [103].

2.7 Code Limitations

This discussion addresses significant modeling deficiencies in each of the codes, and helps in
the selection of appropriate codes for use in particular analyses.

A significant limitation of all the system codes presented is the lack of verification of the
models that would be needed in analyses of the next-generation of nuclear plants, particu-
larly gas-cooled, graphite-moderated plants. The gas coolant can be modeled by the codes
using settings in the input models or user-supplied data about the gas properties, but the
verification and validation experiments for these codes do not provide validation of the gas-

flow models. It is unclear how the codes will perform when modeling a gas-cooled reactor.
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Although the capabilities are included in the codes, and the governing equations and heat
transfer models do not differ significantly from the models and closure relationships used
for the vapor phase, these models have not been checked against experimental data and
results to verify accuracy. The governing equations used for the liquid-cooled system should
be sufficient to model a gas-only system, assuming that the correct gas properties are used.
The closure relations will vary significantly for a gas-only system, and these relations should
be investigated, implemented in the codes, and then verified and validated.

One of the gas-cooled reactor designs uses graphite pebbles to contain the fuel. These
pebbles are spheres that will be placed into a large vessel, and the gas coolant will flow
around them. RELAP5-3D includes a model for spherical heat structures (useful to modeling
pebbles in pebble-bed reactors), but the correlations included in the code are not valid for
spherical geometries. It should also be noted that none of the codes considered here have
the capability to model the complex flow path of the gas coolant through the bed of pebbles.
These are very distinct limitations to the current system codes.

Another recent reactor design is for a Small Modular Reactor (SMR). These reactors
have been designed to provide a flexible cost-effective alternative to large generation plants.
These low-power ( 300 MWe) reactors are designed with all of the system components within
a single containment vessel. Their small size allows them to be constructed off-site, shipped
to the desired location, and set up at the plant. Several of the current designs consider using
multiple SMRs at a single location to generate large amounts of electricity while capitalizing
on the economics of a single plant location. Various SMR designs have been developed that
employ diverse coolant types, such as: water, gas, liquid metal, or molten-salt.

Since SMRs are compact and must contain all the standard reactor components within a
single vessel that can be shipped to a location, changes are sometimes made in the design that
may challenge the capability of system code models. Various steam generator designs have
been utilized in SMRs, including helical and once through straight tube designs. Helical heat

exchangers create more crossflow over the tubes than axial flow. Additionally, centripetal
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forces on the steam and coolant can have an effect on the performance of the steam generator.
Since crossflow solutions depend on robust 3D modeling, mixing and void drift models must
be efficiently employed in 3D system codes. The current system codes may be able to model
the performance of these unique steam generators if empirical results or correct user-defined
adjustment coefficients are used. The drawback to using empirical results or user-defined
coefficients is that the models must be subjected to additional validation and checks to verify
their performance against actual experimental results of the new generator designs. Data
from experimental results must be adequate to satisfy regulatory requirements. Results of
experiments with stratified flow, natural circulation, sub-cooled liquid entrainment, and even
large pool behavior must be verified and used to validate code models. Another shortfall in
the use of user-defined coefficients is that the accuracy of the result will be heavily dependent
on the capability and care that the user is able to bring to the analysis.

The models for SMRs that will use non-water coolant will also need to be evaluated
for accuracy. The code validation already described showed no specific validation against
metallic or molten salt coolants in the open literature. As with the steam generators, exist-
ing models might be sufficient for modeling the hydrodynamics of the alternative coolants
if the characteristic parameters of each coolant are included in the calculations. Nonethe-
less, additional validation efforts would be beneficial to evaluate the code performance with
alternative coolants.

TRACE is not fully assessed for BWR stability calculations, or for modeling situations
in which transfer of momentum plays an important role at a localized level [1]. The fluid
dynamics in a pipe branch or plenum are not modeled in detail, nor are flows in which the
radial velocity profile across the pipe is not flat. It is also not appropriate for transients
in which there are large changing asymmetries in the reactor-core power, unless PARCS is
used for 3D spatial kinetics. In TRACE, neutronics are evaluated on a core-wide basis by a
point-kinetics model by default.

The hydrodynamic models in TRACE are not suited to evaluate situations where the
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viscous stresses are the same or larger than the wall and/or interfacial shear stresses. It is
also important to note that neither the TRAC-based codes (TRACE, TRAC-M, WCOBRA-
TRAC) nor RELAP can model recirculation flows in a large open region, even with a fine-
mesh size. Buoyancy driven flows through the reactor coolant system (natural circulation)
can be modeled, but recirculation in large volumes, such as spent fuel pools, is not accurately
computed. TRACE does not capture the stress/strain effect of temperature gradients in
structures. Thermal expansion is not modeled explicitly.

Flow-induced forces on piping are not modeled by any of the system codes. Forces on
piping components such as “elbows” or “tees” are not computed by the codes. Some pressure
effects, such as water hammer, can be computed, but the forces on the piping resulting from
these pressure pulses are not computed in these cases.

RELAP requires an additional coupled code (SCDAP) to model structural effects in the
solid materials. This type of result can be used to support more detailed calculations.

Viscous heating terms within the fluid are ignored in TRACE. In addition, some of
the approximations made in the development of the models make it difficult to predict
certain phenomena. The wall and interface heat flux approximations result in poor analytical
performance for phenomena like steam bubble collapse that blocks natural circulation, or
capturing the details of steam condensation at the water surface.

None of the system codes considered are fully implicit. The codes have made inroads by
using enhancements to the standard solution schemes, interpolation techniques, and inner-
iterations to solve part of the problem implicitly while leaving the rest to explicit solution
methods. The limitations of the Courant limit have been reduced or eliminated in many
cases. As long as limitations on the timesteps remain, through Courant stability issues or
explicit solution schemes, users of the codes will have to be cautious when executing analyses
of complex designs to prevent convergence problems.

CATHARE and ATHLET share many of the limitations that are present in the other

codes. For simplicity, they will not be detailed here.
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Table 2.3: Momentum Conservation Equation Comparison TRAC, ATHLET and
CATHARE Codes

WCOBRA/

TRAC.TF? TRAC-M ATHLET CATHARE

Component

Time Rate of ~ .
Change of % % 3[(1*gt)pzwz} Aa(lfgt)pm

Momentum

Rate of

momentum ‘ SR B o PA(I—apre?
change from W Vi Vo VVy V(1 = @) priii] — 5

convection

Pressure 1 4 o
gradient o VP VP VIl —a)P] Al —a) 5

—(1—a)pg+
Momentum ( a) pig

change from —g-cos(0)
body forces

a(l-—a)(p—p) Al—a)pg
gD Va + Siy

Q

Wall Drag — Gty |- —CM”VQ|\7g| —(1-a) fo XTWL

app apy

Momentum

from phase r- (

change mass upy
transfer

Cp, B

Interfacial T W apy

Drag u |- (w —u,) | VIV, - Vi)

0A
T; ATl + fLE

ABa (1 — «)
Virtual Mass a(l—a)pn, ape+ (14 a) o]
_ _ ) . l
Force (ag? . VIUR)
[dGUG _ dLUL:|
dt dt

Velocity
Relaxation




117

Table 2.4: Energy Conservation Equation Comparison RELAP5-3D, RELAP-7, and TRACE
Codes

Component RELAP5-3D RELAP-7 TRACE
Rate of Ener o al(1—ay)pi(er+Vi2/2
Change & & (rprUs) 2 L%ltElA g )pla(tl £r2)]
i (I—ag)pm
Miss CI;;)SSlIlg %% (arprUkonA) 8alu1A(af;zEl+Pl) V. ey
oundary <€l+£+71)Vz
Energy Change
From Interfacial _ poa L e
Boundary ot
Movement
Flow Work P o daus
Energy Change ~ oz (OxvsA) Pint Uint A 55 -
Heat transfer 0 athi (Tw = T1) .
from wall wk 0472] 3 wl
[4ra+ (32)°]
Heat transfer
from the Qik Ainthri (Ting — T1) A qit
interface
Phase change in . - /
bulk fluid Fighi Pt (B2 = Hi ) 4 ~Thy
Phase change at /
wall Lhy, o T
Energy lost to -« R
gravity, wall DISS;, QPG NazisA ( - 2 819 L
drag, etc. (fi + fwl) Vi
Direct fluid L L
heating qai
Pressure/Velocity e P: = DineAn (01 — pg) o
relaxation V: T AN (uy — )
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Table 2.5: Energy Conservation Equation Comparison TRAC, ATHLET and CATHARE

Codes

Component

WCOBRA/TRAC-
TF2

ATHLET

CATHARE

Rate of
Energy
Change

Oagpgegtaupier)
ot

3[(1—a)pz (hz+§wlwl—§l)]

ot

Mass crossing
boundary

V (agprer) - u,+

V (aipier) -y

Energy
Change From
Interfacial
Boundary
Movement

Flow Work
Energy
Change

vag'ﬂ +

Heat transfer
from wall

Guwg + Gui

q.wl

XQwr

Heat transfer
from the
interface

qi

AQrL1

Phase change
in bulk fluid

¥ (hyy + Lby0y)

Phase change
at wall

Energy lost to
gravity, wall
drag, etc.

Tiwy +
(1ia)ﬂ(wvfwl)+
(1 — ) pguy

Direct fluid
heating

qdg + qai

Pressure/Velocit
relaxation




Table 2.6: Summary of Code Numerical Solution Details
Solution Time Step ELIHT.H A
Method Limit quation ceuracy
Solver
Courant
RELAPS- Semi- or limited, . Dlre?t .
3D nearly- except for inversion First order
implicit nearly by BPLU
implicit
Courant &

RELAP-7 | Explicit Stability- JENK Second
.. Nonlinear order
limited

Courant
SETS or limited, Gauss
TRACE semi- except for eliminition First order
implicit SETS
method
WCOBRA- Semi- Courant Gauss First order
TRAC implicit limited elimination
Courant Gauss .
TRAC-M SETS (1D) (3D) climination First order
(]E;);Iv)vl;?dt) Limited by F%;ﬁ:;d- Second
ATHLET .. estimated ’
Implicit R Backward- order
(backward) Euler
1D: Fully-
implicit Courant Newton- .
CATHARE 3D: semi- (3D) Raphson First order

implicit
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Table 2.7: Summary of Code Assumptions
O

RELAP5-3D

RELAP-7

TRACE

WCOBRA-TRA

TRAC-M

ATHLET

CATHARE

Component
Approach

\

AN

EN

Constant
properties
within control
volume

Liquid and
vapor at same
pressure

Minimal
interaction
with noncon-
densables

Homogeneous
fluid mixture
within
volumes

Quasi-Steady
Heat Transfer
Coupling

Quasi-Steady
Abrupt area
change flow

Constant
Volumetric
flow from cell
center to edge

Droplet
velocity same
as vapor
velocity

Viscous shear
within a phase
is negligible
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Table 2.8: RELAP5-3D Interfacial Heat Transfer Models
Resi Subcooled Subcooled Superheated Superheated
egime o o
Liquid Vapor Liquid Vapor
Max of
Modified [45] Plesset-Zwick Empiricall
Bubbly Unal [46] and Bby SHV [47] or I:I))ase J Y
Lahey Lee-Ryley
[48]
Small Bhy SCL Slug SHV Bhy SHL Bhy SHV
Slug | Bubble Y 18 Y Y
Taylor . hig from Bby Modified
Bubble Special Model SHV Large HTC Lee-Ryley
Droplets Brown [49] Quadrfitlc Lee-Ryley
Annular Large HTC Function
. . Theofanous Dittus-
Mist Film [50] Large Nu Boelter
Inverted | Bubbles Bby SCL InverstgivAnn' Bby SHL Bby SHG
Annular Core Dittus- Large HTC Ad hoc
Boelter
Inv. Sl Ad Hoc and
Inverted Slug Brown V. g Large Nu modified
SHV
Lee-Ryley
. Modified
D d
lsperse Brown Bby SHV Large Nu Lee-Ryley
Ditt Hrz. Dittus-
Horizontal Stratified Bl 11;5; Stratified Large Nu Boelter and
oette SHV large Nu
Vert Stratified Vert.
. . Vert. ) HTC and stratified SHL
Vertical Stratified i
erical SLatie stratified SHL stratified non-stratified with vapor
SHV o .
condition properties

121



Table 2.9: TRACE Interfacial Heat Transfer Models

Regime Liquid Side Vapor Side
Ranz-Marshall Large Constant
Bubbly 51] HTC
Cap Ranz-Marshall
Bubble/Slug [51] Bubbly
. Laminar - Kuhn Max of
AAnnul?r l\glit i Turbulent - Dittus-Boelter
far i Gnielinski and 4.0
Annular Mist - Kronie and
Entrained - Ryskin [53]
Brink [52]
Droplets
Inverted Thm. film
Constant laminar
Annular .
convection
Inverted Slug Dispersed Dispersed
Dispersed Kronig and Renksizbulut
P Brink [52] and Yuen [54]
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Table 2.10: WCOBRA-TRAC Interfacial Heat Transfer Mod

Regime

Liquid Side

Vapor Side

Bubbly Slug

Chen and

Large Constant

Mayinger [59] HTC
Churn Interpolation Interpolation
Annular Mist -
Annular Film Bankoff [60] Bankoff
Annular Mist -
Entrained Andersen [61] Ryskin [53]
Droplets
I tod Modified
An;l/flr ler Forslund and Large HTC
e Rohsenow [62]
Inverted Slug Inverted Constant
Annular
: . Constant or
Dispersed Unavail. Andersen
Horizontal Linehan et. al.
Stratified [63] No Change

els
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Table 2.11: TRAC-M Interfacial Heat Transfer Mod
Regime Liquid Side Vapor Side
Large
Bubbly Slug MC}?;H z;n[d59] Constant
AyIee HTC
Churn Interpolation | Interpolation
Annular Mist
- Annular Bankoft [60] Bankoff
Film
Annular Mist Transient
- Entrained : Ryskin [53]
Conduction
Droplets
I tod Modified Hsu
nverte and Graham Large HTC
Annular
[66]
Dispersed Inverted Small
p Annular Constant
Horizontal Linehan et.
Stratified al. [63] No Change

els

Table 2.12: Wall to Fluid Heat Transfer Model Comparison

Code Number of | Number of Number of
Geometry Heat Transfer | Heat Transfer
Types Models Modes
RELAP5-3D 6 31 12
TRACE 4 20 11
WCOBRA/ 3 10 8
TRAC
TRAC-M 3 13 8
ATHLET 3 14 12
CATHARE 3 8 6
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CHAPTER 3

Mass, Momentum, and Energy Conservation Equations for Six

Fields

3.1 Exact Integral Two-Phase Balance Equations

Specific conservation equations for mass, momentum, and energy can be developed from a
general balance equation for a mass intensive property. These conservation equations can be

written for a particular phase as well as at the interface between phases.

3.1.1 Phase-Specific General Conservation Equation

Equation 3.1 shows the general integral balance that serves as the starting location of the
development of the differential balance equation. The integral balance uses the fluid density

(pr), the efflux (Ji), and the body source (¢y) of any quantity (¢x), defined for a unit mass.

d -
- pkwk dV = — f N Jk dA + / pk(bk dV (31)
Apg

dt Vi Vi

In words, Equation 3.1 shows that the time rate of change of px¥; in the volume V,, is
equal to the influx through the surface that bounds the volume plus the material source.
The subscript k£ indicates the applicable phase.

The differential form of the balance equation can be derived using the Reynolds Transport

theorem (Equation 3.2) and Green’s theorem (Equation 3.3).

d F
L[ poav= [ gy 7{ Fy, 0y it dA (3.2)
dt Vi Vi ot Ay
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/V-Fk AV = ]f ii- i dA (3.3)
14 A

By applying the Reynold’s Transport Equation (3.2) to Equation 3.1, and then Green’s

theorem (Equation 3.3) to the result we obtain:

) .
/ P a’“f’“ V- (Teprtby,) dV = / VI + prdi dV (3.4)
Vk Vk

Recognizing that the left and right sides of Equation 3.4 are integrated over the same
volume, the integrals can be eliminated, yielding the familiar local instantaneous differential

transport equation:

Opr
ot

The first term in Equation 3.5 is the time rate of change of the quantity per unit volume.
Recall that the i term is a property per unit mass. Multiplying that term by the density
changes the term to a per unit volume basis. The second term on the left-hand side is the
rate of convection per unit volume. The terms on the right side of the equation are for the

surface flux and the volume source.

3.1.2 Interface Jump Conditions

A generalized balance equation can also be written for the interface between the phases.
The interfacial region is characterized by the contact surface between the phases, which has
an area A;. We then assume that the interfacial region is a volume that has a thickness 6,
with d; and d5 on each side of the contact surface (where § = d; + d2). A second surface,
orthogonal to the contact surface, traces the perimeter of A; and is designated ;. The

surface ¥; has a width of 4. The intersection between ¥; and A; is a line, C;. The thickness
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0 is assumed to be sufficiently small in comparison to the area A; so as to make the areas
of the outside of the interfacial region (at §; and dy) equivalent to A; (41 = Ay = A;). In
addition, the outward normal vectors from phase 1 and phase 2 are assumed to be equal and
opposite. The outward normal vector of ¥; (which is tangential to the interface) is N. Using

the above terminology, the general balance equation for the interfacial volume is:

d 2 — — —
R Z/ i (T — ) prtdn + Ju] dA
at v k=1 7 A (3.6)

_/C/‘:ﬁ (7~ 7) p + ] d5d0+/ podV

Vi

The first and second terms on the right side of the equation account for the fluxes from
surfaces Ay, Ay (the summation term) and surface ¥; (the double-integral). It is desirable
to simplify the expression by reducing the volume integrals to surface integrals. This can be
accomplished by the introduction of several surface properties.

We will define a surface mean particle velocity () as:

o1
psUs0 = /5 pvdo (3.7)

The mean density per unit surface area (p,) will also be used in the simplification. The

mean density per unit surface area and the mean density on the surface (p,) are defined as:

01
p=pi= [ pis (3.8)

—0d9

Weighted averages of the mass intensive property, ¢ and the body source term ¢ are

given by:



128

o1

pate= | s (3.9)
61

Pas = /—5 po do (3.10)

The velocity of the interfacial surface, v; can be split into the tangential and normal

components:

The tangential component is given by the average tangential particle velocity (vy; = ¥js).
If the interface position is given by the function f (Z,t) = 0, then the normal component of

the interfacial surface velocity is the surface displacement velocity:

af
Uy = Ty 11 = — 2 (3.12)

IV/]

The unit vector N is normal to the X; surface, and tangent to the interfacial surface (4;),

SO:

N-@ = N-0, (3.13)

5
/ pN- (5 — ) d5 = 0 (3.14)
_62
o1 . o1 .
/ PN (T — ) db = / pN- (5, — §) do (3.15)
—d2 —09
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An average line efflux along the line C; is now defined as:

L= [ 0@ 0 a8 (3.16)

5

The definitions above can be applied to Equation 3.6 to yield the simpler expression

without volume integrals:
d 2
G | pareaa =¥ [ (@ - ) pun + 34 da
dt J 4, — Ja,

—/ ]\7-Jad0+/ Patds dA
C; A;

(3.17)

The expression above is primarily in terms of surface integrals. It may be further simpli-
fied if the derivative in the first term can be moved inside the integral and if the integral in
terms of the line C; can be converted to a surface integral. These goals are achieved using
the surface transport theorem and Green’s theorem. Once the integrals have all been con-
verted to surface integrals, they can be eliminated. The resulting expression for generalized

interfacial balance is [104, 11]:

2

B )+ 085 = 3 It (55— 53) 4 I
k=1 (3.18)

_Aaﬁgln (tZJf;)ﬁ + ¢a

3.2 Averaging

Equation 3.5 is the local instant formulation of the balance equation in terms of a single field
k. In order to write an equation in terms of a single field within a two-phase mixture, several
changes are required. The functions that define the conditions for each field are assumed to

be continuously differentiable everywhere within the region occupied by that phase, except
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in the interfacial regions. The parameters in the balance equation must also be averaged in
time, weighted by the void fraction or by mass.

We begin with a two state density functions. These are functions that return a one or a
zero depending on the conditions at a given time and location in the flow. The function M,
returns a 1 for a point occupied by phase k (where k is 1 or 2), and a zero when near the
interface. The function M, returns a 1 for a point occupied by the interface, and a zero for
a point in phase k.

The time-average of M}, is essentially the local void fraction of phase k, which is repre-

sented by ay :

The term P, will be used to represent the instant, local physical or flow variables of each
phase. If we use the phase density function (Mj) as a weighting function for the average of

Py, we can define a phase average:

MP, Py

R
M, Qg

(3.20)

Note that the M} term in the numerator of the expression can be removed, since we are
assuming that this average is conducted within a single phase, so the state density function
will return a 1. We have also substituted the time average of M} in the denominator with
the void fraction, ay.

Rearranging the expression gives a relationship between the simple time-average and the

phase average:

P = aiPy (3.21)
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Using similar reasoning as for the density function weighted average, we can define a

density-weighted average as:

By = (3.22)
Pk
The time average of VF' is defined in [104] as:
(3.23)

— 1 1 I
VF:VF(xO,tO)+KtZU—m(n+F++n F7)

J

Where the * and ~ superscripts indicate opposite sides of the interface, and F can be a
p P pp

scalar, a vector, or a tensor. The V can be a divergence or a gradient operator, depending

on F.

Another averaging definition from [104] is:

(3.24)

9] - Oaupr?, —~
(2 + TGt = 22BE v (i) +

V- (ady) + é Z {iﬁk pr (U — ;) @/fk}

- Uni
J

The expressions above can be applied to Equation 3.5 to produce a generalized time

averaged balance equation. Equation 3.5 can be re-cast as the balance of a quantity in a

unit volume (as opposed to the balance of a quantity on a surface).

0
= M + V- (Ukpkwk) +V-Jr — ppr =0 (3.25)

B,
ot

Similarly, the general interfacial balance equation (3.18) can be expressed as the balance
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of a quantity on a surface.

1 {d, I o
By = 5 {% (Vo) + ¥V U5 — ; [Tl (U — U;) + g Ji

(3.26)
+Aa5gln (tZ"]]iL*)’B - ¢a} =0

Note that Equation 3.18 has been divided by the interface thickness (&), which results in
an expression that is the balance of i) per unit volume of the region.

Equation 3.26 can be rearranged and averaged to give the interfacial transfer condition:

— Uni
J

_— 1 1 d

= 5 TN af n Tl
BS—EZ_{EWJG)—FMLVS'% (ba‘i‘A Jin (ta“]]a)’ﬂ
) (3.27)
- Z [prxTig (Vi — Vi) + 7 Jk]} =0

k=1

An average form of Equation 3.25 can be found by averaging each term in the equation,
and then simplifying by substitution of the appropriate equations. Equation 3.24 can be
substituted in for the averaged first two terms of Equation 3.25. Equations 3.23 and 3.20 are
then applied to the averaged third term. Finally, the fourth term is averaged, and Equation
3.20 is again used to simplify the expression, followed by Equation 3.22. When the averaging
is complete, the volume balance is (3.28):

Note that Equation 3.5 has been written in terms of a single phase k. In order to write an
equation in terms of a single phase within a two-phase mixture, several changes are required.
The functions that define the conditions for each phase are assumed to be continuously
differentiable everywhere within the region occupied by that phase, except in the interfacial
regions. The balance equation must also be averaged in time (weighted average by the void
fraction - denoted as ?) or a time average weighted by mass (denoted as X). In addition, a
local void fraction term (oy) must be included. The details of the two-phase derivation are

beyond the scope of this article, but are presented in greater detail in [104]. The averaged
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balance equation for a phase k is presented below:

Do prtn . — _
%kwk +V- (akm¢kvk> +V: [ak (Jk + JZ)} — QiPrdrt
| . ) (3.28)
A > {U_m [k pre (Ve — Vi) Yo +ﬁk'«]]k]} =0

J

Where the summation in Equation 3.28 is made over j interfaces in a two-phase flow.

We can simplify it by making the substitution:
I, = —E;{—ﬁk[% (U —17i)@/)k+q]]k]} (3:29)

The balance equation for the k*" phase is therefore:

aakﬁl/}k

T V- <akﬁ7//};7;:l;) =-V [Oék <J:k + J%)} + ok + I (3.30)

Equation 3.30 represents a temporally or statistically averaged 3D model for k fields. A
set of three conservation equations (mass, momentum, and energy) can be constructed for
each field using this model. However, the averaged fields are not independent of each other.
The liquid fields can vaporize and transfer to the vapor phase. The droplet fields can coalesce
back into the continuous liquid field, or break up into smaller droplets. These interactions
appear as source terms in the conservation equations.

Equation 3.30 can now be written as the conservation of mass, momentum, and energy

by specifying the terms 1, J, and ¢ as shown in Table 3.1.
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Table 3.1: Balance Equation Parameters for Mass, Momentum, and Energy

Property Yy Tk Pk

Mass 1 0 0

Momentum 0l T =p I - %, Gk
Energy ug, + ? G — T U z—i + G Uk

3.2.1 Mass Conservation Equation

By applying the values for mass conservation in Table 3.1 to Equation 3.30, the generalized

mass conservation equation can be written as:

O Dk —~
a’;pk + V- (Oékmvk) =T% (3.31)

Where the mass generation source for phase k (I'y) is defined as:

1 1 LS
I'n=1 = _Kt Z {v—nk Pk (Uk — Ul)} (332)

J

and is constrained to be:

> Tp=0 (3.33)

The summation in Equation 3.32 is made over j interfaces in a two-phase flow, making

it a generalized equation for two-phase flows with multiple interfaces.
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3.2.2 Momentum Conservation Equation

Some additional definitions are needed before developing the momentum balance equation.

These additional definitions are shown below:

i = ey, (3.34)

Applying the value for ¢ from Table 3.1 to Equation 3.34 yields the following definition for

the turbulent flux %7 :

Tp = I} = —p0, 7, (3.35)

The momentum source from interfacial transfer is then defined as:

1 1 S L
Mk = Ik = —Kt Z {—nk [sz (’Uk — Ui) Vi — Tk]} (336)
J

The momentum equation can now be written by substituting the appropriate values from

Table 3.1 into Equation 3.30:

Do pr U

ey +V- (Ozkﬁvkvk> =-V. [ak (m—i- Jf)] +

FaRPgr — g > {U_nk [or: (U — ) vg, — Tk]}

n

(3.37)

Substituting Equations 3.35 and 3.36 into Equation 3.37 and re-arranging, the general
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momentum balance equation is obtained.

O pr Uk

ot

o~ o~
- —

+ V- (akﬁvkvk> = -V (Oékp:k) + (3 38)

V- [ak <$:k + i{)] + uBrgy + My,

Where M;, is the £*® phase momentum source resulting from the interfacial transfer and

1 is the turbulent stress tensor.

3.2.3 Energy Conservation Equation

The generalized energy conservation equation is obtained by substituting the appropriate

values from Table 3.1 into Equation 3.30 to obtain Equation 3.39.

—

prm— U2 —_—
aakm(uk + g) B 2\
Y + V- Oék;W(Uk + f)ﬁk =

-V [ak <§7k — Ty Uk + JZ)] + akﬁ(ﬁ' U + %) + L,

(3.39)

Where Ej, is the total energy gain in phase k£ through the interfaces and is defined:

EkE[k:

1 1 L v\ B (3.40)
A7 zj: {v—m” {Pk (U — ¥y) (Uk + 3) + G — gk'vk,} }

Some further simplification of Equation 3.39 is possible with the following additional
terms and definitions:

The mean turbulent heat flux ¢} :

@ = Jp — Te- 0, (3.41)

The instantaneous velocity as the sum of the mass-weighted average velocity value and
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the velocity fluctuating component:

—

Ftd (3.42)

Re-examining the internal and kinetic energy terms from Equation 3.39, and using Equa-

tion 3.42:
TR lys s\ L5 B\ a5
w3 =i+ 3 (G4 8) =G+ (R+@)) +ad (3.43)

The mass weighted average velocity from Equation 3.43 can be written:
7, = 2% (3.44)

Recognizing that the phase average of the product of the density and the velocity fluc-

tuation is zero (p,0, = 0), Equation 3.43 can be simplified:

1o 17
Uk + 5(%)2 + 5(%)2 (3.45)

We define the apparent internal energy é; as:

—_—

()" (3.46)

o~

L+

- 1
(M 5

A similar method to that used to develop the apparent internal energy can be used to

simplify the turbulent energy effects.

ik—Tk'5k+J£:§k—Tk' (gk—i-ﬁ;g) +J;7; =
(3.47)

ffk—Tk'Uk—Tk'%ﬂLJ;}F
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Applying Equation 3.41 to Equation 3.47:

—

ka—Tk'%k—Tk'%—i-JT:qk—’ﬂ‘k-gkquf (3.48)
Substituting Equations 3.46 and 3.48 into Equation 3.39 and recognizing that the internal

heating (¢) in two-phase flows can be neglected, the general energy balance equation is

obtained:

0 (.. 0 2\ =
(e o (e )4
(3.49)
Te +

-V [ak <ﬁ+ C]f)] + V- (%’Tk' 17Ak> + Qppr E Ej,

Equation 3.49 is the total energy equation, including both mechanical and thermal effects.
The mechanical energy equation can be determined by taking the dot product of the mo-
mentum equation with the velocity. When this is subtracted from the total energy equation,

the result is the internal energy equation:

0

En (Oékp__kgk) + V- (a@&@) = -V (%Z})
_v. 7EA /2 W G S v (3.50)
{Oék <Qk + 4 Uk kP, kT
Where:
32
A, = %Fk — M- vy, + E}, (352)

for a symmetrical stress tensor ¥.
Recall that the energy conservation equation presented above (3.50) does not include the

mechanical energy portion of the energy balance. The formulation as presented is simpler
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than if the mechanical energy were included. Although not included in the energy balance
explicitly, the turbulent energy from mean motion and the turbulent kinetic energy are
accounted for, as long as the models for the appropriate turbulent terms that appear in the
momentum formulation are included [105].

Equations 3.31, 3.38, and 3.50 represent a two-fluid three-dimensional model based on
temporal or statistical averaging. The complete model uses the mass, momentum, and energy
equations written for each phase. The averaged fields of one phase are not independent of the
other phase, so interaction terms appear as source terms in the field equations. Considering
this, the conservation equations are written for each field in the next section. The additional

terms to account for inter-field relationships of the six proposed fields are included.

3.3 Six-Field Conservation Equations

The preceding sections provided the derivation of a generalized conservation equation for a
general property of phase (or field) k. The complete set of conservation equations in mass,
momentum, and energy will now be shown for each of the six proposed fields, beginning with

mass conservation.

3.3.1 Mass Continuity

The mass conservation equation (3.31) is repeated here as:

o pre
ot

Note that the averaging notation in Equation 3.31 has been omitted from Equation 3.53
for simplicity - the variables are still averaged in space and time as before.
We now focus on the mass exchange between fields. The two-field model formulation

used in most system codes includes a single interface for the transfer of mass and energy
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Figure 3.1: Phasic interaction examples

between the phases/fields. Figure 3.1 provides a graphical depiction of the mass transfer
between the proposed fields in an arbitrary volume.

The figure shows mass exchange due to phase exchange between the continuous vapor
and the large (I'p) and small (I'sp) droplets, as well as between the continuous liquid and
the large and small bubbles (I'yp, ['sp,) and the continuous liquid to the continuous vapor
(I'c). The mass exchange due to phase change can be in the form of evaporation (vapor
generation) or condensation. Note from Equation 3.33 that the vapor mass generation is
equal in magnitude, but opposite in sign from the liquid mass generation. This means that
if the term is assumed to represent vapor generation and the solution gives a value of vapor
generation that is negative, the sign reversal indicates that in fact it was condensation, not
vapor generation. For simplicity, references to mass exchange will be in terms of vapor
generation, though in practical use, the same expression can also model condensation, with
a simple sign reversal.

Thus, there are five interfaces between the fields where phase change will result in mass
exchange between the phases. The total vapor generation from all liquid fields is represented
by I'y. It is assumed that the total vapor generation can be partitioned into mass transfer
at the vapor/liquid interface (I';;), and that in the thermal boundary layer near the walls
(Tw) [22].

The net heat and mass transfer across the phase interface is assumed to be zero; this is
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because the interface is assumed to have no volume. Thus, all the energy or mass leaving
one phase must cross the interface into the other phase. This simplifying assumption allows
for the energy and mass equations to balance across the interface. The equation for mass

exchange per unit volume at the interface due to phase change is shown as Equation 3.54.

Hyy (T* —T,) + Hyp (T — Ty)

’ hg — hf
where:
1
hy =5 [(B] + hg) + T (b — hy)] (3.55)
1
Wy =5 [(h} + hy) =Y (B} — hy)] (3.56)

The vapor generation per unit volume at a superheated wall is computed using the total

heat flux from the wall to the fluid. Equation 3.57 shows this calculation.

q” Aw hf - hcr
T, = w v 3.57)
V(0 = h) (5~ he) (1) |
where:
;1
hy =5 [(B + hy) + € (h5 — hy)] (3.58)
;1
hy =5 [(h} + hy) — € (b} — hy)] (3.59)

We now define some additional terms:

n=Fraction of vapor generation from both large and small droplet fields

nrp=UFraction of total vapor generation from large droplets
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nsp=Fraction of total vapor generation from small droplets

I', = (1 —n)T" = Vapor generation rate from continuous liquid
I'rp = nppl’ = Vapor generation rate from large droplets

I'sp = ngpl” = Vapor generation rate from small droplets

The fraction of vapor generation coming from the entrained liquid can now be determined

as shown in Equation 3.60.

.| arp + asp q"'
— DT TSP (10— Hw '
7 = min [ I —a, ( 0 thfg)} (3.60)

The two terms within the minimum function in Equation 3.60 are used to compute the
fraction of the total liquid volume that is small or large droplets, or the fraction of the
heating from the wall that is going to the droplet fields (as opposed to the continuous liquid
field). This fraction represents the fraction of the vapor that is generated by the droplet
fields.

We can further expand the definition to include the fraction of the vapor from the large

droplets alone:

arLp
= 3.61
NLp &LD_i_aSD?? ( )

Which indicates that the vapor generation from the large droplet field will be:

I'tp =nwoly (3.62)

Similarly, the fraction of vapor generated from the small droplet field and the correspond-
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ing vapor generation from the small droplet field can be computed as:

asp
= 27 3.63
NsD ; S n ( )

I'sp =nsply (3.64)

In addition to mass transfer from phase changes, mass can be transferred from one field
to another by physical mechanisms. This includes large droplets impacting fuel rod spacer
grids and breaking up into smaller droplets, droplets being entrained in the vapor from
the continuous liquid due to high relative velocities between the phases or vigorous bubble
generation due to heating, and other mechanisms.

These physical mechanisms are included in the mass continuity equation in the form of
source terms. Specific closure models are needed to provide the values of these terms in
system analyses.

Based on the above considerations, mass conservation equations can be developed for
each of the considered fields. Equation 3.65 shows the mass conservation for the continuous
liquid. Note the two additional terms for the small and large droplet fields. It is assumed
that there is no direct droplet-to-bubble phase transfer, so no terms are included representing

that mode.

" 117 1

(appp) + V- (appsvy) = =T —Sppp—Sspr+SLppe+

ot
~ ~ ~ ~ s M~ = e~ Y——
A B C D E F (3.65)
S:S/‘/D,DE
——
G

A - Rate of change of mass

B - Mass change due to convection

C - Rate of mass transfer from continuous liquid due to phase change
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D - Mass lost to large droplet field by entrainment
E - Mass lost to small droplet field by entrainment
F - Mass gained from large droplet field by de-entrainment
G - Mass gained from small droplet field by de-entrainment

The mass conservation for large droplet fields is shown as Equation 3.66. Equation 3.67

shows the same mass conservation equation for small droplets.

1"

a = 111
= (arpps) + V- (aLppsip) = Lo +Sip g — Spppe—

ot
——
A (3.66)
Stp,sB ~SLp,rB T Ssp,C
——— —— N
B C D
A - Mass lost due to large droplet evaporation
B - Mass lost to small droplet by spacer-breakup
C - Mass lost to small droplet field by flow breakup
D - Mass gained from small droplet field coalescence
a . " 11
ot (asppy) + V- (asppsisp) = —Tsp +Ssp g+ Spp spt
X (3.67)

111 111

111
SLD,FB - SSD,DE - SSD,C

A - Mass lost due to small droplet evaporation

The following three equations were developed following the same pattern used for the
liquid phases. Equation 3.68 is the mass balance for the continuous vapor phase. This

equation and those following include additional terms for the mass exchange between the
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new fields (large and small bubbles).

1 1

0 .
— (agpg) + V- (agpyty) = Tov — Sspup +Srpc —

ot
~N S Y~

A B C (3.68)

1 111 111

S+ S pEt+ Ssp.0E

e N N —
D E F

A - Rate of mass gained by continuous vapor from phase change
B - Rate of mass loss by entrainment of small bubbles

C - Rate of mass gain by coalescence of large bubbles

D - Rate of mass loss by entrainment of large bubbles

E - Rate of mass gain by de-entrainment of large bubbles

F - Rate of mass gain by de-entrainment of small bubbles

Note from equation 3.68 that there is no term for the gain of mass in the continuous
vapor field due to the coalescence of small bubbles. This formulation assumes that the small
bubbles must first coalesce into large bubbles before they will coalesce to the point of being
considered part of the continuous vapor field. Thus, the rate of mass gain by coalescence of
small bubbles is not needed. The next two equations (3.69, 3.70) are for mass conservation

in the new large bubble and small bubble fields, respectively.

1 a

— (arppy) + V- (arpytip) = U +Sspuc —Sip.ot

ot
~~ =

A B (3.69)

1 111 111 111

SLB,E - SLB,DE - SLB,SB - SLB,FB

S—— =
C D

A - Rate of large bubble generation due to evaporation
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B - Mass gained by large bubbles by small bubble coalescence
C - Mass lost from large bubble field by spacer grid breakup

D - Mass lost from large bubble field by flow breakup

" g

— (asBupy) + V- (asBupyUssu) = U'spu +Sspur — Sspupr—

ot
X (3.70)

117 1 1

SSBu,C + SLB,SB + SLB,FB

A - Rate of small bubble generation due to evaporation

3.3.2 Momentum Continuity

Interactions between phases are not limited to mass exchange. In fact, significant importance
should be applied to the exchange of momentum between phases. Any phase interface will
involve the exchange of momentum. This momentum transfer is the reason that droplets of
water are carried along in a vapor flow. High velocity vapor flows are one of the primary
sources of droplets in the vapor field (by way of entrainment).

The general momentum conservation equation (3.38) is repeated here, but the momentum
source term M} has been expanded to show the effect of the interfacial momentum transfer

as detailed in [104].

ay, k@ﬁ) = —V (apr) +
v [Oék; (T:mt‘zfﬂ + upRgt (3.71)

[@Fk + DV, + My, — VOék'T:k;i}

When the convective derivative is applied to the left-hand side of Equation 3.71 and the
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equation is re-arranged, the two-phase momentum conservation equation is obtained:

— Vi 4 V- [ak (Zk + SZ’)} + Qg+ (3.72)

<
(7 — Pr) Vo + (i — ) Te + Mig = Vo Ts

Momentum equations are now derived for each field. With a separate equation for each
field, the droplets can have different velocities than the continuous liquid, as well as dif-
ferent velocities from one another. The same is true for the large and small bubble fields.
Closure relationships for the physical models are required to solve the momentum equations
by providing the details of the mass and momentum exchange between the fields and the
drag forces at the walls. The closure models provide information about the turbulence and
entrainment for the continuous fields.

The momentum conservation equation for continuous liquid, including the terms for mo-
mentum exchange with the additional fields is shown as Equation 3.73. Note the additional
terms for momentum exchange due to droplet entrainment/de-entrainment, and that the

variables are still averaged as before, though the overbar and hat notations have been re-



moved for simplicity.

Dv

Ozfpfﬁ = —aprf+V~ [Oéf (‘Zf +‘3:?)} +Oéfpf§f+
———

—— ~~ I
A B C D
(pyi — pr) Vay + (Uip — ) o+ (G5 — Up) Tip +
E F el
(Ui.sBu — Uf) U'spu+ Mg + Myr—VapTp g — 573
. - s~~~ —— (3.73)
H I J K
VogTpispy— Vog-Tpinp — Sz/DEULD - SgD,EUSD +
L M N O

a 117

Ssp.pEVsp +Spp pEVLD

J/ (.

P

Q

Where the equation terms are defined in words:

A - Rate of change of liquid momentum, including convective effects

B - Pressure gradient in continuous liquid

C - Momentum change from average viscous stress and the turbulent stress effects

D - Momentum change from body forces (gravity, pump head)

E - Pressure difference between interface and continuous liquid

F - Momentum change due to phase change across the continuous liquid/vapor interface
G - Momentum change due to phase change across the large bubble/vapor interface
H - Momentum change due to phase change across the small bubble/vapor interface

I - Interfacial drag from pressure imbalance at interface and skin drag from imbalanced
shear forces

148
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J - Wall drag from imbalanced shear forces

K - Momentum lost due to average interfacial shear stress at continuous vapor interface
L - Momentum lost due to average interfacial shear stress at small bubble interface

M - Momentum lost due to average interfacial shear stress at large bubble interface

N - Momentum lost due to large droplet entrainment

O - Momentum lost due to small droplet entrainment

P - Momentum gained from small droplet de-entrainment (to continuous liquid field)

Q - Momentum gained from large droplet de-entrainment

Equation 3.74 is for momentum conservation in the small droplet field. In addition to the
entrainment and de-entrainment terms from Equation 3.73, Equation 3.74 includes terms for
momentum increase due to the breakup of large droplets, from grid spacers or flow effects.
Note that the viscous and turbulent stress effects on momentum have been eliminated from
the small droplet momentum conservation equation. This is due to the fact that these effects
would only affect the fluid within the droplet itself. Interfacial effects between the droplets
and the vapor field are captured elsewhere in the balance equation.

Dvsp
Dt

asppyf = —aspVpsp + aspprgsp + (pisp — psp) Vasp+

( ,SD SD) SD ,SD SD SDi,g (374)

1" 1" 1"

111 111
Ssp,Evsp+ Spp spVLD + SLp VLD — Ssp pEVsD — Ssp cVsD

A B C D E

A - Momentum lost due to small droplet entrainment

B - Momentum increase from spacer breakup of large droplets

C - Momentum increase from flowing breakup of large droplets
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D - Momentum lost from small droplet de-entrainment
E - Momentum lost from small droplet coalescence (to large droplets)

The large droplet momentum balance is similar to that for the small droplet balance and
is shown in Equation 3.75. The terms of the equation are the same as those in the equations

previously presented, but are for large droplets.

Dup .
aLppf Dt —arpVprp + arpprdrp + (PiLp — prp) Varp+

( ,LD LD) LD ,LD LD*® <~ LDig (375)

1" a "

111 111
SLD,EULD - SLD,SBULD - SLD,FBULD - SLD,DEULD + SSD,CUSD

A B C D E

The momentum balance in the continuous vapor field is given by Equation 3.76. The

terms are very similar to those for the continuous liquid equation.
D, T -
Py T —0gVpy + V- [O‘g ((Zg + (Zg)} T QgpPggg Tt

—

(pgi - pg) VQ4g + (171‘,9 - Ug) Fg + (Q,LD - 179) FLD+

(ﬁi,SD — Ug) FSD + Mig + ng — Vaf- Tgmf — VOéf- zgi,sp -

A B

(3.76)

Vo %o+ Tip (vipi —vep) +Tsp (vspi — vsp)

C D o

A - Momentum loss due to average interfacial shear stress at continuous liquid interface

B - Momentum loss to interfacial shear at the small droplet interface

C - Momentum loss to interfacial shear at the large droplet interface

D - Momentum increase from large droplet evaporation

E - Momentum increase from small droplet evaporation
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The small and large bubble momentum conservation equations are shown in Equations
3.77 and 3.78. The bubbles are also susceptible to entrainment and de-entrainment by coa-

lescence and breakup. The additional terms for these effects are indicated for each equation.

QSBufyg DggtBu = —asBuVPsBu + AsBuPeGsBu + (DisBu — PsBu) Vaspu+
(Ui — Uspu) U'sp + M; sy — Vaspy Tspif+ (3.77)
SspmUsBu+ S .sVLB + 518 reVLE — Sep pEvsBu— S5 cUsBu
X s < v r
A - Momentum change due to small bubble entrainment
B - Momentum increase due to large bubble spacer grid breakup
C - Momentum increase due to large bubble flow-driven breakup
D - Momentum lost to continuous vapor by small bubble de-entrainment
E - Momentum lost to large bubbles by small bubble coalescence
aLBpg%iB = —argVoLe + arppy,grs + (PiLe — pre) Vors+
(Uin —ULe) Ui+ Mg — Voars Trpir+ (3.78)

1" " 111 111 117

SLB,EULB _SLB,SBULB - SLB,FBULB - SLB,DEULB +SSB,CUSBu

—— ———
A B

A - Momentum change due to large bubble entrainment
B - Momentum lost to continuous vapor by large bubble de-entrainment

The difference between large and small bubbles (droplets) is somewhat dependent on the
flow conditions, but will be computed based on the Sauter Mean Diameter and the Weber
number. The governing equations presented in this work have terms to account for the

exchange between the two sizes and making it possible for the mass, momentum, and energy
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balances to differentiate between the various fields. The actual division between the small
and large droplets relies on information available from the closure of the governing equations.

This momentum transfer is the reason that droplets of water are carried along in a vapor
flow. High velocity vapor flows are one of the primary sources of droplets in the vapor
field (by way of entrainment). The momentum conservation equation for the small droplet
field includes terms for entrainment and de-entrainment, as well as terms for momentum
increase due to large droplet breakup from either grid spacers or flow effects. The viscous
and turbulent stress effects on momentum have been eliminated from the small droplet
momentum conservation equation. This is due to the fact that these effects would only
affect the fluid within the droplet itself. Interfacial effects between the droplets and the
vapor field are captured elsewhere in the balance equation.

The energy balance equation is simplified by defining a virtual enthalpy term. Other
system codes that have been modified to include additional fields have simplified the energy
balance equations by assuming that the droplets are the same temperature as the continuous
liquid [7]. When the droplets and the continuous liquid have the same temperature, the
energy balance for the liquid phase can be reduced to a single equation for both droplets
and the liquid field. The same is true for the vapor and bubble fields.

The current development of the energy balance equations includes a separate equation for
each field and the additional applicable terms for energy exchange between them. Aside from
direct droplet entrainment, the only mechanism for energy exchange between the continuous
liquid and the droplets is through radiation heat transfer. The droplets and the continuous
liquid may not be at the same temperature, but they will be close in temperature; both will
be near the saturation temperature for the liquid. Radiation heat transfer between materials
of similar temperatures does not play a significant role in the heat exchange between them,
so the heat exchange between the droplets and the continuous liquid will be neglected. A
similar line of reasoning provides support to an assumption that heat transfer between the

large droplet and small droplet fields may also be neglected. The direct heat transfer between
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Resistance network

Figure 3.2: Bubble to liquid heat transfer

the continuous vapor and the vapor bubbles, as well as between the large and small bubbles
can also be neglected, since the heat transfer between those fields is included in the bubble
to continuous liquid and the continuous liquid to vapor (or bubble) heat transfer. The
continuous liquid phase becomes the medium for the heat transfer between the bubble fields
and between a bubble field and the vapor field. Figure 3.3 shows this exchange graphically.

If we assume that the temperature in Bubble A is greater than the temperature of the
coolant (point B), there will be heat transfer from the surface of bubble A to the continuous
liquid at B. The heat transfer through the interface between bubble A and the continuous
liquid is represented as a resistor in the nodal network shown as an inset to Figure 3.3.
As heat is transferred to the liquid, the temperature will rise. If the temperature in the
continuous liquid (point B) is higher than the continuous vapor (point D) or a different
bubble (point C), the heat may subsequently be transferred to those fields.

The direct heat transfer between the continuous vapor and the vapor bubbles, as well as
between the large and small bubbles can also be neglected, since the heat transfer between
those fields is included in the bubble to continuous liquid and the continuous liquid to vapor
(or bubble) heat transfer. The continuous liquid phase becomes the medium for the heat
transfer between the bubble fields and between a bubble field and the vapor field. Figure
3.3 shows this exchange graphically.

If we assume that the temperature in Bubble A is greater than the temperature of the
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coolant (point B), there will be heat transfer from the surface of bubble A to the continuous
liquid at B. The heat transfer through the interface between bubble A and the continuous
liquid is represented as a resistor in the nodal network shown as an inset to Figure 3.3.
As heat is transferred to the liquid, the temperature will rise. If the temperature in the
continuous liquid (point B) is higher than the continuous vapor (point D) or a different
bubble (point C), the heat may subsequently be transferred to those fields.

The remaining heat exchange modes between the fields, and those that must be captured
by the conservation equations are: 1) Continuous liquid to/from vapor 2) Continuous liquid
to/from droplets by droplet entrainment/de-entrainment 3) Continuous liquid to/from bub-
bles 4) Continuous vapor to/from droplets 5) Continuous vapor to/from bubbles by bubble
entrainment /de-entrainment.

Required source/sink terms have been added to the governing equations to include the
effects of entrainment, de-entrainment, bubble breakup and droplet breakup. These terms
are dependent to some degree on the flow phenomena and the geometry of the flow. The
general governing equations shown here are based on 6 fields before they are adapted to

RELAP5-3D.

3.3.3 Energy Continuity

The general energy balance equation is repeated here as Equation 3.79. The balance equation
is simplified by defining a virtual enthalpy as in Equation 3.80. In addition, the two-phase

interfacial energy transfer is redefined as shown in Equation 3.81 [104]. is obtained.

% (oxprér) + V- <ak;0:k/e\k5k> = -V <ak3k>
~V. {ak (qf + 3%'51) } AV (3.79)

ak (Z + z;f) LV + Ay



A, = (Fkhki + aiqki) - PkiTtk + M- (Ui,k; - Uk;)

—V()ék'(zki‘ (17/;’\1; - 172) + le;

Substituting 3.80 and 3.81 into 3.79 and re-arranging:

0 [ — — =
a <Oékmhk> -+ V- (akmhkvk> = —V'Oék (qk + c]g)
D — ~ = ~ — =
_‘_3’; (akp_> — - V- (aki}f) + a8y - VU, + (Fkhki + aiqki>

_D —_ —~ —_ A~
—W% + M- (@',k - Uk) — Vay T (@k - ?7k> + W

Which, by using the convective derivative, can be simplified as:

__Dyhy =
Pk gtk = —V-ay (Qk + q,f)

Dy.pr, —~ o~ =
tap Dk Oy + O + T, (hm‘ - hk) + aigy;+

Dt
— — Dyoy =~ = = E
(Dx — D) D + M- (Ui,k - Uk) — Vag Sy (Uz’,k - Uk)

—
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(3.80)

(3.81)

(3.82)

(3.83)

Where the turbulent energy source () and the viscous dissipation term () are [104]:

o = —5- V- (e ZF) + W

(I);: = akik . VUk

(3.84)

(3.85)

Other system codes that have been modified to include additional fields have simplified



156

Resistance network

Figure 3.3: Bubble to liquid heat transfer

the energy balance equations by assuming that the droplets are the same temperature as the
continuous liquid [7]. When the droplets and the continuous liquid have the same temper-
ature, the energy balance for the liquid phase can be reduced to a single equation for both
droplets and the liquid field. The same is true for the vapor and bubble fields.

The current development of the energy balance equations includes a separate equation for
each field and the additional applicable terms for energy exchange between them. Aside from
direct droplet entrainment, the only mechanism for energy exchange between the continuous
liquid and the droplets is through radiation heat transfer. The droplets and the continuous
liquid may not be at the same temperature.

The direct heat transfer between the continuous vapor and the vapor bubbles, as well
as between the large and small bubbles can be neglected, since the heat transfer between
those fields is included in the bubble to continuous liquid and the continuous liquid to vapor
(or bubble) heat transfer. The continuous liquid phase becomes the medium for the heat
transfer between the bubble fields and between a bubble field and the vapor field. Figure
3.3 shows this exchange graphically.

If we assume that the temperature in Bubble A is greater than the temperature of the
coolant (point B), there will be heat transfer from the surface of bubble A to the continuous
liquid at B. The heat transfer through the interface between bubble A and the continuous

liquid is represented as a resistor in the nodal network shown as an inset to Figure 3.3.
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As heat is transferred to the liquid, the temperature will rise. If the temperature in the
continuous liquid (point B) is higher than the continuous vapor (point D) or a different
(small) bubble (point C), the heat may subsequently be transferred to those fields.

The remaining heat exchange modes between the fields, and those that must be captured

by the conservation equations are:

e Continuous liquid to/from vapor

Continuous liquid to/from droplets by droplet entrainment/de-entrainment

Continuous liquid to/from bubbles

Continuous vapor to/from droplets

Continuous vapor to/from bubbles by bubble entrainment/de-entrainment

Closure relationships will be required to capture the heat transfer between the fields.
If appropriate closure relationships cannot be defined, the droplet and liquid temperatures
may be assumed to be the same to reduce the required information for the energy balance.
Temperatures and pressures of the droplet fields will be close to those of the continuous liquid
field. If closure relationships are not available, the assumption of constant temperature will
not vary drastically from real conditions. The energy balance for the continuous liquid field

is shown as Equation 3.86. Note that the averaging notation has been removed for simplicity;



the terms are still averaged as indicated previously.

afpf—Dl’;ZLf = —V-as (3 +7}) +af% +OT + P+

D G &
Lpi(hpi—hg) +Tpa (hpw — hy) +Tspu (hpspa — hy) +
M i ’

IS (hf,LB - hf) +aiqs; + i SBudsBy,; + @i, LBALB i T Qw,fQw, f T

N — s ~~ N NV -’ TV - vV
G H I J K
Dra . . . -
(pf - pf,i) lf)tf + Mi,f’ (Uf,i - Uf) - VCYf‘ Tf,z" (Uf,i - Uf) -
L M N

111 117 1 1"

Stp.hy —Sspehy + Spp pphip + Ssp pehsp

Where the terms are defined as:

A - Time rate of change of energy in terms of enthalpy, including convective effects

B - Energy transfer from average conduction and turbulent heat flux

C - Energy from averaged flow work term

D - Energy transfer due to phase change at the continuous vapor interface

E - Energy transfer due to phase change at the wall

F - Energy transfer due to phase change at the small bubble interface

G - Energy transfer due to phase change at the large bubble interface

H - Energy transferred between continuous liquid and continuous vapor fields

I - Energy transferred between continuous liquid and small bubbles

J - Energy transferred between continuous liquid and large bubbles
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(3.86)
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K - Energy transferred from the wall to the continuous liquid

L - Energy transfer from pressure differences at interface

M - Energy transferred due to interfacial drag between continuous fields

N - Energy transfer from interfacial shear stress

Equation 3.87 is the energy conservation equation for small droplets, while Equation 3.88 is

for large droplets.

Dsphs p
QSDPSD% = lsp,i (hsp,i — hsp) + aiqsp i+
Dspasp . .
(psp — Psp,i) ———— + M; sp- (UVsp,; — Usp) —

Dt (3.87)

1" 1"

Vasp Tsp,i (Usp,i — Vsp) — Spp.chsp + Ssp ghy+

" 11

111
Sppsghip + Spp rehip — Ssp pehsp

D h 1"
OéLDPLD% =Trpi(hepi — hep) + aiqpp i+
Diparp N 5
(pLD - pLD,z’) — + Mi,LD' (ULD,i - ULD) -

Dt (3.88)

1" 111

Varp-Trp (Vipi — Up) + SLDchSD + SLDEhf_

111 1" a

Stp.sphep — Spp rehip — Spp pehip

Note the presence of the entrainment/de-entrainment source terms in Equation 3.87
and Equation 3.88. These source terms (and similar terms in the equations for energy
conservation in the bubble fields) are dependent to some extent on the flow phenomena and
the geometry of the flow. Improved model performance will be possible if closure relationships

are used that compensate for variations in the flow characteristics. The energy balance for
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the continuous vapor field is shown in Equation 3.89.

D,h L Dyp
Qg Pyg gtg =—V-q, (% + qg) +ay lg)tg

Lyi(hpi—hg) +Tgw (hpw —hy) + Ty spu (hfspu — hy) +

T
+ T 4+ Phy

Uy (hrre —hy) + aiq;i + ag,SDqu,i + ai,LDQZD,i + aw,ngj,g+ (3.89)
Dyay
Dt

(Pg — Pg.i) + Mg (Vgi — Uy) — Vag Tgi (Vg — Ug) —

1" 111

1" 111
Srpehg — Sspphy + Spppehis + Ssp pphspu

The equation below is the energy conservation for small bubbles. Equation 3.91 is the

energy conservation equation for large bubbles.

DSBuhSBu "
AsBuPSBu— ) = Lspui (hsBui — hspu) +0iqsp, i+
A
DS uwSBuy - N
(PsBu — PSBu,i) % + M; spu (UsBui — Uspu) — (3.90)

1 117

vO‘S’Bu' ‘ZSBu,i' (USBu,i - USBu) - SSBu,C’hSBu + SSB%Ehg—{'

117 1" 117

SLB,SBhLB + SLB,FBhLB - SSBu,DEhSBu

A - Phase change from small bubbles to liquid

Diphrp "
ALBPLB= = Urpi(hrpi — hrg) + aiqrp i+
Dipa - .
(pLB — PLB.) ZLBCLE M, 15 (Vg — VL) —

Dt (3.91)

a 1

Varp s (Ui — UB) + Sspuchssu + Sppehs—

1 1 11

Sipsphie —Spprphrs — Spp prhis
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3.4 Assumptions for Derivation of 6 Field Governing Equations

for RELAP5-3D

The conservation equations derived in Reference [106] and shown in the previous section
have been formulated in three dimensions. The current RELAP5-3D six-equation model
and new 18-equation model for 6 fields began from Eulerian equations that were similarly
formulated [105]. Simplifying assumptions were made to make the model easily solvable.
These simplifications will now be applied to the six-field model presented above to generate
appropriate governing equations for use in a modified version of RELAP5-3D [22].

The preceding equations have all been formulated in 3D. The vessel component in
RELAP5-3D uses governing equations formulated in 3D to solve the flows within that com-
ponent. The remaining components in RELAP5-3D solve the flow in one dimension only.
When the six-field model is applied to the 1D components, the multi-dimensional formula-
tion can be further simplified by reducing it to one dimension. It is true that this reduces the
versatility of the code, since flows with significant components in the “y” or “z” directions
cannot be represented. However, for flows that can be assumed to exist primarily in one
dimension (e.g., those within the pipes of a reactor system), the 1D formulation can signifi-
cantly simplify the solution and reduce computational time. The six-field model developed
herein will not be simplified to 1D at this time, but could easily be simplified for use in 1D
components in RELAP5-3D.

The RELAP5-3D momentum equations (3.73 through 3.78) can be simplified by neglect-
ing Reynolds stresses, assuming the phasic pressures are equal, assuming that the interfacial
pressure is equal to the phasic pressures (with the exception of stratified flow), interfacial
momentum storage is neglected, phasic viscous stresses are neglected.

By examining Equation 3.73, we can get an idea of the effect that these simplifications
will have. The Reynolds stresses are represented by ’S:]C in that equation, so this term can

be neglected. The phasic pressures are those for the liquid or vapor phase. Only one of
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the pressures appears in Equation 3.73, but the interfacial pressure is also assumed to be
equivalent to the phasic pressures, so term “E” in Equation 3.73 can be neglected as well.

The interfacial momentum storage is included in terms “J” through “L” in Equation 3.73,
so these terms can also be neglected. The phasic viscous stresses (that are also neglected)
are represented by T, in Equation 3.73. These simplifications can be applied to all the
momentum conservation equations.

The energy conservation equations in the current RELAP5-3D model have been simplified
using similar assumptions to those for the momentum formulation. These assumptions are
that the Reynolds heat flux is neglected, the interfacial energy storage is neglected, internal
phasic heat transfer is neglected.

Starting with the liquid field energy balance equation (3.86), we see that we can neglect
the internal phasic heat transfer ¢; as well as the Reynolds (turbulent) heat flux q}r. As
before, the interfacial pressure is equal to the bulk pressure, so term L in Equation 3.86 can
also be eliminated. We again neglect the effects of interfacial shear (¥;;). The same steps

can be used to simplify the remaining energy balance equations.

3.5 RELAPS5-3D Six-Field Formulation

Applying all the simplifications from section 3.4, the six-field equation model can be re-
formulated to be more consistent with the assumptions for the current RELAP5-3D six-

equation model. These simplified equations are presented in the following sections.

3.5.1 Mass Conservation

The continuous liquid mass conservation equation is Equation 3.92. Equations 3.93 and 3.94

are the large and small droplet mass conservation, respectively.

111 " 117 1

0 .
ot (appg) + Ve (aspsiy) = =T — SLD,E - SSD,E + SLD,DE + SSD,DE (3.92)



111 111

8 —
P (arppy) + V- (aLppsirp) = —Tip + Sppp — Sippe—

111 1" 111

Stpss —Stpre T Sspo

117

0 5 1"
It (asppy) + V- (asppsisp) = —Tsp + Ssp g+ Spp.spt

111 117 1

SLD,FB - SSD,DE - SSD,C
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(3.93)

(3.94)

The simplified continuous vapor (3.95), large bubble (3.96), and small bubble (3.97) mass

conservation equations are shown below.

8 - 117 " 111
BN (agpg) + V- (agpyty) =Ty — SSB%E + SLB,C - SLB,E+

1" 117

Sspupr T SLB.pE

117 "

0 .
En (arBpy) + V- (arepyUre) = T'e + Sspuc — Sipct

" 111 111 1"

SLB,E - SLB,DE - SLB,SB - SLB,FB

117 1"

ET (asBupy) + V- (asBupyUspu) = U'spu + Sspur — Sspupe—

111 g 111

Sspuc T S1B.ss T SLB.FB

(3.95)

(3.96)

(3.97)
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3.5.2 Momentum Conservation

The simplified conservation equations for the liquid fields (continuous liquid, large and small

droplets) are shown in Equations 3.98, 3.99, and 3.100, respectively.

Dv . . o
O‘f/)thf = —ayVps +apppGy + (Uip — ) I+
(Ui —Ur) Up + (Uispu — Uf) Uspu + Mip + Myr— (3.98)

11 1

111 111
SLD,EULD - SSD,EUSD + SSD,DEUSD + SLD,DEULD

Dusp .
aspPf . = —agpVpsp + aspprgsp+
(¥;,sp — Usp) Tsp + Misp + Ssp gvsp + Spp spvrp+ (3.99)

1" " 111

SLD,FBULD - SSD,DEUSD - SSD,CUSD

Dvrp -
T —arpVprLp + arLpprdrp+
(T:..0 — ) Top + Mipp + S;p v — Sip spvrp— (3.100)

11 1 1

SLD,FBULD - SLD,DEULD + SSD,CUSD

The simplified conservation equations for the Vapor fields (continuous vapor, large and small

bubbles) are shown in Equations 3.101 through 3.103, respectively.

Dv o I o
agpgﬁ = —ayVpy + agpgegy + (Uz‘,g - Ug) Ly+

(Ui.p — Uy) Trp + (Uisp — Uy) Tsp + Mig + Mg+ (3.101)

I'ip (vepi —vip) +Lsp (vspi — vsp)



= —aspuVDsBu + AsBuPLgTSBuT

111

N o "
(Ui,sB — Uspu) U'sp + Mi spu + Ssp pVsBu + Spp spvLB+

1 117 1

SLB,FB'ULB - SSB,DEUSBu - SSB,CUSBu

Dt

QaLBPg = —arVpLe + arLppefre+

1 "

(Vi,Lp —UB) Uep + Mirp + Sy pvrs — SppspViB—

1"

" "
SLB,FBULB — OB pEVLB T SSB,CUSBu

3.5.3 Energy Conservation
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(3.102)

(3.103)

The following equations represent the complete set of energy balance equations for the six-

field model. Equation 3.104 is for continuous liquid; Equation 3.105 is for the small droplet

field, and Equation 3.106 is for the large droplets.

D:h Dp
afpf gtf == af 5tf + Q)? + q)st +Ff7z- (hﬁi — hf)+

Lpw (hpaw —hy) + Upspu (b spe — by) + o (hy s — hy) +

" " " "

aiqy; + @i SBudsBui + i, LBILB; T Qw,fQyw s+

111 111

Mi,f’ (Uf,i - Uf) - SLD,Eh'f - SSD,Ehf+

a 1"

Stp.pehip + Ssp pehsp

DSDhSD "
APPSOy = Lsp,i (hspi — hsp) + aiqsp i+

g 111

M; sp- (Usp,i — Usp) — Spp.chsp + Ssp phs+

g 1

117
Sip,sghip + Spp pehip — Ssp pphsp

(3.104)

(3.105)
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D h/ "
CYLDPLD% =Trpi(hLpi — hip) + aqpp i+
M; 1o (Vip: — Urp) + SZD,ChSD + SgD’Ehf— (3.106)

11 a 111

Sitpsphep — Spp rehip — Spp pehip

The energy balance equation for continuous vapor is shown as Equation 3.107. Equation
3.108 is for the small bubble field, and Equation 3.109 is for the large bubbles.

D,h D,p

WPy =y

Lo (hpw = hy) + Vg spu (hpspu = hy) + Tgrn (hyos —hy) +

+ O+ @8+ Ty (hyy — hy)+

(3.107)

!/ " " "

" . R
idy; + Ag,5045p,; + @i,LDALp; T Qw,gGug + Mig (Tg: — Tg) —
g’ k) k) 7g

111 111 1"

Srp.Ehg — Ssp phy + Spppehis + Ssp pehspu

DSBuhSBu "

ASBuPsBu— = UsBui (hsBui — NsBu) + Aidsp, i+

M; sy (VsBui — Uspu) — Sg'lBughSBu + S:g”Buthg+ (3.108)

111 11 1

SLB,SBhLB + SLB,FBhLB - SSBu,DEhSBu

Dyrphrp
Dt

M; - (Vg — Vi) + SgBu,chsBu + SZlB’Ehf— (3.109)

QLBPLB =0Urpi(hrei — hip) + aiqle,i—'—

117

111 111
Sipsphie — Spprphie — Spp pehis

Note the presence of the entrainment/de-entrainment source terms in Equation 3.105
and Equation 3.106. These source terms (and similar terms in the equations for energy
conservation in the bubble fields) are dependent to some extent on the flow phenomena and

the geometry of the flow. Improved model performance will be possible if closure relationships



are used that compensate for variations in the flow characteristics.
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Tables 3.2, 3.3, and 3.4 were initially shown in Reference [106], but are extended here to

provide a comparison of the new 6-field, 18 equation model that has been derived and the

current RELAP5-3D and TRACE sets of governing equations.

Table 3.2: Mass Conservation Equation Comparison

Code G—Eleld Mo.del. RELAP5-3D TRACE
(continuous liquid) 1D ‘ 3D
Time Rate of P P P (1—ay
Change of Mass ot (@rpr) a1 (ki) ar (ki) et
Convective Mass . ~
VChane V- (Oéf,Of’Uf) %6% (Oékpk’UkA) V- (C(kpk'l}kA> V- |:(1 — Oég) pl‘/l]
Mass Exchange
Rate Iy Iy I -TIy
Addltlonal " 1" a

Source Terms
(vary by field)

SLD,E - SSD,E +

1" 117

SLD,DE + SSD,DE




Table 3.3: Momentum Conservation Equation Comparison
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-Field Model -
Component 0 © d o.de' RELAPS-3D TRACE
(continuous liquid) 1D 3D
Time Rate of .
Change of . OékPkA%Lt’“ akpkA%’f M
Momentum ozfpf%
Rate of
momentum 5 Lo
change from sokPRAGE 30kPRAV- T V(L= ay) pViVi
convection
Pressure oP
gradient —aprf —Q{kA% —OékAV' P (1 - ag) VP
Momentum
change from apprds app B A arprBA (1—ay) pg
body forces
Wall Drag - (nppA) FWy - vy (anprA) FWy - Uy fu
Momentum from | (v;, — V) I'r +
phase Change (171'7[/3 — ?7f) FLB + FkA (Uk] — Uk> FkA (77k1 — ﬁk) —FV;
mass transfer (Ui,sBu — Ur) I'sput
‘ A)FI,, - (arprA) Flj - 7
Interfacial Dra M; (akpr F S i
i d (06— v,) (5 — ) !
CagaypmA Caya,pmA
Virtual Mass Og(i?é _e}‘) P Og’fﬁ _'% I
- SR o, S =) 4+ 0, VU -
Force ot 5 0w or _ 7
— VL 81:); —UkVUT
S/// U -
Additional LD,E"LD

Source Terms
(vary by field)

Sep pUsp +
111
SSD7DEUSD +

111

S1.p.pEVLD




Table 3.4: Energy Conservation Equation Comparison
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Component

6-Field Model
(continuous liquid)

RELAP5-3D

1D

3D

TRACE

Rate of Energy

2 (owprUs)

2 (owprUs)

d[(1—ag)pi(ei+V?/2)]

Dsh ot
Change appyRehs
: L —ag)p
Mass crossing 10 1 R ( 9
G55 (aeppUrvrA) | V- (arprUstiA) N
boundary (61 n /TPz n V7,> v
Energy Change From
. day da
Interfacial Boundary - Pk —P5k -
Movement
Flow Work Energy D .
Change op =LPL —%8% (apvrA) —§V~ (g T A) -
Heat transfer from wall Oy, fq;:/’ 7 Quk Quk Quwl
Heat transfer from the aiqmi + ai,SBuqm wi T
. £ e SBu, sz Qik qil
interface ai,LBALE i
. Tri(hes —hy)+
Phase change in bulk AL f . . /
ﬂui% Uysu(hfspu = hy) + Lighk Lighi —Thy
Uy (hpLp —hy)
Phase change at wall Ly (hpw—hy) Twh, Twh, -
i 1—a,)md Vi +
Energy lost to gravity, M, - (51 — ) DISS, DISS, ( 9) g Vi

wall drag, etc.

(fz +f;l> v,

Additional Source
Terms

(vary by field)

Sipp,hy = Ssp ehy +
Sip.pehip +

SSD,DEhSD
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CHAPTER 4

Mass Equation Closure Models

The closure relationships that are necessary for solution of the mass balance equations in
the six-field model presented previously are described in this chapter. They were selected
from closure relations that were found in a wide literature search. The selected models meet

the following criteria:

1. The closure model must be adaptable to produce a mass generation rate per unit

volume, so that it can be consistent with the existing governing equations.

2. The closure model must be applicable to a flow field. Models of individual interac-
tions between droplets or bubbles are not useful, since the system code does not track

individual bubbles or droplets.

3. Sufficient information must be available in the literature to allow use of the model.

4.1 Closure Models for Mass Balance of Liquid Phase

The mass balance equations for six fields are shown in Chapter 3. The three liquid phase

equations are Equations 3.65, 3.66, and 3.67.

The source terms (S . terms) in the mass conservation equations represent the physical
phenomena that cause the liquid coolant to change from one field to another. Such mech-
anisms include breakup on spacer grids and breakup due to shear with the vapor phase.
The source terms are determined using multiple correlations and have units of k9/m3s. It is
impossible to solve the six field equations without adequate closure models that solve for the
source terms.

The key source terms related to the six-field model in the above equations are:

1

e Spp g - Large droplet entrainment in vapor from continuous liquid field
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1

Ssp.p - Small droplet entrainment in vapor from continuous liquid field

ua

Sip.pr - Large droplet de-entrainment into continuous liquid field

1

Ssp.pr - Small droplet de-entrainment into continuous liquid field

1

Sppsp - Breakup of large droplets into small droplets due to spacer grid impact

1

Stp.rp - Aerodynamic breakup of large droplets into small droplets due to flow effects

1

Ssp.c - Coalescence of small droplets into large droplets

The closure models that will be used to solve for each of these terms are discussed in the

following sections.

4.1.1 Droplet Entrainment Terms (S/LND’E, S;/D,E)

Equations 3.65, 3.66, and 3.67 have source terms representing the entrainment and de-
entrainment of droplets from/to the continuous liquid field. The entrainment terms are
SZ’Q p for large droplet entrainment, and SgD’ g for small droplet entrainment. Solution of
the mass balance for the droplet and continuous liquid fields requires models to account for
the large and small droplet entrainment. Two closure relationships will be used to solve for
these source terms. The first model computes the overall droplet entrainment rate, including
all sizes of droplets. The second model determines the distribution of those droplets into the

“large” and “small” fields.

Droplet Entrainment Rate

When considering droplet entrainment, orientation of the flow (horizontal or vertical) is
important. In vertical flows, the surface tension of the liquid is the most significant force
that must be overcome in order for droplets to be generated and entrained in the vapor/gas

phase. If the flow field is horizontal, then gravitational forces must also be overcome, and
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should be considered in any models used for that orientation. The entrainment rate for
pipes that are inclined between horizontal and vertical will be determined by the angle of
inclination. Pipes angled at less than 45 degrees will be considered to be horizontal; those
greater than 45 degrees will use the results of the vertical entrainment model.

We consider three flow configurations where entrainment is possible:

1. Upward Annular Flow
2. Reflood Quench Front/Froth Front

3. Horizontal Annular Flow

These will be addressed in the following sections.

Upward Annular Flow In upward annular flows, there is a layer of liquid coating the
inside surface of the pipe. A core flow of vapor may be flowing in the same direction as the
liquid film or in the opposite direction. The vapor flow may contain droplets that have been
entrained. The droplet entrainment rate is a function of: 1. The volume of liquid swept off of
the wavelets, 2. The wavelength of the wavelets, 3. Number of waves in the control volume,

and 4. The wave velocity through the control volume. The general expression is then [107]:

" ‘/;nrw chv
S = —entrwlf Twe (4.1)

‘/;LnnTw,cv

Equation 4.1 computes the droplet entrainment flux (Sg - k9/m3s) for a vertical annular
flow based on the maximum volume of liquid entrained from a wave crest (Ventrw), liquid
density, number of waves in a control volume (N, ), the volume of liquid in the annulus
(continuous liquid field) within the control volume (V,,,), and the period of entrainment in
the control volume (7 ).

The waves within a control volume will grow in amplitude if the normal stresses are

greater than the surface tension stress, and as the waves get larger, the tops of the waves
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will be drawn along by the vapor/gas flow until the surface tension is overcome, and droplets

break off of the wave tops. Using the Kelvin-Helmholtz instability as the primary charac-

teristic length scale for wave geometry calculation and computing the forces acting at the

interface and then performing a force balance at the wave crests, several of the terms in

equation 4.1 can be defined. We assume that the height of the control volume is equivalent

to the wavelength of the waves formed on the annular surface ().

WD}QL
%nn = A Y
Oéf 1
A
Tw CcvU — —
’ Uge — Uf
P,
Nw cw —
’ A
Where:

Substituting 4.2, 4.3, and 4.4 into Eqn. 4.1 gives:

A - wavelength

Uy - average gas core velocity

uy - average liquid film velocity

P, - wetted perimeter

ay - Volume fraction occupied by continuous liquid (liquid film)
tann - thickness of liquid annulus

Dy, - Hydraulic diameter of pipe

1 o 4‘/(3ntr,wpfpw (ﬂgc —u

Sk

ma DZ,amh?

(4.2)
(4.3)

(4.4)

(4.5)
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Equation 4.5 gives the maximum entrainment mass flux in co-current upward annular
flow. The solution of the liquid governing equations requires an average droplet entrainment
rate, not a maximum. The predictions of Equation 4.5 have been compared to experimental
data. This generated corrections which are applied to 4.5 to yield an expression for the

average entrainment mass flux, shown as Equation 4.6 [107].

/s — _

" 4‘/671 W Pw c

Sy = 0.0311RekST, (ﬁ> N3 entrnlly <“93 o) (4.6)
Pg Dhyafﬂ)\

Where the viscosity number N, is:

" (pfa /:;pf",,g)> Y

Note that 4.6 has an added term, N, which is the control volume length divided by the

wavelength to adjust for the assumption that the control volume length is the same as the

wavelength.

Reflood Quench Front Reflood conditions are of particular importance in reactor design
and accident analysis. Recovery from severe accidents often involves emergency coolant flows
into the core. The coolant in contact with the hot fuel bundles will flash to steam until the
rods cool sufficiently to allow the water to begin filling the core. As this happens, the quench
front progresses higher in the core. The process of flashing to steam often carries droplets into
the vapor flow. These droplets can impact the spacer grids and fuel rods at higher locations
in the core, aiding in the cooling process. Detailed modeling of the reflood process, including
the droplet entrainment, is important for accurate representation of accident scenarios.
Although detailed tests using prototypic PWR geometries (fuel rod bundles with spacer
grids) have been performed (e.g. FLECHT-SEASET [108]), such tests present challenges
to fundamental model development due to cross flows and spacer grid effects. The reflood

entrainment model that will be used to solve the six-field governing equations is based on
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Figure 4.1: Control volume for reflood conditions

data from tests with simple tubular geometries and flows (such as REFLEX [109, 110]).

There is no appreciable film flow up the sides of the tube, which is partially full of water
during reflood. The region above the quench front that is characterized by droplets, slugs,
and ligaments of water is referred to as the “froth region”. This region is the result of vapor
generation and other disturbances at the quench front.

We define the control volume for the reflood condition as the volume that includes all the
liquid within the tube, extending from the tube inlet to the liquid/vapor interface, as shown
in Figure 4.1. Crossflow across the control volume boundary below the quench front is not
accounted for in this model. This may be a poor assumption for conditions where cross flow
is likely, such as those with a radial power shape, pressure drop, or flow restrictions. In spite
of those concerns, this reflood entrainment model provides a good starting point.

A similar method to that used for the annular flow is used to characterize droplet en-
trainment in the frothy region. Droplet entrainment is assumed to be a function of: the
volume of liquid that is swept off of each wave at the interface, the wavelength, the number
of waves within the selected control volume, and the velocity of the waves. A control volume

analysis on the region that includes the quench front and frothy region results in a source
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term for droplet entrainment mass flux at the top of the froth front [107].

" >\C'r'i P Uga cri + UQ 2
SE _ C1 tPf H( p‘,/ft Uap,bqf) Regjpyen (48)
Where the coefficients are:
Cy =146 x 1078
Cy =1.83
and the vapor generation Reynolds number is:
D
Revap,ge'n == AF;y (49)
9

Where the Dy, is the hydraulic diameter for the control volume in the direction of the
quench front motion. The vapor generation rate is represented by I', and Ay is the flow area
of the pipe.

The characteristic wavelength for droplet formation comes from:

2mog
Pg U

vap,crit

(4.10)

)\cm't =

Horizontal Flow Horizontal annular flows are similar to vertical flows, but the pipe is
oriented horizontally. The gravitational effects of the orientation generally result in slightly
thicker liquid films toward the bottom of the pipe. Entrainment in horizontal flows is also
different from vertical flows due to gravitational effects, which cause droplet concentration
to increase in the lower portion of a horizontal flow field. The model presented here is
summarized from [111].

Changes in the gas flow rate have a larger effect on entrainment than changes in the
liquid flow rate. In addition, entrainment tends to decrease for high total liquid mass flow

at intermediate gas velocities.
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The average rate of droplet atomization can be given as:

S/// o k;Ué (pgpf)1/2 (WLF - WLFC)
B =

4.11
PO'th‘lm ( )

Where Wy is the mass flow rate of the liquid film. Wy e is the critical film flow per
unit length. For film flows above the critical flow, droplet entrainment may occur. The film
flow shown in Equation 4.11 is available as an average value for each control volume in the
calculation. This loses some fidelity in the calculation, since the gravitational effects are
lost by the averaging. If system codes are developed that can preserve the variation in flow
around the pipe circumference, this equation can be easily modified as suggested in [111] to
recapture these effects. For cases where the actual film flow is less than the critical film flow
(resulting in a negative numerator in Equation 4.11), there will be no droplet entrainment.

The annular film thickness can be computed from a knowledge of the volume ratio of the
film and the hydraulic diameter of the pipe as shown in Equation 4.12.

4Dy, (1 — /T = agiim) (4.12)

8

Lritm =

Liquids with low viscosity experience the initiation of entrainment when waves appear in
the liquid layer. This is similar to the mechanism for droplet entrainment in vertical flows,
where droplets break off of the tops of the waves [111]. The critical flow per unit length can
be obtained using equations derived from vertical flow tests. The critical Reynolds number

is related to the critical flow per unit length as [111]:

4,
1225

ReLFC = (413)
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Where the critical Reynolds number can be computed using:

Reppe = 7.30 (log;ow)” 4 44.2 (log,o w)” — 263 (log,,w) + 439 (4.14)

w=H [Py (4.15)
Hg V PO

The critical flow per unit length (around the pipe circumference) is:

~ Wirc

=7

(4.16)

Air and water at standard conditions have w =~ 1.861 and Reprc ~ 370. Equation 4.14

is valid for w between 1.8 and 28.

Small Droplet Fraction

The models for droplet entrainment rate in horizontal and vertical flows were provided in the
previous sections, but those models make no distinction between the large and small droplet
fields. A model that provides the volume ratio of small droplets must be used in conjunction
with the entrainment models to effectively differentiate between Sga p and Sgla g for the
governing equations. The small droplet volume ratio can be multiplied by the source term
for droplet generation to obtain the source term for “small” droplets. The remainder of the

droplets will be assumed to be “large”.

Vertical Flows The Sauter mean diameter is the diameter of a drop that has the same
volume to surface area ratio as the entire droplet distribution. This is a convenient character-

istic to use when developing the volume ratio of small droplets. The Sauter mean diameter

is defined as [7]:

NG n,
>im1 nTADD?AD _ Zz]\i(f n; D} _ 6Va
SINC_n_p2AD Y N9pD2 Ay

=1 nTAD

Dsy = D3o =

(4.17)
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Where np represents the total number of groups, and NG is the number of groups of the
similar-sized droplets. The droplet size distribution was established using a volume fraction
oversize (volume fraction of droplets having a diameter larger than D). The volume fraction
oversize is represented by A. The rate of change of A can be computed using Equations 4.18

and 4.19 [7].

AN 0.884 g agy,e
= ——¢€

— = 4.18

dy JT (4.18)
2.13D,

=i (5 225 ) 19

The mean droplet size is determined using the volume median droplet diameter (where
50% of the droplets are larger than the median diameter). The ratio of max drop size to the

volume median droplet diameter is [112]:

Dmaaﬁ

=313 (4.20)

vm

The ratio of the Sauter mean diameter to the volume median droplet diameter is [7]:

Dsr
Dvm

=038 (4.21)

Equations 4.18, 4.19, and 4.20 can be used in to evaluate and tabulate the volume fraction
and area fraction of drops having diameters between an arbitrary diameter, D, and D, [113].

Volume fractions were obtained by integrating 4.18 and 4.19. For different D/D,,, ratios,
volume fractions of small droplets generated by entrainment were evaluated. If the diameter
used for D in the ratio is the Sauter mean diameter, the volume ratio of small droplets is 34
percent [113].

The Sauter mean diameter can be computed from known parameters, so the volume
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median droplet diameter D,,, can be calculated using 4.21.

If D represents the diameter of the smallest drop in the large drop field, then it is also
an upper limit on the range of diameters for the small droplet field. This diameter limit is
computed using the Weber number criteria that will be developed for droplet breakup in
section 4.1.2.

Relative drop velocities can be determined using a simple force balance for a single drop.

The effects of the drag force are computed as [7]:

Cd&

3 Pd
where:
4
Cy==-[1.0+0.1(Re)"™ (4.23)
e

and the Reynolds number is:

Re = Latil (4.24)
Hg

In the above equations, Uy is the relative drop velocity, and p, and p, are the vapor density
and viscosity, respectively. The p, term in Equation 4.22 is the liquid density of the droplet.

Then, a force balance can be used to compute the relative velocity:

g=1Uy4 (4.25)

Note that ¢ is the gravitational acceleration.
Equations 4.22 to 4.25 are solved iteratively, by guessing a droplet velocity and solving
through until the velocity in Equation 4.25 matches the initial guess.

The Weber numbers of the drops with diameters measured during the Rod Bundle Heat
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¢ Tabulated results of Kataoka et al. correlation

e Curve Fit to the tabulated data
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Figure 4.2: Volume fractions for small droplet field vs. D,/ Dy, [7]

Transfer (RBHT [114]) tests are calculated based on the relative drop velocity computed
as described above. The COBRA-TF criteria for droplet size indicates that droplets with
weber numbers smaller than 150.0 are considered to be part of the “large” droplet field [115].
The droplet diameter corresponding to a Weber of 150 from evaluation of the RBHT results
is 0.00221 ft (0.0674 cm) [7]. Therefore, the upper diameter for small droplets using the
COBRA-TF criteria is 0.00221 ft, which can be used in D/D,,,.

Figure 4.2 summarizes the volume fractions for the small droplet field with different
D,/ Dy, ratios, where in this case, D, represents the smallest diameter of a large group
droplet. The Sauter mean diameter can be used in Equation 4.21 to obtain D,,,. Then, using
the upper diameter for small droplets (0.00221 ft), the volume fraction of small droplets can

be found from Figure 4.2.

Horizontal Entrainment Distribution The gravitational term in Equation 4.25 indi-
cates that the droplets are assumed to be flowing upwards in this scenario, and the gravi-
tational force acts to slow the droplets. In horizontal flow, the gravitational force does not
apply in this way. The velocity vector in horizontal flows does not act in the same direction
as the gravitational direction. The drag force multiplied by the droplet velocity in a hor-
izontal flow does not balance the gravitational force. In part due to these differences, the

distribution of large and small droplets entrained into horizontal flows requires a different
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model.
Data for droplet size in horizontal entrainment conditions is sparse, so the droplet size
distribution for vertical flows described in the previous section will be applied to horizontal

flows as well.

Discussion of Droplet Entrainment

The preceding sections provide necessary closure models for the droplet entrainment terms
in Equations 3.65, 3.66, and 3.67. The entrainment terms are SZ/Q g and SgD,E, which are
for large and small droplet entrainment, respectively.

The closure models solve for these terms depending on the orientation and flow conditions.
For the vertical annular and froth regions, the entrainment rate is determined as shown in
4.1.1, then the distribution of those droplets into the “small” and “large” droplet fields is
determined as described in 4.1.1. For horizontal annular flow, the entrained droplets are all

assumed to be part of the small bubble field.

"

4.1.2 Droplet Breakup Terms (SZDEB, S1p.5B)

The mass balance equations for the droplet fields include terms to account for the breakup
of the droplets due to effects from the vapor flow or spacer grid impact. Large droplet flow
breakup is represented in the governing equations by SZID’ rp- T'wo types of flow breakup are
possible, bag-type and shear (stripping) breakup.

In addition to breakup due to flow effects, large droplets that impact spacer grids can
be broken up into smaller droplets. This type of breakup is represented in the governing
equations by the source term SZID, sp, which can be computed using methods described in

[7].
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Figure 4.3: Bag-Type Breakup [§]

Bag-Type Breakup

Bag-type breakup occurs when the large droplets deform into a bag shape. The small droplets
then break out of the center of the bag shape, as shown in Figure 4.3. The critical Weber

number for bag-type breakup is 12 [7]. The Weber number is calculated:

2
v Do
we = 21U = Ua) (4.26)

g

If the Weber number is larger than 12, then bag-breakup can occur. The time that is
required for bag breakup to occur can be used to determine the droplet generation rate. The
time required for breakup is determined by Equation 4.27 [7], using the liquid and vapor
densities, the initial droplet diameter (D,), and the initial vapor velocity (relative to the

droplet - u,,).

D,
toe = 6.5-2 |21 (4.27)
Uyo Py

The model will compute the Weber number for the large droplet field within a volume.

If it is greater than 12.0, then droplet breakup can occur. The rate of droplet generation is



184

then:

1" Pr&LD
SLD,BB = tork (4-28)

The ratio of the diameter of the largest drop generated by bag breakup to the diameter
of the original large drop (ay,) is 0.2 [7]. The limit log normal distribution combined with
that ratio gives a formula for the Sauter mean diameter of the droplets resulting from the

breakup.

1
DSM,bagtype = gafrDo (429)

Once the Sauter mean diameter is known, a volume ratio of the large drops remaining
after breakup and the generated small drops can be used to give the ratio of large drop mass

to small drop mass. [7].

- 3
Momat _ § (Dsatingrpe)” _ (545 D0)” _ <1af )3 (4.30)
Miarge T (D,)’ (D,)? 3
And, since ay, ~ 0.2 [7]:
Momall - .0003 (4.31)
Miarge

Stripping Breakup

Stripping, or shear breakup is characterized by the fact that the large droplets do not main-
tain their shape as they break up. Shear breakup occurs in flows with high vapor velocities.
The high velocities stretch the large droplets into extremely distorted and elongated shapes,

which then shear off into smaller droplets. The critical Weber number for this type of breakup



185

is 50.0 [7]. If the Weber number for the large drop exceeds 50, then stripping breakup occurs.
The time required for droplet breakup is used to determine the rate at which breakup occurs.

The time for break up is:

DO Pf

Uro Pg

tstripBU = (4.32)

The same method is used for calculating the stripping breakup rate as was used for the

bag-type breakup.

1" Pfr&LD
LD,StB —

(4.33)
tstripBU

The value of ay, for stripping breakup is 0.1 [7]. The Sauter mean diameter can be found
as for bag-type breakup, using ay, and the upper limited log normal distribution. Using the
same forms as shown in Equations 4.29 and 4.30 but replacing bagtype with strippingtype,

and setting as, ~ 0.1 for the stripping type of breakup, we can show:

Msmall

~ 0.000037 (4.34)

Miarge

The bag-type breakup and stripping type breakup sources can be applied based on the
computed Weber number to give the source term for total aerodynamic breakup of large
droplets (SZ’D,FB).

There is a sharp discontinuity in the source term for droplet breakup where the model
switches from Bag-Type to Stripping breakup. This change occurs at a Weber number of
50, and is shown in Figure 4.4. As seen in the figure, the jump between the types of breakup
is very large. This suggests another potential area of research. Additional studies may be
able to reduce the size of the jump.

The numerical solution methods used for solving the system of governing equations do
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Figure 4.4: Flow Breakup Source Terms

not work well across sharp discontinuities. Instabilities resulting from the discontinuity can
cause the calculation to fail. A sigmoid function that ranges from 0.0 to 1.0 will be used to
smooth the transition between the bag-type and stripping-type source terms. The sigmoid

function that will be used to smooth the step change is shown in Equation 4.35.

1

The terms in Equation 4.35 are:

¢ = Smoothing multiplier for the two breakup functions

x = Independent value from the functions - in this case, the Weber number

20 = Point at which the discontinuity occurs - 50 in this case

¢ = Range over which the functions will be smoothed - 2 in this case

The sigmoid function is a multiplier to the bag-type and stripping breakup source func-
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Figure 4.5: Flow Breakup Source Terms

tions as shown in Equation 4.36.

Sflowfbreakup = (1 - 6) fl + €f2 (436)

Where f; is Equation 4.28 and f, is Equation 4.33. The resulting smoothed function is

plotted with the discontinuous functions in Figure 4.5

Spacer Grid Impact

When large droplets impact against a spacer grid, the drop can be split into two large
droplets, or it may split into a single large droplet and many small droplets [7]. If the
impact is sufficiently forceful, the droplet may be completely shattered, producing only
small droplets. The amount of small droplets that are generated by spacer grid breakup is
related to the size of the impacting drop and the fraction of incident drops that contact the

grid. The mass of small drops generated after breakup is a function of the entrained drop
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flow rate and grid blockage area [7]:

A
MpB = e (A—g) mg (4.37)

Where 7. is the grid efficiency factor, which relates to the portion of the drop that is
shattered into microdroplets. The area of the grid is represented by A,, and the channel
area is A.. The mass of droplets entering the grid is mpg, and the mass of small droplets
resulting from grid impact is mpg. FEBA and FLECHT-SEASET experiments have shown
that 7, can be taken as 0.6 [7]. The same grid efficiency is used for the large droplet breakup
as well as the further breakup of small droplets.

The source term for small droplets can be generated by dividing Equation 4.37 by the
volume of large droplets within the control volume.

" T]eAng
SSpchrkup -

4.38
AcorpVeen (4:38)

The Weber number is again used to determine the size of the drops resulting from the
impact. The Weber number and Sauter mean diameter of the small droplets can be calculated

using the following equations [7].

VA D
Wep = PrVo, 71 (4.39)
o
D, = 6alrgdrp (440)

Aia
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Ds

I

= 6.16TWe, > (4.41)

Where Dj is the diameter of the drop impacting the spacer grid, and Dgy; is the Sauter
mean diameter of the “small” droplets, based on experimental results. The interfacial area
concentration is the ratio of the total droplet interfacial area and the total cell volume (A4; ).
The droplet volume fraction is represented by ;. 44rp. If the Weber number is small enough,
the size of the fragmented “small” drops will be on the same order as the impacting drop.
When that happens, no shattering occurs, and the “shattered” drops remain in the large
droplet field.

The data produced by the FLECHT-SEASET tests indicate that for Weber numbers
lesser than 150, the “broken” drops are large enough to remain in the large drop field [7].
For larger Weber numbers, more of the impacting drop will be broken into small droplets.
If the Weber number is greater than 250, the impacting drop is completely shattered, and
only small droplets are produced. The fraction of small drops generated by the spacer grid

impact can be computed using equation 4.42.

We — 150

_ We—1:0 4.42
“~ 250 = 150 (4.42)

When the small droplet fraction is multiplied by the spacer breakup rate as shown in

Equation 4.38, the source term for the small droplet field is produced.

" NeAgmp
S =9 = 4.43
SD,SBu A Voot € ( )

The large droplet field source term is obtained by multiplying 4.38 by (1 — €).

1 Ne Ang

=———(1-— 4.44
SLD,SBu A pVot ( €) ( )
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4.1.3 Droplet Coalescence Term (ngD’O)

Suitable droplet coalescence models could not be located in the literature. Models of the
detailed mechanics of interactions between two droplets were found [116], but could not be
applied to the present study, since they could not be converted into a rate of coalescence
within a droplet field. Additional models of the distribution of droplets in a flow field [117]
were evaluated, but could not be adapted to the needed application of field exchange.
Until more suitable models are made available, droplet coalescence will be modeled using
the same techniques that are used for bubble coalescence, which is described in section 4.2.3

of this article.

4.1.4 Droplet De-Entrainment Terms (SZQDE, S;/D,DE)

Once droplets are entrained in the vapor flow, they can rejoin the continuous liquid phase
by de-entrainment processes. In Equations 3.65, 3.66, and 3.67, the droplet de-entrainment
is represented by the terms S£'D7 pp and Sg’a pp, which are for large and small droplets,
respectively. As with the droplet entrainment models, the mechanisms for de-entrainment

vary based on flow orientation, either vertical or horizontal. The following sections discuss

the de-entrainment models for these orientations.

Vertical Annular Flow De-Entrainment

The vertical annular flow regime is characterized by a liquid film coating the walls of the flow
path, with a vapor core. One example of this flow regime occurs during reflood conditions,
where the upper region of the fuel rods is (relatively) cool, meaning that it can be coated
with a liquid film. The point at which the flow regime transitions to vertical annular flow

often has a “froth front” where the coolant surface resembles that of a pot of boiling water.
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Droplets that are entrained at the froth front can be de-entrained when they impinge on
the film layer further up in the annular flow regime due to turbulence in the flow. The

de-entrainment rate for vertical film flow is [115]:

ke ACP,AX
Spg = ——— (4.45)
Veeul
Where:
AC = StotdrpPf (4.46)
Qtotdrp + ay
ks = max (3.0491 x 10"0°%* 12.4915°%%%) (4.47)

Where the cell height is AX, cell volume is V., k, is a mass transfer coefficient, and AC
is the droplet concentration gradient in the channel.
No significant difference in droplet deposition rate is expected due to droplet size. Thus,

for vertical annular flows, the source terms Syp pr and Ssp pr are both computed by equa-

tion 4.45.

Horizontal Flow De-Entrainment

Droplet concentration is not uniform in horizontal droplet flows. Gravity acts on the droplets
entrained in the flow, increasing the density of droplets in the lower portion of the pipe cross

section. The local rate of deposition is [111]:

C C %%
Rp =kp (C—W> Cp = kDC—W (Séf) (4.48)
B B

In the above equation, Cyy is the droplet concentration near the wall, C'z is the bulk
droplet concentration, and kp is the local droplet deposition velocity. For purposes of this

calculation, droplet concentration is the mass of droplets per unit volume.
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The ratio of the droplet concentration at the wall to the bulk concentration is defined as:

Cw _ exp (—vur/c)
Cp  (%=) [y lexp (~ver/c)] (sin6) df

(4.49)

Where 6 is the angular position within the pipe measured from the bottom of the pipe.
The droplet terminal velocity (ur) in Equation 4.49 is dependent on the droplet diameter,

and is computed by Equation 4.50.

_d"g (py— py)

- 4.50
T 139000 (4.50)

In equation 4.50, d is the droplet diameter, g is the acceleration due to gravity, p is the
density of the (L)-Liquid or (G)-Gas/Vapor, f, is the vapor viscosity, and Ug is the vapor
velocity.

In Equation 4.49, y is the vertical position within a horizontal pipe. It is computed from

the pipe radius and the angle as shown in Equation 4.51.
y=R(1—cosbip) (4.51)

Where 6;,; is the angle measured from the bottom of the pipe to the point where the
water /vapor interface contacts the pipe.
The turbulent diffusivity of the drops (¢) in Equation 4.49 is computed using the following

equation:
¢ =—(P/2)v's (4.52)

In the above equation, D is the diameter of the pipe. The empirical coefficient ¢ is dependent
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on the pipe diameter, and has been found to range between 0.04 and 0.08 [111]. The friction

velocity (v*) is:

v = Ug (£if2)*° (4.53)
where:
0.5 ATV \ 02
= [1+ (61F°5 2} 0.046 G 4.54
fi= |1+ (61777 Dr (454)
0.5 R
ol 075 ( iIéF> (4.55)
gy’ Reg
1/3
v = [(o.meg-;)g + (o.ozgReggﬂ (4.56)
AW r
R = 4.57
€Lr 7Dy ( )

Cw, Cp, and kp from equation 4.48 vary around the circumference of the pipe. We can

average these values around the circumference as shown in Equation 4.58.

CW 1 T CW
kp—— ) = — k — | df 4.
<D%> WA w(%> (4.58)

Substituting 4.58 into 4.48 gives the average deposition rate around the pipe per unit area:

(Rp) = <kDg_‘;/> Z,Vé’; (4.59)

To convert equation 4.59 into the correct form for use in the governing equations, it must

be divided by the length of the control volume.

" CW WLE
S =kp——7—— 4.60
HrzSD,DE D OB SQG’LCell ( )



194

Where the averaging notation has been removed for simplicity.

4.2 Closure Models for Mass Balance Closure of Vapor Phase

The development of the mass balance equations for the six-field model are documented in
Chapter 3. The three equations for the vapor phase are Equations 3.68 (Continuous Vapor),
3.69 (Large Bubble), and 3.70 (Small Bubble).

The source terms in the mass conservation equations represent the physical phenomena
that cause the vapor in the flow to change from one field to another. Such mechanisms
include breakup from impact with spacer grids and breakup due to shear with the liquid
phase. The source terms are determined using multiple correlations. It is impossible to solve
the six field equations for the vapor phase without adequate closure models that solve for
the source terms.

The key source terms related to the six-field model in the above equations are:

1"

e S5 - Large bubble entrainment in vapor from continuous vapor field

1

Sspy,p - Small bubble entrainment in vapor from continuous vapor field

1

Sip.pE - Large bubble de-entrainment into continuous vapor field

11

Sspu,pr - Small bubble de-entrainment into continuous vapor field

11

S1p.sp - Breakup of large bubbles into small bubbles due to spacer grid impact

g

S1p.rp - Aerodynamic breakup of large bubbles into small bubbles due to flow effects

1"

Sspu,c - Coalescence of small bubbles into large bubbles

The closure models that will be used to solve for each of these terms are discussed in the

following sections.
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1"

4.2.1 Bubble Entrainment Terms (S/L"B’E, Sspu.p)

The bubble entrainment terms in Equations 3.68, 3.69, and 3.70 are Spp g, and SspuE
(large and small bubbles, respectively). Bubble entrainment occurs when slugs or waves of
coolant reconnect with the continuous liquid field, bringing vapor bubbles with them. An
exhaustive literature search has not encountered any usable models for a bubble entrainment
rate for use in the six field model. The lack of a usable model for bubble entrainment offers
two possibilities for resolution. Either the entrainment of bubbles can be neglected, or a
potentially less applicable model can be used. Until suitable bubble entrainment models
are developed, it is recommended that the droplet entrainment model (see Section 4.1.1)
be implemented as a bubble entrainment model. Although this model is not designed to
reflect bubble entrainment, it will allow testing of the impact of the bubble entrainment

phenomenon.

1" 111

4.2.2 Bubble Breakup Terms (S;p rp, Srp.sp)

Bubbles can be broken up by flow effects and spacer grid impacts, in much the same way
that droplets are broken up.

Spacer grid breakup of large bubbles is represented by source terms in the governing
equations (3.69 and 3.70). Bubbles resulting from spacer breakup may all be small bubbles,
or may have a large bubble and some small bubbles.

Governing Equations 3.69 and 3.70 include a term for breakup of large bubbles due

to aerodynamic effects - Sy pp. There are three primary modes for aerodynamic bubble

breakup. These are:
e Turbulent impact

e Shear off

e Surface instability
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Breakup by turbulent impact occurs when turbulent liquid eddies of sufficient size im-
pact a bubble and cause it to break into smaller bubbles. Bubble shear off refers to a cap
bubble that develops a “skirt” from which small bubbles are sheared off. Breakup by surface
instability is caused when the bubble grows to sufficient size that surface tension is no longer
able to hold it together, and it breaks into smaller bubbles.

The flow breakup equations presented here were originally developed to determine the
rate of change in area concentration for the bubble fields. Interfacial area concentration is
the interfacial area per unit mixture volume (™*/m3 or m~1), which means that as originally
developed, the equations presented here have units of 1/ms.

The source terms for the governing equations (see Equations 3.68, 3.69, 3.70) are in units
of k9/m3s, so the area concentration equation should be adjusted to provide the correct units.

The area concentration is effectively:

Ato
Area Concentration = —% (4.1)
tot

In order for the area concentration shown above to be used in the governing equations,
it must be modified to have units of ¥9/m3. Since we assume that the large and small bubble
fields are of different but uniform size, we can compute the number of bubbles in a given

field by dividing the total area by the area of a single bubble.

(4.2)

The total volume occupied by bubbles can be computed using the number of bubbles and

the volume of a single bubble:

‘/bub,tot = Nbub X %ub (43)

With a known total bubble volume and the density of the bubbles, the mass of the
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bubbles may be computed. By substituting Equation 4.2 into Equation 4.3, we get:

Viub,tot = Aot X (4.4)

The area and volume of a single bubble can be computed by assuming the bubble is of

spherical shape and using the bubble radius (rpy).

4
Vo =z (4.5)

Abub = 471'7“2 (46)
Substituting Equations 4.5 and 4.6 into Equation 4.4, we obtain:

Tby
Viub,tot = Aot X ;b (4.7)

Equation 4.7 shows that if the equations for rate of change of area concentration are mul-
tiplied by pewsreus/3, the correct units for use in the governing equations (*9/m3s) are obtained.

This has been done for the bubble breakup equations presented in the following sections.

Turbulent Impact

Turbulent impact results when sufficiently large turbulent eddies impact a bubble and cause
it to break up into two smaller bubbles. The turbulent eddy must be large enough to start
the breakup, but not so large that it just pushes the bubbles around.

This model assumes that eddies up to 50% of the bubble size will not be large enough
to cause bubble disintegration. The model was developed more completely in [9], and is
summarized here. Breakup criteria depend on the eddy energy and the bubble surface

tension. A critical Weber number based on the balance of these two effects is:

Pz Dy

WQQT] = (48)
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For air bubbles in water, the critical Weber number ranges between 2.3 and 8.0 [118].
The critical eddy velocity for bubble breakup is u; in Equation 4.8. It can be computed

using Equation 4.9.
w2 =2.0(xDy)” (4.9)

Where y is the turbulent kinetic energy dissipation rate per unit of mixture mass, and
Dy, is the bubble diameter.
If the Weber number of the flow is greater than that computed using Equation 4.8, then

bubble breakup by turbulent impact is possible. The flow Weber number is:

_ psDy

We (4.10)

g

Where wu; is the average turbulent eddy velocity.

Small Group Bubble Breakup Breakup of bubbles within the small bubble group can

be computed as shown in Equation 4.11 [9].

A;’@B Weerrss
SSBU,SB’U/,TI — 012CTI,SBUX1/3 (1 - Oét) Zé/S e X eXp (_—I/I/C, : U) X
€SBu

XSBu (4.11)

Wec,TI,SBu PgTSBu

1—
WeSBu 3

The adjustable coefficient (Cry) for turbulent impact of small bubbles is 0.03. The critical
weber number for turbulent breakup of small bubbles is (We. s spy) is 6.5 [118]. In order
for breakup to occur, Wegp, must be greater than We.rrsp,. Equation 4.10 is used to
compute Wegp,, which has u; g, and Dy, sp, in place of u; and D,

Small bubbles breaking up into smaller bubbles does not affect the overall volume fraction
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of small bubbles, but it does affect the average size of the small bubbles. Tracking the
breakup of small bubbles makes it possible to follow the changing average diameter of the

small bubble field.

Large Group Bubble Breakup The breakup of bubbles in the large bubble group is more
complicated, since there can be multiple bubbles resulting from the breakup which may be
large enough to still be in the large group, or they may be small enough to be considered
small bubbles. This model assumes that the bubble breaks up into two “daughter” bubbles.

A generation rate of small bubbles from the large bubble turbulent breakup can be obtained

[9]:

NG (R (1 - (R

1

SLB,SBu,TI ~ 2-710TI,LBOCLB (1 — Oét) 773 X
R s (4.12)
WeerrLi Weerr L pgriB
oxp [ —ceTLLB ) [
Werp Werp 3

Where G is the narrow dimension of the flow channel that was used in the development of
the correlation. In the case of more typical pipe flows, the value of G will be set to the pipe

radius. The dimensionless radius of curvature for a cap bubble is R}, which is computed as

(4.13)

Where the radius of a bubble on the boundary between the small and large bubble groups
is R., and the maximum radius of a large group bubble is R,, 1.5.

A generation rate for large bubbles resulting from the turbulent breakup of a large bubble
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18:

11 X1/3G
Seprprr = 1.4Cr pparp—g— (1 —ap) (1 = 2R() %
mip (4.14)
exp | — Wec,TI,LB 1— WGC,TI,LB Pg"LB
WeLB WeLB 3

Where the adjustable coefficient (Cr) for the large bubble turbulent impact breakup is
0.02, and the critical Weber number is 7.0.
As for the small bubbles breaking up into smaller bubbles, this model enables the code

to track the changing average size of the large bubble field.

Shear Breakup

Shear breakup occurs when smaller bubbles are sheared off of the rim around the base of
a cap bubble. The viscous interaction between the liquid flow and the bubble surface acts
against surface tension and generates a “skirt” at the rim of the large bubble. This skirt is
a thin layer of vapor. If the interacting forces are strong enough, bubbles can be sheared off
of this vapor layer.

The model summarized herein comes from [9]. It assumes that the skirt is straight and
perpendicular to the cap bubble base. It is also assumes that the bubbles that shear off
of the skirt have a diameter that is equivalent to the skirt thickness, and that bubbles in
the small bubble group do not experience shear breakup. Figure 4.6 shows bubble shear
breakup.

The maximum diameter of the stable small bubbles that shear off with the liquid can be

estimated as:

3/5 3/5
dsmaz = (Weca) X 7o (i) Gy (4.15)
2py Pf

where We, is the critical Weber number for bubble breakup, and v,; is the relative velocity
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Figure 4.6: Small bubbles shearing off the rim of a large (cap) bubble

of a cap bubble with respect to the liquid around the bubble base.

Equation 4.15 represents a theoretical upper limit for small bubble size based on a critical
Weber number for bubble breakup. Using a best fit to the experimental data from [118],
Equation 4.16 for the small bubble diameter is obtained [9]. This expression accounts for

fluid property effects that are not represented in the theoretical upper bubble limit.

dy = Cy (1)3/5 G (4.16)
P
where Cy is an empirical constant that is 4.8 based on air/water experimental results.
It is assumed that the bubbles that shear off of the larger bubble are all of the same size
[9]. If the large bubbles have a Weber number greater than the critical Weber number for
shear-off (We,.so - see Equation 4.18), and if the large bubble volume is bounded by Vso .
(the smallest bubble that can experience bubble shear-off) and V;,, .5 (the largest volume

for a bubble in the large bubble group), the source term for small bubbles generated is:

T W C ’ u
Sip.5B,50 = 64.5103005% [1 = ( Ce.50 ) ] PoTSE (4.17)
m,LB

The shear off coefficient (Csp) is determined based on experimental results to be 3.8 x 1075

[118]. The critical Weber number for bubble shear off (Wego ) is 4500 [118].



202

The critical Weber numbers for shear off breakup and maximum large group bubbles are:

2002 Rso.c
Weeso = 2P1Urp IS0 (4.18)
g
2002 R,
Wemrs = 2P fUrpltm, LB (4.19)
g

where bubbles with a Weber number larger than We. so get sheared off.

Instability Breakup

Surface instability is caused when the bubble grows to sufficient size that the surface tension is
no longer strong enough to hold the bubble together, and it breaks up [9]. The mechanisms
that result in bubbles of sufficient size for this type of breakup are coalescence or wake
entrainment. Bubbles in the small group that experience coalescence interactions are not
likely to exceed the critical volume where instability will result in bubble breakup.

Bubbles in the “large” group are therefore assumed to be the primary source of instability
breakup. This occurs when two large cap bubbles coalesce together by wake entrainment or
random collision, and then immediately break up due to surface instability. Thus, no net
change in the large group volume occurs.

The total rate of breakup from surface instability, including wake entrainment (WE) and

random collisions (RC), is [9]:

" 2 g -t (2) X1/3 ag 7/6
S o~ 1250 (—) c ( ) «
LB 5Bu.SI >\ g (pr — py) w2\ g(ps — py)

(4.20)
[1 —exp (-CRCQa;/Qﬂ 123 x% 10‘4055),3\/CD29G} i QZLB

The relationship between the size of the eddies and the distance between bubbles is

captured by the C'reo coefficient which has been found to be 3.0 in water and air experiments

[118]. The other experimental coefficients in the above equation are [118]: 01(%2()1 = 0.005 and
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C’I(,[%)E = 0.005. These three coefficients account for the various effects of the flow on the
random collision and wake entrainment processes that cause large bubbles to coalesce into
larger bubbles that are then subject to breakup by instability. Thus, these coalescence terms
are important in the calculation of instability breakup.

Flow conditions will determine which of the three methods of flow breakup is appropriate
for the calculation. To a significant degree, the Weber number can be used to determine if
turbulent impact, shear breakup, or instability breakup is the more likely condition. Once
the probable type of breakup is determined, the appropriate model for the source term will
be used in the solution of the six-field equations. For flows in a transition region between the
known models, interpolation between the source terms for each breakup type will be made

based on the Weber number.

Spacer Grid Impact

The term for spacer grid breakup of large bubbles is SZ’B’SB in the governing Equations
(3.69 and 3.70). The model for droplet breakup by spacer grid impact (Section 4.1.2) will
be used to model the breakup of bubbles by the spacer grids. The Weber number used for
the droplet breakup criteria is 150. This number may need to be adjusted in the future if
suitable data becomes available for comparison. It is expected that differences in viscosity
and surface tension for the bubbles will have an impact on the breakup model. Models

specific for bubble breakup will need to take these characteristics into account.

4.2.3 Bubble Coalescence Term (Sngc)

111

Bubble coalescence is represented in Equations 3.69 and 3.70 by Sgp, o Bubbles coalesce

by two principal mechanisms:
1. Random collisions

2. Wake entrainment
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Random collisions occur when turbulent eddies of roughly the same size as the bubbles
cause the bubbles to impact with enough force to coalesce. Collisions between multiple
bubbles are assumed to be infrequent events, so collisions will be assumed between two
bubbles only [9].

Wake entrainment occurs when one bubble follows in the wake of another bubble. The
bubble in the wake accelerates and coalesces with the leading bubble. The trailing bubble

must be equal to or smaller in volume than the leading bubble for wake entrainment to occur

[9].

Random Collision Coalescence

Random collisions can occur between two bubbles that are both in the small bubble group,
between a small bubble and a large bubble, or two bubbles in the large bubble group. In
each of these cases, the liquid turbulence is considered to be the driving force causing the
collisions. In real flows, the bubbles move randomly and may move away from each other
and not collide. Once they do collide, it is still possible that they will not coalesce if the
eddies are not strong enough. Terms are included in the models presented here to account

for these uncertainties.

Coalescence of Small Group Bubbles When small group bubbles collide, there are two
possible outcomes. The resulting bubble may be small enough to still be part of the small
bubble group, or the bubble may be large enough that it is now in the large bubble group.
The source term for the first case, where the resulting bubble is still part of the small bubble
group is shown below [9]. Although the bubble remains in the “small” bubble field, it is still
important to track the increase in these bubbles, since it will have an impact on the average
diameter of the small bubbles. Increasing average diameter of the small bubble field will

result in more large bubbles being generated by coalescence mechanisms, since the starting
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bubbles will be larger.

13 1/3  5/3
X aSBuai,SBu

1/3 1/3 /3
OéSBu,mam aSBu,ma:r — Qgpy

1/3 1/3
1 C aSBu,maanBu PgTSBu
—e&Xp | —CUrc1 1/3 1/3 3
aSBu,max — Qgpy

1

1
SSBu,SBuRc = _017022'

(4.21)

where ng is an empirical coefficient that has been found to be 0.005 by experiment, and

ORCI is 3.0.

The source term for the large bubbles that result from collision of two small bubbles is

[9]:
1 CY2 uaj/S a;{;u maxa;’/;u
SSB.LBRe ~ 0.6801%)(1/32/”:3—1 1 —exp | —Crc 7 ’ 7 X
SBu,maz ASBumar — YSBu (4 22)
) 1/2 71/3 2 ’
14 0.7G7 <az,SBu> ( 0_ > (1 _ —D:z) Pg"SBu
A SBy g (pf pg) 3 3
where:
D,
AN
- ( ) (1.24)
T
6aspy
Dspa = aO‘SB (4.25)
1,S Bu

Coalescence of a Small Bubble and a Large Bubble The volume of the bubbles in
the small group is much less than that of the bubbles in the large group. It is assumed that
when a small group bubble coalesces with a large group bubble, the resulting bubble will not

exceed the maximum bubble stability volume, and it will remain stable after the collision.
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The transfer equation representing the net inter-group mass transport to the large group

is [9]:

5/3 9
" Qdp QL 10.3G
SSBULB,RC = 13.605BuLB,RCX1/3 52?: LB (1 —+ LB) X

G
LB (4.26)

1/3 1/3
1 C OéSBu,maacaSBu PgTSBu
- eXp - RCl 1/3 1/3 3
aSBu,mam — Qgpy

Coalescence of Large Group Bubbles If two large bubbles coalesce, the resulting bub-
ble may be larger than the maximum bubble size. When that happens, the resulting bubble
will break up almost immediately due to surface instability effects, which was discussed in
section 4.2.2.

If the resulting bubble is still small enough to be stable, then it will remain part of the
large bubble group. The rate of mass generation can be computed as [9]:

" (2) OZ%BXVS 4/3
SLB,LB.RC = _13'6CRCWRm,LBX

(1 —2.0(R)* + 9.0 > X (4.27)

Rm,LB

1o (~Cucat)] 28

Wake Entrainment

Bubbles from either bubble group (large or small) can be in the lead position for wake
entrainment to occur. Since the trailing bubble must be smaller than the lead bubble to
be contained within the wake region, if the lead bubble is from the small bubble group, the

trailing bubble may not be from the large bubble group [9].

Small Bubble Leading If a small bubble is in the lead position, the resulting bubble
(after coalescence) may remain in the small bubble group, or it may be large enough to join

the large bubble group.
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If the resulting bubble remains in the small bubble group, then the mass rate of change

for the small bubble field due to wake entrainment is [9]:

1 TsSBu
SSB,SBWE = _0‘2701(/11/)E'UT7SBUCID/?SBuaiSBupg 3B (4.28)

Where the wake entrainment coefficient (C"(,é)E) is 0.002, u, gp, is the relative velocity

of the leading small group bubble, and Cp gp, is the drag coefficient for the leading small
bubble [9]. While this interaction does not outwardly change the total amount of small
bubble volume within a control volume, tracking these interactions allows us to increase the
average diameter of the small bubble field. Once the average diameter of the field of small
bubbles increases to sufficient size, they will begin to transition to the large bubble field.
Thus, Equation 4.28 captures an important part of the small bubble interactions.

If the resulting bubble is large enough to be in the large bubble group, the source term

for the large group bubbles from wake entrainment is:

1

11,2 1 Q'SBui,SBu 2,
SSB7LBWE = 1'0801(/1/E )urch/?SBuT (1 - §DC,SBU> X

14 0.7G7* ( az’,SBu) 2 ( o )1/3 PgTSBu
QSBu 9(ps— pg) 3

Where the coefficient for two small group bubbles combining to make a large group

(4.29)

bubble (C{%?) is 0.002 [9].

Large Bubble Leading When a large bubble is in the lead position, the trailing bubble
may be either a large bubble or a small bubble. In the same way as for random collisions,
the resulting bubble may be stable, and remain in the large bubble group, or it may become

unstable, and break up by surface instability, as discussed in section 4.2.2.
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The net contribution to the large bubble field for entrainment of a small bubble is [9]:

" 12,2 QCD,LB 1 G PgTLB
Sep i = 261055 aspuors) ey (1 +4.31RmLB> = (4.30)

The mass rate of change for entrainment of a large bubble following a large bubble is:

11

a? T'SBu
St o = ~15.9CK s 752=/90p G (1 + 05LR) Py = (4.31)

m,LB

4.2.4 Bubble De-Entrainment Terms (SZ/B7DE, S;/BU’DE)

Bubble de-entrainment occurs when the bubbles entrained in the continuous liquid encounter
and rejoin the continuous vapor phase. Thus, they leave the bubble field and rejoin the
continuous vapor field. De-entrainment is represented in Equations 3.68, 3.69, and 3.70 by
52'37 pp and S,S,‘/Bu, pg- The mechanism of this interaction is simple, but a literature search
has not encountered any usable models of a bubble de-entrainment rate that is applicable on
an average basis to a field of bubbles. Individual bubble models are plentiful, but not easily
applied to the six-field model.

As was done for the bubble entrainment model discussed previously, the droplet de-
entrainment model (see Section 4.1.4) will be implemented for bubble de-entrainment. Con-
sideration will be made to reverse the effect of gravity, since the bubbles will experience

a buoyant force that counteracts the gravitational pull that accelerates the droplet de-

entrainment. This model may be replaced as more applicable models are developed.

4.3 Mass Closure Validation

The six-field model utilizes the two-field RELAP5-3D code as a developmental starting point.
The mass conservation of the two-field code is validated as part of the developmental assess-
ment. The details of the experiments and data that are used for validation are discussed in

[100]. The same experiments and procedures are applicable to the six-field model validation,
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so this section will only discuss the validations of the additional components of the mass
conservation that make up the six-field model. Validation of the proposed six-field model

should include comparisons of key model parameters to available experimental data.

4.3.1 Metrics of Interest for Validation

The proposed six-field model introduces a significant number of new parameters. Some of

the metrics that will be used to validate the model are listed below.

Droplet or bubble size

Rate of bubble or droplet entrainment

Rate of bubble or droplet de-entrainment

Rate of phase change at bubble or droplet interface

Rate of bubble generation at the wall

Velocity of bubble or droplet field

Two major categories of experiments can be used in the validation effort. Separate effects
tests may be used to validate single parts of the model, such as those listed as metrics of
interest above. Integral effects tests are used to validate the model as a whole. The following
sections will discuss the types of tests recommended for the six-field model validation in

greater detail.

Separate Effects Tests

A separate effects test that might be used to validate the droplet or bubble size would
provide sufficient data to compute the size of the bubble or droplet for comparison to the
values obtained in the model. A potential experiment would be one with a tank of water

and bubblers located at the bottom of the tank. By changing the rate of the air entering the
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tank or the size of the nozzles, the size of the bubbles could be varied. A model of the tank
could be developed for the six-field code and the results compared for validation purposes.
A similar technique could be used with a spray nozzle and droplets.

For entrainment/de-entrainment validation, an experiment with stratified flow within a
channel could be used. By varying the velocity of the air/vapor in the channel, droplets
could be entrained. High-speed video could be used to measure the rate of entrainment or
de-entrainment of the droplets or bubbles. In addition, the size of the droplets and bubbles
could be measured for comparisons to the calculation.

The rate of phase change at the interface of the bubble with the liquid or the droplet with
the vapor field would also need to be measured based on high speed video of an experiment.
A suitable experiment may include subcooled or superheated water sprayed into a steam
chamber, and video recording of the resulting droplets to monitor the rate that the size of
the droplets changes. The mass crossing the boundary could then be computed based on
the change in droplet size.

A similar experiment could be conducted to determine the rate of change for vapor
bubbles. In a bubble experiment, the superheated or subcooled vapor would be injected into
the bottom of a tank of water. As the bubbles rise to the surface of the tank, the reduction
in pressure at the shallower water depth would result in an increase in the size of the bubble.
This effect would have to be subtracted out from the size measurement of the bubbles for
calculating the amount of mass crossing the phase boundary.

Many experiments have been conducted to show the rate off bubble growth at a wall,
both with and without forced flow near the wall surface. Those experiments would be
suitable for comparison to the computed rate of bubble generation at the wall from the
six-field model. These experiments would also provide heat transfer rates at a range of wall
superheat conditions.

Experiments that use high-speed video or rapid-fire still photos to track bubbles in a

two-phase flow field would provide the data necessary to validate the calculated bubble or
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droplet velocities from the model. These experiments often use software to compute the
bubble velocity from one frame to the next based on detailed knowledge of the distance the

bubble travels. The distance is measured by use of a uniform grid placed behind the flow

field.

Integral Effects Tests

Two cases each from the FLECHT-SEASET and the RBHT rod bundle reflood tests are rec-
ommended for comparison against the proposed model described in the previous chapters.
The FLECHT-SEASET and RBHT tests included vertical rod bundles. Both tests included
spacer grids, and data was collected for the rod temperatures, quench front locations, liquid
mass stored in the bundle and liquid and steam temperatures. This data can be used in the
comparison to the results computed by the modified and un-modified RELAP code. The pa-
rameters measured in these tests (quench front location, liquid, and steam temperatures) are
a function of many facets of the hydrodynamic model, and thus test the overall performance
of the six-field model, rather than a specific aspect. These experiments will be described in
greater detail below.

The RBHT experiments are of longer duration than the FLECHT-SEASET experiments.
This allows more time for the dispersed flow film boiling conditions to be established. The
RELAP model of the RBHT experiments consists of a single channel. The heated rods were
modeled with a single cylindrical heat structure, the unheated rods were similarly modeled,
and the housing was modeled with a third heat structure.

The heated rods are made up the following layers: a boron nitride insulator, Monel K-
500 heating element, an additional layer of boron nitride, and clad with inconel 600. The
unheated rods are a cylinder of inconel 600 material. The heat structures are sized to have a
cross sectional area and wetted/heated perimeter consistent with the total area of the rods
in the experiment.

The analysis was performed using a model of a single channel that represents the 161
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heater rods, 16 unheated rods, and the housing from the FLECHT-SEASET tests. The
model is similar to that used for the RBHT tests, in that three heat structures are used to
model the heated rods, unheated rods, and housing from the FLECHT-SEASET tests.

The heater rods have 4 layers. As before, there is a boron nitride insulation layer, the
heating element layer made of Monel K-500, another insulation layer of boron nitride, and
finally a cladding layer of stainless steel 316. Unheated rods are simple cylinders of stainless
steel 316.

Note that the RBHT and FLECHT-SEASET tests are already included in the develop-
mental assessment of the RELAP and TRACE codes.

4.3.2 Experimental Validation Discussion

The validation of the six-field model will involve development of input models for the system
code (RELAP) that reflect the separate effects test or integral effects test that is being
used for the comparison. The input model will be run using both the two-field and six-field
versions of RELAP, and the computed results compared to the experimental data. Where

necessary, input or models can then be modified to improve the performance of the code.

4.4 Mass Closure Model Discussion

This chapter has presented closure relationships that can be used to determine the source
terms added to the mass governing equations for the six-field model. These mechanistic
models attempt to quantify the amount of mass that is crossing from one field to another. It
is possible that these models will intersect for some situations, resulting in discontinuities or
conflicting transfer rates. It is important that calculational distance is maintained between
the models.

In the cases of droplet entrainment and de-entrainment, the correlations presented in this

chapter are applicable to different pipe orientations (horizontal or vertical), and different flow
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conditions (reflood or annular). Since the correlations are so case-specific, the code can easily
be adapted to use the correct correlation for the particular case. Where the pipe orientation
is ambiguous (such as for pipes angled at 45 degrees), an interpolation between the vertical
and horizontal correlations will be used. This is the same method currently used by many
system codes.

The breakup of droplets by the bag-type or stripping process is defined by specific Weber
number boundaries. Bag type breakup occurs only for Weber numbers greater than 12,
and stripping breakup is for Weber numbers greater than 50. These limits can be used as
boundaries for application of the correlations presented in this chapter. This same idea is
applicable to the bubble breakup mechanisms. As was stated in Section 4.2.2, the Weber
number can be used to differentiate between the bubble breakup models.

Bubble coalescence by random collision or wake entrainment could conceivably occur at
the same time in the same flow. The mass exchange that results is assumed to be additive
for the two mechanisms. In order for interactions to occur between large and small bubbles,
both fields must be present in a flow. Thus, if there are no small bubbles in the flow, the

models for large bubbles coalescing with small bubbles will not be activated.
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CHAPTER 5

Momentum and Energy Closure Models

The closure relationships that are necessary for solution of the six-field model momentum
and energy balance equations documented in Reference [106] are presented in this document.
The closure models that will be used for the energy conservation equations will be discussed

first, and then the closure for momentum equations will be described.

5.1 Energy Conservation Equations

The energy balance equations for six fields that are documented in Chapter 3 are not repeated
here. The energy balance equation for the continuous liquid field is Equation 3.104. Equation
3.105 is the energy conservation equation for small droplets. Equation 3.106 is for large
droplets.

The energy balance equation for continuous vapor is shown as Equation 3.107. Equation
3.108 is for the small bubble field, and Equation 3.109 is for the large bubbles. Thermal
energy is transferred to and from the coolant fields in two primary ways. The first is between
the fields themselves; energy can be transferred between fields by mass exchange, and directly
across the field interfaces. The second method of energy transfer to/from the coolant is by
interaction with the solid surfaces that contain the coolant, such as pipe walls. The first
section in this chapter will discuss the transfer between coolant phases; a discussion of the

“wall” heat transfer will follow.

5.1.1 Interfacial Energy Transfer

The energy balance equations for each field use heat transfer coefficients to model the ex-
change of heat between the fields across the interfacial boundaries. These interactions are
complex, and depend on relative velocities between the fields and interfacial surface areas.

This section will outline the proposed closure models that will allow computation of the
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interfacial areas and heat transfer coefficients.

Energy transfer between fields is carried out by direct contact between the phases as
well as the physical exchange of mass between them. The terms in the energy equations
representing the energy exchange that results from mass transfer will be solved for as part
of the mass governing equations. These terms include the source terms that define physical
exchange between fields (e.g. S} 5 [119]). The terms that are needed to account for the
energy conduction across field boundaries must still be resolved. These are the heat flux at
field interfaces (e.g. small bubble interface - g Bu) and area concentration at field interfaces
(ai, k).

The heat flux at the field interfaces can be computed when the heat transfer coefficient at
the interface is known. This term will vary depending on the flow regime and configuration.

In addition, the system pressure and flow rate also affect the heat transfer. The following

sections will describe the selected closure models for the more common flow regimes.

Bubbly Flow

The bubbly flow regime has large and /or small bubbles flowing in the continuous liquid field.
In this section, the interfacial heat transfer between the bubble fields (large and small) and
the continuous liquid field will be described. The bubbly flow conditions can be classified

into four groups:

—_

. Bubbly flow with superheated liquid

[\

. Bubbly flow with subcooled liquid

w

. Bubbly flow with superheated vapor/gas

W

. Bubbly flow with subcooled vapor/gas

Bubbly Superheated Liquid Bubbly flow with the liquid temperature greater than the

saturation temperature is considered bubbly superheated liquid. The closure model for heat
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transfer for this flow condition selects the larger of a heat transfer coefficient from either
Plesset-Zwick or a modified Lee-Ryley as shown in Equation 5.1 [2]. These correlations will
be applied to both the large and the small bubble fields. Where diameters are needed, the
Sauter mean diameters for each bubble field will be used in place of the average bubble
diameter that is required by the correlations, and in the calculation of the interfacial area

per unit volume.

_kr12 AT,y % 5 Plesset-Zwick

H;; = { max %
];—: (2.0 + 0.74Re)®) modified Lee-Ryley
(5.1)
+0.4JvslpsCrrFy o (agsFoFs)
where
AT, =T — T} (5.2)
1- d
Rey = (1 — awup) progeds (5.3)
Hf
B = 1.0 for bubbly flow (5.4)
o min (0.001, apyp) (5.5)
Apub
o min (0.25, apup) (5.6)
Abub
1.0 AT, < —1.0
Fy =14 max[0.0, F, (1+ ATy) — ATyy] —1 < ATy < 0.0 (5.7)
max (0.0, Fy) AT > 0.0
Fy =min [107°, a, (1 — X,,)] (10°) (5.8)

Since the liquid coolant is at a higher temperature than saturation, the bubbles will grow

as the liquid changes phase. When the heat transfer coefficient is known, the rate of increase



217

in bubble volume (V) can be computed, as well as the mass transfer to the bubble field

(T Bup), and the heat flux across the bubble/liquid interface (¢; s5).

Bubbly Subcooled Liquid Bubbly subcooled liquid is a condition where the liquid tem-
perature is less than the saturation temperature. In this case, the bubbles will shrink as the
vapor within the bubble cools and condenses from contact with the liquid. The heat transfer
across the bubble interfaces for the six-field governing equation solution is computed using

a modified correlation by Unal and Lahey [46, 45, 120] represented in Equation 5.9.

F3F5h u
Pf— Pg

where Fj is the same as was used for bubbly superheated liquid, and the following additional
terms are needed:

0.075-L Apup > 0.25
P Ks e (5.10)

18@250 exp (—450é(mb) + 0075% pup < 0.25

65.0 — 5.69 x 107° (P — 1.0 x 10°) .= P < 1.1272E6 Pa
C¢= , (5.11)
= P > 1.1272E6 Pa
1.0 vrl <0.61 m/s
¢ = s / (5.12)

(1.639344|v)**" |vs| > 0.61 m/s

When the flow regime includes large or small bubble fields, the Sauter mean diameter
of each bubble field can be used to compute the interfacial area concentration and the heat

flux across the interface between the vapor of the bubble and the continuous liquid field.
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Bubbly Superheated Vapor/Gas or Subcooled Vapor/Gas Bubbly superheated va-

por is a condition where the vapor within the bubbles is at a temperature greater than the

saturation temperature. Bubbly flow with subcooled vapor is the opposite, where the va-

por temperature is below the saturation temperature. Both these conditions are relatively

unstable.

The two-phase mixture is more stable when the vapor is at saturated conditions. To limit

the instability, a large (in magnitude) interfacial heat transfer coefficient is selected for bubbly

superheated vapor or subcooled vapor conditions in order to drive the vapor temperature to

saturation. The large assumed heat transfer coefficient can be used to compute the interfacial

heat flux for either the large or small bubble field. Equation 5.13 is used for these conditions.

Hz'g = higFﬁFﬂlgf

where

hig = 104 W/m2K
Fs = [1+ (100 + 25n)]
n = |max (-2, ATy,)|

ATy, =T T,

g

max (a, 107°)

o=
"7 max (0rg,1079)

Slug Flow

(5.13)

(5.14)
(5.15)
(5.16)

(5.17)

(5.18)

Slug flows consist primarily of large Taylor bubbles interspersed with liquid slugs. Smaller

bubbles are sometimes included within the liquid slug. The addition of two bubble fields
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makes it possible to define these bubbles separately for purposes of heat transfer. The
interfacial heat transfer for slug flow consists of the heat transferred between the large Taylor
bubbles and the surrounding liquid and the heat transfer between the small bubbles and the
liquid.

System codes that are limited to two fields are forced to sum these two heat transfer
effects to obtain the total heat transfer between the liquid and the vapor fields. With the
additional fields included in the more detailed governing equations (Chapter 3 and [106]),
the components of the heat transfer can be separated. The Taylor bubbles are included
as part of the “large” bubble field, and the other bubbles will be considered “small”. The
separation between large and small bubble fields for slug flow may vary from that used in
the bubbly flow regime described in Section 5.1.1. The actual separation between large and

small bubble fields may be determined based on flow conditions [119].

Slug Superheated Liquid This condition is similar to that of bubbly superheated liquid.
The temperature of the water exceeds the saturation temperature, and thus the water will
be transitioning to vapor until the system reaches equilibrium. Consequently, the model
implemented by Equation 5.19 simply assigns a large value to the interfacial heat transfer

coefficient between the Taylor bubbles and the liquid coolant.
Hif,Tb =3.0 x 10° (W/mQK) Qg THOTD (519)

where the volumetric interfacial area (a,;,) for a Taylor bubble is [2]:

4.5

The Taylor bubble void fraction (apy) is simply the void fraction of the “large” bubble
field, which is calculated as part of the solution to the six-field governing equations. The

Sauter mean diameter for the large bubble field can be used in the calculation of the area of
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the Taylor bubbles shown in Equation 5.20. Once these values are known, the heat transfer
coefficient can be computed, and the rate of increase in bubble volume and the heat flux
across the bubble/liquid interface can also be found.

The small bubbles that may be present between the large Taylor bubbles utilize the heat
transfer calculations for bubbly superheated liquid (Section 5.1.1), though in a modified form
to reduce the contribution of the bubbly heat transfer to the total heat transfer within the

volume. The parameters that are modified are shown below:

Fy = exp [—8 (Mﬂ (5.21)

asA — OBg

vpg = (vg — vy) FY (5.22)

B =Fy (5.23)

Slug Subcooled Liquid Slug subcooled liquid is slug flow with liquid temperature below
the saturation temperature. The selected closure relationship uses a volumetric heat transfer
coefficient for the Taylor bubbles in subcooled flow that is dependent on the Reynolds and
Prandtl numbers. The correlation has been adjusted to use coefficients that are between the
values typically used for laminar and turbulent flows. This model was selected since the flow
passing the Taylor bubble is relatively thin and will most likely not be fully laminar, but
also will not have the full set of turbulent effects. Equation 5.24 shows the relationship for

heat transfer to and from the Taylor bubbles in subcooled liquid flow.

k
Hifmy = 1.189421%(3%5137»}55% srpTh (5.24)
where
G
J (5.25)
ky

_ pyD x min (Jvy —vy|,0.8m/s)
M

Ref (526)
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The small bubbles present between the large Taylor bubbles use the same models as for

bubbly subcooled liquid (Section 5.1.1).

Slug Superheated Vapor The heat transfer between the Taylor bubbles and the liquid
coolant comes from a modified form of the Lee-Ryley equation [48] that was used for the
bubbly flow. The coefficients for this implementation have been increased from the original
version, and the dependence on the Prandtl number has been removed as shown in 5.27.
The Lee-Ryley equation was developed for laminar flow heat transfer to a sphere, suggesting
that this model may not be perfectly suited for Taylor bubbles, which are not necessarily
spherical in shape. However, given the limitations of the six-field model for determining the

correct geometry of a Taylor bubble, it is a necessary approximation [2].
0.5\ Kg
Higro = (2.2+ 0.82Re)”) D Uaf T (5.27)
where

—u,|D
Re, — Paltr = vlD (5.28)
Hg

The heat transfer for the small bubbles is computed as:
Higpub = higFs0bupyf pub (5.29)

Where h;, and Fg are the same as the bubbly superheated vapor flow regime (see Equation

5.13).

Slug Subcooled Vapor The subcooled vapor heat transfer for the Taylor bubbles is set

to a large value to bring the temperatures of the vapor and the coolant back to equilibrium



222

at the saturation value, as shown below:

Hig o = higFsorvay sy, (5.30)

Where h;, is 10*W/m2k, and Fp is the same as for bubbly superheated vapor in Equation
5.15.
The same equations are used for the small bubbles, though the interfacial area will be

different for the small bubbles than for the large bubbles.

Annular Mist

Annular mist flow consists of a liquid film in contact with the inside of the pipe and droplets
in the vapor core flowing within the center of the pipe. We will treat the annulus as the
“continuous liquid” field, and the droplets will become the “small” and “large” droplet fields.
As with the bubble fields, the same correlations can be used for both “small” and “large”
droplets, but the interfacial areas will be different, and the two fields will be kept separate
within the calculation.

This section will focus on the heat transfer between the two droplet fields, the annulus,
and the vapor field. The energy governing equations have terms for both heat transfer
between the droplets and the vapor, as well as the energy that is lost from one droplet field
to the other as droplets break up or coalesce. These energy exchanges can be modeled by
the source terms that have been calculated as part of the mass governing equations [119]
and the enthalpy of the liquid.

For simplicity, the heat transfer when the annulus and both droplet fields are at the
same temperature (superheated, subcooled, etc.) will be discussed in the following sections.
In practice, the temperatures in these three fields may be different, and the droplets may
actually be experiencing a different temperature condition than the annulus. The six-field

model will track the temperatures of the three fields independently, and the models discussed
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in the following sections will be applied to the fields depending on the condition (superheated

or subcooled) as appropriate.

Annular Mist Superheated Liquid The heat transfer between the annulus (the con-
tinuous liquid field in the six-field formulation) and the vapor core uses a large value for the

heat transfer that serves to bring the temperatures back to saturation quickly. This heat

w
Km?2?

transfer coefficient is 3.0 x 10° which can be seen in Equation 5.31. This large heat
transfer coefficient is multiplied by a factor that reduces the heat transfer coefficient as the

flow regime nears a slower, stratified flow condition [2].

Hif,ann = 3.0 x 1O6agf,annF10 (531)
where
Fio = min (1.0 + |A]7* 4 0.05|\[, 6) (5.32)

2 horizontal flow
A= Vet (5.33)

2%  yertical flow

Verit

v, = max (|v, —vs], 107" m/s) (5.34)
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(p.f_pg)gagAm'pe 1/2 )
05 W (1 — COS 9) s
max _15 > horiz.
— w1072,
Verit = [0 = vyl (5.35)
—30
\ 10 m/l/s4 )
3.2% vert.
\ Pg

o = max (0,107 'N/m) (5.36)

The interfacial area of the annulus is computed using the same equations developed for
the mass conservation equations [119], which relied on a knowledge of the size of the pipe
and the volume of liquid in the annulus itself.

The heat transfer to the superheated droplets is based on the thermal conductivity of
the liquid in the droplet, the droplet diameter, the droplet area concentration, and a scaling
factor that grows quadratically as the liquid temperature increases above the saturation
temperature. This helps to drive the superheated liquid to saturation temperatures. The
same model is used for both large and small droplet fields and is shown below.

ky

Hifgrp = d_dF12F13agf,drp (5.37)

where

Cprmax (0, ATyy)
hig
Fio =14 &(250 + 50¢) (5.39)

Fis = 2.0+ 7.0 x min |1.0 + ,8.0 (5.38)

¢ = max (0, —AT}y) (5.40)
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Annular Mist Subcooled Liquid The heat transfer for a subcooled annulus to the vapor
is modeled by a modified Theofanous equation [50] shown in Equation 5.41 that uses the same
factor (F'10) from Equation 5.32 to reduce the heat transfer as the flow regime transitions

to stratified flow.
Hif,zmn = 10’3prpf]vf]agf7annF10 (5.41)

The heat transfer between the vapor and entrained droplets is computed by a modified
Brown correlation [49] shown as Equation 5.42 that is very similar to that used for the

superheated droplets.

k
Hif,d?‘p - d_éFl?)agf,drp (542)

where agf4rp, Fi3, and dy are the same as annular mist superheated liquid (see Equation

5.37).

Annular Mist Superheated Vapor/Gas The heat transfer between the vapor and the

annular film for the superheated vapor condition is based on the Dittus-Boelter correlation.

k
Hig ann = 590.023}3@3-8%,0,&”,150 (5.43)

where Fyy (Equation 5.32) is the same as annular mist with superheated liquid.
The heat transfer to the droplets is derived from the Lee and Ryley correlation, with the

Reynolds number coefficient changed from 0.74 to 0.5 [2] as shown in Equation 5.44.

k
Higarp = d_z (2.0 4+ 0.5Rey”) agy.arp (5.44)
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where

2.5 ~
adropletpgvfg dd
Hg

Red = (545)

Annular Mist Subcooled Vapor/Gas The heat transfer to the annular film uses terms
from the bubbly superheated vapor and the annular mist superheated liquid heat transfer

correlations (5.46).

Hig,ann = hfigagf,annFlOFG (546)

where h;, and Fy are from bubbly superheated vapor and Fjy comes from annular mist
superheated liquid (Equation 5.32).

The droplet heat transfer is similar, and uses

Hig.arp = higayy.arpFe (5.47)

where ayf 4rp comes from annular mist superheated liquid/vapor (see Equation 5.37).

Inverted Annular

Inverted annular flows are vertical flows that consist of a large slug of water in the core of
the flow field, with an annular region of vapor. The central slug of water is not in direct
contact with the walls of the pipe. Bubbles may also exist within the central slug of liquid.
The interfacial heat transfer for this regime will consist of the heat transfer between the
vapor annulus and the central liquid slug, and the interaction between the bubbles and the
liquid core. The liquid core and vapor annulus will be treated as the continuous liquid and

the continuous vapor fields, respectively.
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Inverted Annular Superheated Liquid The interaction between the bubbles and the
liquid core is very similar to that for bubbly superheated liquid flow. The heat transfer is

computed using Equation 5.1, with changes to the following terms:

vig = (vg —vy) Fig (5.48)

B = Fig (5.49)

where

Ay 0.999999) (5.50)

Fig=1.0—exp 005

—8 (aps — OéIAN)] nin <
aps

Qann  Void fraction in annulus for inverted annular regime
ATAN — (551)
aps Void fraction limit for transition to inverted slug regime

As has been done before, the heat transfer between the liquid core and the vapor annulus
is computed using a large value for the heat transfer coefficient, as shown in Equation 5.52.
The selection of a large value for the heat transfer coefficient brings the liquid and vapor

into a more stable equilibrium quickly.
Hif,ann =3 X 1O6agf,ann (552)
where

agf’mm = 5F15 (25) (553)



228

and
Fis = (1—ap)” (5.54)

Inverted Annular Subcooled Liquid The heat transfer between the bubbles and the
liquid core is computed in the same manner described in Section 5.1.1.
The heat transfer between the liquid core and the vapor annulus is computed using

another correlation (Equation 5.55) based on the Dittus-Boelter relationship.
ky 0.8

where

(1.0 — azan) pslvy — vg|D
1y

(5.56)

Reran =

where a4y is computed as in Equation 5.51 and Fj3 is as was shown for bubbly superheated

liquid (Equation 5.7)

Inverted Annular Superheated or Subcooled Vapor The heat transfer between the
bubbles and the liquid core when the bubbles consist of superheated vapor is computed using
a very similar equation shown as Equation 5.57 to that used for bubbly flow with superheated

vapor described in Section 5.1.1.

Hig,bub = higFGGJgf,bub (557)

where h;, and Fy come from the bubbly superheated vapor heat transfer calculation (Equa-
tions 5.13 and 5.15).

The heat transferred between the inner liquid core and the surrounding vapor annulus is
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computed as:

k /

Hig,ann = 59F19agf7mm (558)
where:

Fi9 =25 — AT, (0.20 — 0.10AT},) (5.59)

ann = Cafann (5.60)

Ygf.amn = B max (1.0 = Fi5,0.04)

and Fi5 (5.54) and agf ann (5.53) come from the calculations of inverted annular superheated

liquid heat transfer.

Inverted Slug Flow

Inverted slug flow consists of large “droplets” or “slugs” of water in a vapor field. The large
droplets of water can contain bubbles, though the bubbles will not be considered by the six-
field model, since the governing equations were not developed for bubbles within a “droplet”
field [106].

The large slugs of water will be part of the large droplet field for this regime, the remaining
droplets will be considered part of the small droplet field, and the vapor will be considered

the continuous vapor field.

Inverted Slug Superheated Liquid The heat transfer from the liquid “slugs” to the
vapor annulus similar to the calculations for the annular mist superheated liquid regime and
is shown here in Equation 5.61. In this flow regime, the slugs are modeled as very large
droplets, and make up part of the large droplet field.

ky

Hif,omn = BF12F13agf,ann (561)
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where Fi3 is computed as it was for annular mist superheated liquid in Equation 5.38 and
Fi5 is computed in Equation 5.39 and D is the pipe diameter.

The heat transfer between the droplets and the vapor field is very similar to that for the
liquid “slug” model and is also intended to drive the liquid temperature to saturation. This
is due to the instability of two-phase conditions with superheated liquid.

The only differences between the equations are the effective diameters and the interfacial
area concentrations, which may be computed from the geometry determined by the solution

of the six-field mass equations. The heat transfer is modeled as shown in the equation below.

k
Hif,drp = d_£F12F13agf,drp (562)

where d; is the characteristic (small) droplet diameter and Fjs and Fj3 are computed as in

Equations 5.39 and 5.38.

Inverted Slug Subcooled Liquid The interfacial heat transfer for the large slugs of
water and the small droplets in subcooled liquid flows is very similar to the superheated
liquid condition. The Fj, term is omitted, but the remaining terms are the same. The heat

transfer between the vapor and the large slugs is:
k
H'L'f,omn = prl?yagf,ann (563)
and to the small droplets:
ky
Hif,drp = d_dFl?;agf,drp (564)

Inverted Slug Superheated or Subcooled Vapor/Gas The heat transfer correlation

selected to model the exchange between the liquid slugs and the vapor for a superheated
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vapor condition is shown as Equation 5.65.

k‘g F19

Hi ann — T~ ann 5.65
9, D F22 agf) ( )
where Fig is the same as what was used for inverted annular superheated vapor and

Fyy = max {o.oz,min [% ( . %) ,0.2]} (5.66)

The interactions between the vapor and the droplets are modeled using a modified version

of Lee-Ryley [48, 2] which is shown below.

k
Higarp = d—z (2.0 + 0.5Rey) agyarp (5.67)
where
d
Regy, = 22019 (5.68)
Hg

Dispersed Flow

Dispersed flow has droplets or mist in a vapor field. Large and small droplet fields will
both be present for this flow regime. Recall that inverted slug flow also uses large droplets.
The selection of the heat transfer correlation to use is dependent upon the flow regime. If
the system code determines that the flow regime is dispersed flow, then those heat transfer
correlations will be used for the “large” droplets in the flow field. If the flow regime is inverted
slug, then those correlations will be used. This prevents discontinuities and instabilities from
developing in the code solution.

In the dispersed flow regime model, the droplets will be considered to be spherical in
shape. The heat transfer is modeled between the droplets and the vapor phase, and will

differ for the large and small droplet fields only in the interfacial area and relative velocities.
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Dispersed Superheated Liquid The interaction between the vapor and the droplets
for superheated liquid is modeled using an expression (5.69) that increases quadratically as

|AT,¢| increases.

k
Hip = d_2F12F13F23agf (5.69)

Note that Fj5 and Fi3 are the same as for annular mist superheated liquid (see Equations
5.39 and 5.38). Fi, serves to increase the heat transfer as the liquid temperature diverges
from the saturation temperature. The addition of the F53 term aids in numerical stability

for high void fraction flows.

— 2w for pre-CHF
F23 _ max(af,lo 10) (570)
Ldrp for post-CHF

max(af,lo—lz)

where oy, is the volume fraction of the droplet field being considered. Note that the various
diameters and thermal conductivities are field-dependent for this model. Although the large
and small droplet fields will use the same equation for heat transfer calculations, they will

use field-specific information, such as droplet diameters and thermal conductivities.

Dispersed Subcooled Liquid The subcooled liquid dispersed flow is more stable than
the superheated liquid condition, so the Fi5 term, which helps to drive the liquid temperature
to saturation, is not necessary. Removing the Fj, term produces an equation (5.71) for heat

transfer to and from subcooled liquid droplets.

k
H;; = d—fF13F23agf (5.71)
d

where I3 and Fb3 are computed as shown in Equations 5.38 and 5.70. This model is based

on that of Brown [49], which was also used for annular mist subcooled liquid.
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Dispersed Superheated Vapor/Gas The Lee-Ryley model is again modified for use as
a heat transfer correlation for dispersed flow with superheated vapor. The dependence on
the Prandtl number is eliminated and coefficient on the Reynolds number has been modified

as shown in Equation 5.72.

k
Hy = d—z (2.0 + 0.5Reg ) Fosagy (5.72)

where the droplet Reynolds number (Req,,) is dependent on the vapor conditions and the

relative velocity between the droplet field and the vapor field.

(1— O‘drp)2.5 PgVsgda

Regrp = iy (5.73)
Foy = max [0.0, Fog (Fos — 1) + 1] (5.74)
Fy; = 10°min (ay, 107°) (5.75)
Fys = 1.0 — 5.0 x min [0.2, max (0.0, AT},)] (5.76)

Dispersed Subcooled Vapor/Gas The heat transfer for dispersed subcooled vapor is
selected to push the vapor temperature back to saturation temperature. As such, the Nusselt

number has been selected to be large. This is shown in Equation 5.77.

Hig = higF6F24agf (577)

where h;, and Fg are both from the bubbly superheated vapor heat transfer calculation in

Section 5.1.1 and Fy, is computed as in Equation 5.74.

5.1.2 Wall to Fluid Energy Transfer

To model heat transfer from the wall to the coolant requires consideration of the flow regime

(single-phase liquid, bubbly, slug, etc.) and the geometry of the flow path. Heat transfer
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to coolant flowing between the surfaces of parallel plates will be different from heat transfer
from the surfaces of rods in a bundle or the inside of a heated tube. As with interfacial heat
transfer, there are some terms in the energy balance equations that are related to wall heat

transfer. These terms are listed below.

e Heat flux from the wall to the continuous liquid or vapor (g x)
e Area concentration at wall (a,)

e Vapor generation at the wall for each bubble field (I")

The “solid” parts of the model (pipe walls, plates, heated rods) in a system code are
often modeled by a separate component that can model heat conduction as well as heat
generation. These components also define the geometry of the surface. Models are often
included in system codes that represent the heat transfer between the coolant and each of
these geometries. Selection of a particular geometry (e.g. heated rod bundle with parallel
flow) is, in effect, selecting a set of heat transfer correlations.

The previous sections described the calculation of interfacial heat transfer coefficients
to close the energy balance equations. In addition to heat transfer coefficients at the wall,
balancing the energy equations also requires information about the rate of bubble generation
at the wall. Vapor generation will occur at the wall surface whenever the liquid temperature
at the surface exceeds saturation. In order for the generated vapor to remain in the coolant,
the bulk liquid temperature must be approximately the saturation temperature.

Heat transfer to the coolant is dependent on geometry of the heated surface. The principle

geometries considered here are:
e Pipe Geometry
e Parallel Plates

e Bundle with in-line Rods and parallel flow
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The wall heat transfer will be primarily to the continuous vapor or continuous liquid
fields. Thus, the existing models in two-field system codes will be sufficient to compute the
heat transfer from the walls to the coolant and provide the heat transfer rate information to
the governing equations.

However, additional closure models are still needed for the solution to the energy balance
equations. The vapor that is generated within the liquid at the heated surface will form into
bubbles. Depending on the coolant flow rate and the rate of heat transfer, the bubbles will
vary in size. The size of the generated bubbles must be included in the closure models so
that they can be added to the correct field - large or small bubbles.

This section will describe the models for vapor generation and bubble size at time of
wall separation (bubble lift-off size). Once the bubbles have entered the bulk coolant flow,
they will be modeled as part of the appropriate bubble field and the interfacial heat transfer

previously discussed will take over.

Vertical Flows

The rate of vapor generation and the velocity of the coolant flow are the two significant
factors that affect bubble size in convective flow. For low vapor generation rates, the bubble
regime can be considered “laminar”. In laminar regimes, the size of the generated bubbles
is relatively constant, and does not depend heavily on flow rate. The bubbles rise at the
same rate, and the bubble departure frequency increases with increasing vapor generation
rate [121].

A “turbulent” regime results from increased vapor generation rates, and is characterized
by larger bubble diameters and a potential for bubble interactions with the preceding bubble.
The departure diameter of the bubbles increases as the vapor generation rate increases.
In spite of this, the bubble departure frequency remains constant with respect to vapor
generation rate. Bubble sizes are not uniform in the turbulent regime. Subcooled boiling

conditions generally produce laminar or turbulent bubble regimes [121].
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The lift-off diameter for bubbles in vertical flows can be calculated:

vy 44/22/3b* Ja? (5.78)

D overt —
lowert u\/Ch s Pry
where
Cy = 3.877GY* (Re;* +0.014G2) " (5.79)
du, | 1
G, = — 5.80
dx | u, ( )
21U,
Reb = (581)
C,r AT,
Ja, = PI=pI2 e (5.82)
Pglfg
AT, = S(Ty — Tsat) (5.83)
Pr; = % (5.84)
2b
Ty = ﬁJGW (5.85)
C Tw - Tsa k .
Ja="! b ( : t>adiff7f — L p=1.73 (Empirical constant) (5.86)
Pglfg PfCp

In this model, the rate of bubble generation is not dependent directly on the heat flux
or the heat transfer coefficient, but is dependent on the wall superheat. This assumes that
the boundary layer adjacent to the wall is at the wall temperature. The bubble Reynolds
number (Re,) introduces the fluid velocity into the model. Therefore, this model includes
both factors that significantly affect the bubble size.

The diameter of the generated bubbles is used to categorize the generated bubble as part

of the large or small droplet field.
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Horizontal Flows

The size of bubbles in convective horizontal flows are also affected by the vapor generation
rate and the flow rate. The model for bubble size at departure must be adapted to account
for the change in orientation [122].

The horizontal model is similar to models used for pool boiling, but the forces from
the convective flows are included. The lift-off diameter can be computed by computing the

buoyancy and growth forces. These forces must balance at bubble lift-off:
Fy,+Fp =0 (5.87)

Where the buoyancy force is:

4

F, = gﬂrg (o —pu) g (5.88)

The growth force is:
2 3 .9 .
Fy, = —pimry, §C’srb + afiy (5.89)

where C is an empirical constant that was originally used in pool boiling. The same value
is used for convective boiling as for pool boiling, thus Cs = 29/3. The overdot (") indicates
differentiation with respect to time.

Substituting the above terms into equation 5.87:

4

3
3775 (o= po) = pimry (5057%3 + a%) (5.90)

The bubble radius (7) is computed using the vertical flow equation (5.85). Equation

5.90 can be rearranged and solved for the bubble diameter at lift off by using Equation 5.85.
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The resulting lift off diameter is:

1/3
. 2/3
(O‘dsz’f) (Ja- )" (5.91)

™

12p, (3C, + 1)
(= pu)g

Dlo,hrz =2 [

5.2 Momentum Conservation Equation Closure

The momentum balance equations for six fields are documented in Chapter 3 and are shown
in expanded form (including the virtual mass terms) here. The momentum balance equation

for the continuous liquid field is Equation 5.92.

ovy 1 — J
% + §Oéf,0fAV%% = —ayAVp +apprgA—

(afpfA) FWEF- ’Uf —+ FLA (U@L — ’UL) + FLBA (Ui,LB - ’UL> +

arprA

FSBuA (Ui,SBu — UL) — (O./fpfA) FIFL (UL — Ug) —

(O./fpfA) F]FLB' (UL — 'ULB) — (O./fpfA) FIFSBU' (UL — USBu) —

— 1 5.92
CaragpmA {w + v,V —v Vi, | — ( )
9 B Z
C'afozgpmA {%‘FULBVYTL _ULV17LB —
a - u — — ]
C'afozgpmA {(ULTW + USBUVUL - ULVUSBU —

1 1 1" 111

Spp.EVLD — Ssp pVsp + Ssp prvsp + Spp ppVLD

Equation 5.93 is the momentum conservation equation for small droplets. Equation 5.94
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is for large droplets.

v, 1 ﬁ ~
OéSDpfA% + §OéSD,OfAVU§<D = —agDAVp + OéSDpng+

I'spA (Uisp — Usp) — (asppsA) FIFsp- (vsp — vg) —

d(vsp — vg)

ot + UQVUSD - USDV’UQ - (593)

CaspagpmA
111 111 111
Ss¢p pVsp + SppspVLp + Spp pRVLD—

1 117

Ssp,pEVSD — Ssp,cVsD

ov 1 » o
OéLDpfA% + éaLDpfAV’U%D = —CKLDAVP + OéLDpng+
I'pA(UiLp — Uip) — (wpprA) FIFLg- (vpp — vg) —

O(vrp — v,) (5.94)

ot

CO&LDOégpmA + UgV?7LD — ULDVUQ +

1 1 1 " 1

SLD,EULD - SLD,SBULD - SLD,FBULD - SLD,DEULD + SSD,CUSD

The momentum balance for the continuous vapor field is in Equation 5.95.

07, 1 ~ -
%pgAa—: + §&gpgAVv§ = —agAVp + ayp,GA—

(agpgA) FWE-v, +T A (vig —vy) +T'pA (vinp — vy) +
['spA (Uz‘,SD - Ug) - (O‘gpgA) FIF, (Ug - Uf) -

(agpgA) FI1FLp- (vg — vip) — (agpgA) FI1Fsp- (vg — vsp) —
(5.95)
ot
Jd(vg — vLp)
ot
0(vy — vsp)
ot

CayragpmA {M +v, VU, — v, VUL | —

CafagpmA |: + ULDV@;] - ’UQVULD -

Caragpn,A [ +vsp VU, —v,VUisp| —

111 111 111 1"

S1B.EVLB — SspupVSBu + SspupEVSBu T Sy pEVLE

Equation 5.96 is the momentum conservation equation for small bubbles. Equation 5.97
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is for large bubbles.

v, 1 q ~
O‘SB,OgA% + §OéSBpgAVU§~B = —aSBAVp + asgpggA+

LspA (Ui sp — Usp) — (asppgA) FIFsp (vsp — vr) —

8(1)53 — UL)

5 + v, VUsp —vgpVUL | + (5.96)

CagpasppmA

11 1 "

Ssp.EVSBu T S1p.spVLB T S FRVLB—

1" 111

SSB,DEUSBu - SSB,CUSBu

ov. 1 ~ -
aLBpgA% + §Q’LBPQAVU%B = —arpAVp + arpp,gA+

A (Ui — V) — (aLppyA) FIF g (vpp —vr) —

OvLs — vr) (5.97)

ot

CarparppmA + v,V —vrpVoL| +

1 1" 111 117 111

SLB,EULB - SLB,SBULB - SLB,FBULB - SLB,DEULB + SSB,CUSBU

The momentum balance equations rely on several of the closure relationships that have
already been developed to compute the exchange of momentum due to the breakup of large
droplets into small droplets, momentum transfer resulting from phase change, and other
mass and energy transfer mechanisms.

In addition to the momentum that is transferred due to mass and energy exchanges,
momentum can be transferred due to frictional drag of the coolant against the walls and at
the phase interfaces between fields.

The additional terms in the momentum governing equations that are not solved for as
part of another closure relationship or governing equation are the interfacial and wall drag
terms (FIG, FWG, FIF, FWF). The following sections will outline the closure models

that will produce these terms so that the governing equations may be solved.
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5.2.1 Interfacial Drag

Two methods are used for the calculation of interfacial drag that will be useful in solving for
the required terms. The method selected depends on flow regime and geometry. The first is
the drift flux model, which is used for bubbly and slug flows that are oriented vertically. The
second method is a drag coefficient model, which is used for all the “other” flow regimes.

Both methods require information about the geometry of the interface between the fields
and the volume fraction of each field. Using this information, parameters are calculated
that can be used to provide the interfacial frictional loss terms from the momentum balance
equations.

The drift flux method has been developed for use in a six-field implementation. The

model is summarized by the following equations:

E = Ci”UR’UR (598)
|vgjvgs
VR = Ckvk — C()Um (5100)
Cp = 1_—Cbak (5.101)
fo8
(5.102)

Where the subscripts k and m indicate the two interacting fields, ¢ is the gravitational
acceleration, ¢; is the inclination angle of the junction, and v,; is the vapor drift velocity.
The vapor drift velocity and the profile slip distribution coefficient (Cy) are determined from
the geometry and flow regime.

A drag coefficient model has been developed for six fields. It is represented by the
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following equations:

F; = Ci|vr|vr (5.103)
C;, = épcSpangD (5.104)
VR = U1 — V2 (5.105)

(5.106)

Where p, is the density of the continuous phase (vapor for droplet flows, liquid for bubble
flows), and Cp is the drag coefficient.

Both of these methods of drag computation require as input geometry- and flow-specific
parameters. The detailed information that is available in the six-field model is valuable
in these models. For instance, the average size of the droplets in the large droplet field
is a known value in the six-field model, so statistical approximations are not necessary to
calculate interfacial drag, as they are in system codes based on two fields, such as RELAP5-
3D [2]. The following sections will outline how the drag relationships are to be computed

for the various flow regimes that will be encountered in reactor system modeling.

Bubbly Flow

The six-field formulation has two fields representing large and small bubbles. As with the
interfacial heat transfer, the bubbly flow field may consist of both large and small bubbles.
The size determination is based on flow characteristics [119]. The correlations presented in
this section can be used for both “small” and “large” bubbles, by use of a correct average
diameter for each field.

Recall that for the bubbly flow regime, the orientation of the flow dictates which of the
interfacial drag formulations will be used. Horizontal flows use the drag coefficient method,
while vertical flows use the drift flux method. The drag coefficient method will be discussed

first.
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The drag coefficient is [32]:

24 (1 + 0.1Re%™
Cp= ( I P ) (5.107)
€p

where the particle Reynolds number is defined as:

_ prlvss —vyld,
i

Re, (5.108)

where d, is the average small bubble diameter, which can be obtained from the Sauter

mean diameter of the small bubble field. The mixture viscosity (i,,) is defined as:
P (5.109)

For vertical bubbly flows, the drift flux method is used. The distribution coefficient (Cj)

is computed using the EPRI correlation [33]:

L

Co = -
7 Ko+ (1 - Ko) (ass)

(5.110)
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The terms in Equation 5.110 are:

”

1 —exp(—aggC,) if aggC, < 170
L, = p(-aszCy) if aspCy (5.111)

1 otherwise

1—exp(=C,) if C, < 170

L= (5.112)
1 otherwise
L
L==22 5.113
T ( )
4P? .+
= |——cmt 5.114
Cp ‘P(Pcrit_P>' ( )
1/4
P
B; = min (0.8, A;) (5.116)
1
A = (5.117)

1+ exp {max [—85, min (85, —ﬁ%)} }

Re if Resp > Rey or Regp < 0.0
Re = o0 T o0 (5.118)

Rey  otherwise

¢ D
Rey = 212120 (5.119)
M
ispD
Regsp = Pg)sBsB (5.120)
Hg
jf = QyUy (5121)
JsB = QisBUSB (5.122)

The vapor drift velocity is also needed to complete the drift flux method. The drift
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velocity is defined in the EPRI correlation as:

1/4

w C1Co05C, (5.123)

Py

Ugj =141 [

with the following definitions for the terms in Equation 5.123.

1 —asg)? if Regp >0
o = (1mass) = (5.124)

(1 —agp)”® if Regp <0

1 if 55> 18, C5 > 85
1 if 20> 18, G5 < 1,
2= T=exp () ’ (5.125)
Cﬁ < 85
\ 0.4757{1n [max (1.00001,%)} }0'7 if 20 < 18

ps\1"
Cs = [150 (—gﬂ (5.126)

Pf

Cs
Co = 5.127
ST 1-C5 (5.127)

1 iftC, >1
Ci= (5.128)

1 .

1—exp (—C%) if CY’? <1
D 0.6
Cr = (32) (5.129)
Cr
Cs = 5.130
T 1-C (5.130)

Dy = 0.09144 m (normalizing diameter) (5.131)

The C3 term listed in Equation 5.123 is dependent on the direction of the vapor and liquid



flow. If the flow is in an upward direction (both bubbles and liquid), Cj is:

|]€6f|
— 50.2 b NS
C3 = max [O 50, 2 exp ( 300,000

For the downflow condition (both bubbles and liquid), Cj is:

B>
C3 = min [10,2 (%) ]

with additional terms:

1
B, = R 0.4
(1 +0.05 )—3507500 D
|Rey| 04 0.035
Cio=2 — — 1.7|Res| 7 X
10 = 25D (350,000 [Fey
exp | ZVBerl (DY g6 (21) | Re ;|0
P17%60,000 \ D “2\D f

D; = 0.0381 m (normalizing diameter)

Slug Flow
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(5.132)

(5.133)

(5.134)

(5.135)

(5.136)

Recall that slug flow consists of large Taylor bubbles in a liquid flow, possibly with smaller

bubbles interspersed between the large ones. The Taylor bubbles in slug flow will be part of

the large bubble field, while any small bubbles will be in the small bubble field. The large

bubbles will use the drag correlations from this section, while the small bubbles will use the

correlations from the bubbly flow section 5.2.1.

In much the same way that the small bubble flow drag models were modified based on
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orientation, the large bubble models are also modified. Taylor bubbles in a horizontally
oriented flow will use the drag coefficient method; vertical flows use the drift flux method.
The drag coefficient method will be discussed first, followed by the drift flux method.

The interfacial area per unit volume (based on the size of the control volume) will be
computed from the size information for the large bubbles that is calculated as part of the
six-field solution. The Sauter mean diameter can be used as an average diameter for the
large bubbles. This diameter can then be used to compute the surface area of the bubble
for use in computing the interfacial area per unit volume.

The void fraction of the large bubbles is known through the solution of the six-field

governing equations. The drag coefficient for large bubbles is computed [32]:

i

D
Cp =10.9— (1 - w)? (5.137)

where D’ is the diameter of the large bubble, and D is the pipe diameter.
Vertical flows use the drift flux model, which requires a distribution parameter and a
drift velocity correlated to large bubbles. The selected correlation was developed by Zuber

and Findlay in [39] and [40]. The needed terms are given as:

Co=12 (5.138)

_ D12
vy = 0.35 {M} (5.139)
Py

Small Droplets (Dispersed Droplet, Mist)

The drag coefficient method is used for both vertical and horizontal droplet flows. The model
used is the same as that for horizontal small bubble flows. The drag coefficient equation

5.107 is repeated here for clarity.

24 (14 0.1Re™)
Cp = L (5.140)
Re,
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Note that the particle Reynolds number will vary somewhat from what was used before to

account for the change from bubbles to droplets as shown below:

—uyld,
Re, — Palvsz = v1] (5.141)

fm

The mixture viscosity used in Equation 5.141 depends on the coolant condition, and is:

( “;’2,5 Pre-CHF drops
Qg

ity  Post-CHF drops

i = (5.142)

Continuous Field Interactions

The interactions between the continuous liquid and continuous vapor fields by definition do
not involve droplets or bubbles. The flow regimes that result in significant interactions of this
type are annular, inverted annular flow, horizontally stratified flow, and vertically stratified
flow.

Where droplets or bubbles are entrained in the continuous vapor or liquid fields, the
appropriate models will be applied based on the correlations presented in the preceding
sections. The drag interactions between the continuous fields will be modeled based on the
flow regime. In these cases, the interfacial area can generally be computed from geometry
of the flow and a knowledge of the volume fraction taken by each field.

System codes already include models for the interfacial drag between the continuous
liquid and vapor fields. The models already included with the system code will be used to

model the wall drag effects.

5.2.2 Wall Drag

The new fields in the six-field model are for bubbles and droplets. Bubbles and droplets

have little to no interaction with the walls containing the flow. System codes already include
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models for the wall drag on the continuous liquid and vapor fields. The models already

included with the system code will be used to model the wall drag effects.

5.3 Momentum and Energy Closure Validation

The two-field version of the RELAP5-3D code is able to model several two-phase flow regimes
[22], including bubbly, slug, and droplet flows. The heat transfer and interfacial drag con-
ditions vary depending on flow regime, and the existing two-field code is able to select

appropriate correlations for the flow conditions.

5.3.1 Metrics of Interest for Validation

Some of the metrics of interest for the momentum and energy closure models are listed below.

e Interfacial area
e Relative velocity between the liquid and vapor phase

e Heat transfer coefficient between liquid and vapor fields

Separate and integral effects tests can also be used in the validation effort of the mo-
mentum and energy closure models. As with the mass closure models, the two-field model
validation is documented in detail in [100]. Since the correlations for the two-field code
already included the effects from droplet and bubble fields, the same validation cases and

procedures documented in [100] will be used for the six-field code.
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CHAPTER 6

Solving the Six-Field System of Equations

6.1 Numerically Convenient Governing Equations

The six fields that are to be modeled are numbered in order of increased “fracturing” for

ease in notation. The fields are numbered as shown in Table 6.1.

Table 6.1: Fields Corresponding to Indicies

Index Description

1 Continuous liquid

Large droplet

Small droplet

Continuous vapor
Large bubble
Small bubble

| O =] W[ N

The detailed governing equations that balance the mass, momentum, and energy ex-
change between each of the fields are provided in this section. This section will also show
the development of these equations into a form that will be solvable using typical numerical

schemes.

6.1.1 Primary Variables

The primary dependent variables are internal energy (U), velocity (v) and volume fraction ()
for each of the six fields in addition to the pressure (P). The primary variables are grouped
into two vectors. Thermodynamic properties make up the = vector, and the velocities are in

the T vector.
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U

Us

Qg

(%1

2|
I

(6.2)

Ve

All primary variables used in the formulation must be independent of each other. Since
the six volume fractions (a)) sum to 1, they are not all independent. One () is eliminated
from the T vector, making the remaining variables independent of one another. The «; term

is solved for once the other volume fraction terms are known.

6.1.2 Mass Equations

The mass equations are used to track the exchange of mass between the fields due to physical
displacement (i.e. droplets entrained into the vapor flow) or phase change (evaporation of
the liquid in the vicinity of the wall, forming bubbles). These equations must track the mass
exchange between each field and it’s “neighbors” (such as the continuous vapor field and
large and small droplets).

There are four primary physical interactions between fields: entrainment, de-entrainment,

coalescence, and droplet/bubble breakup. These four interactions exchange mass between
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fields. Entrainment and de-entrainment are interactions between the discrete fields and the
continuous field. The coalescence and breakup interactions exchange mass between large and
small discrete fields (bubbles or droplets). Coalescence joins particles of the smaller field to
become particles of the larger field. The breakup mechanism works in reverse. Source terms
used in the governing equations that represent the physical interactions between fields are
noted as Sk, where the mass is transferred from field £ to field m.

Similar notation is also used for phase change between fields, where I; , ,,, indicates the
mass rate of change from field k to field m at the interface. The mass rate of change at the

wall is represented by I'y, 1 -

Basic Equations and Expansion in Time

The basic mass balance equations are first shown as a summation. The I' and S terms are
all non-negative, except I'; 14 = —I';41. In the equation for field %, the I' and S terms with
k as the second subscript indicate that mass is transferring to field &, so those terms are
added in the equation. The terms with k as the first subscript indicate that mass is lost

from field k to the other field, so these terms are subtracted.

0 10
It (apr) + Aoz (arprvrA) = — ; Likm — Z Lok + ; (Ssk — Sk.s) (6.3)

Where:

e «y, - volume fraction of field k
e p;. - density of field k
e vy - velocity of field &

e [' - volumetric mass exchange rate (phase change)

Some terms on the right-hand side of Eqn. 6.3 are zero for some values of k. The values of

sets m, r, and s for k£ of 1 through 6 are summarized in the table below.
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Table 6.2: Summation Sets for Values of k&

k m r S

114,56 5,612,3
2 4 - 11,3
3 4 - 11,2
411,2,312,3]5,6
5 1 1 14,6
6 1 1 14,5

Using the table, the summations in Eqn. 6.3 can be determined based on the value of
k. If k is 1, then the summation is performed over the terms where £ = 1 and m equals 4,
5 and 6. This same method is used for all subscripted terms. The possible subscript values

are set by the value of the subscript k.

Integration of Mass Equations in Space

The next step in the process will integrate the mass equations in space. It will be seen that
after this integration, some scalar values are needed at cell edges. These edge values will be
donored, bringing in “upstream” values as needed. Upstream values are used for improved
stability in the calculation.

Fig. 6.1 represents a generic control volume nodalization. Scalar quantities are located
at cell centers (K and L), and vector quantities (such as velocities) are located at cell edges
(j and j+1).

The donoring calculation uses values from the cell centers and the velocity at the bound-
ary between those cells to obtain the scalar value at the cell boundary. The equation for a

donored property of field k is:

i 1 1|v
ik = 3 (Drp + OLk) + §| ’

Uj

(Pxk — LK) (6.4)

k
k

Where K and L are locations defined as shown in Fig. 6.1, v, is the velocity of field k at
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Control Volume
e ™~

—>V,

P, a, 0y, 03 —>V,

Oy, Os, U1> U25

U33 U4> U51 U6 1 V3
»

— 1 » V6
. ] .
j-1 N s j+1
Momentum Cell

Figure 6.1: Cell Nodalization Diagram

junction j, and ¢ is any parameter. The overdot (gb) notation will be used to indicate that
a scalar property has been “donored” at the current junction.
Integration of the mass equations with respect to the spatial variable x from the junction

at x; to the one at x;,; gives:

80% 0 k . . . .
<pk,LT’L + QL gt’L) VL 4+ [(Qk 1Pk g1V g1 A1) — (GgPr v Aj)] =

-V Z Ligm — VL Z Lwrr+ Vi Z (Ssk — Sk.s)

S

(6.5)

The mass exchange between phases must be considered separately for each interface
between fields. A mass exchange equation at the interface between fields that is consistent

Eqn. 3.1-33 of Reference [22] and represents volumetric vapor generation rate from field k

to field m (' .m) is:

" Hyn [T° = Tya) + Hoo [T° = T
h — i,

Likm = (6.6)

Where:
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e [y, - Volumetric phase change rate from k, m

e T - Saturation temperature

T,, - Temperature of field m

T}, - Temperature of field k

H; ; - Interface heat transfer coefficient per unit volume from field 7 to field j

h; - Specific enthalpy of field &k (for bulk interface mass transfer)

h%, - Specific enthalpy of field m (for bulk interface mass transfer)

The specific enthalpies for bulk mass transfer across the interface are determined by

whether the liquid is vaporizing or condensing at the interface:

hy = bt (6.7)
he = (6.8)

Where k£ and m are as defined in Table 6.2. For example, if small droplets in a vapor
field are vaporizing, k£ would be 4, and m would be 3. This means that the enthalpy of the
vapor at saturation would be used for A}, and the enthalpy of the droplets would be hj.

Note that Eqn. 6.6 represents the phase change at any of the interfaces in the six-field
model. It also provides for the possibility that the droplet fields will not only have different
temperatures from the continuous liquid field, but they may also have different temperatures

from each other.
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Discretization of Mass Equations

The mass and energy inventories are of great importance to the solution. Since the mass
inventory must be conserved, the density and void fraction are critical parameters. These
parameters will be conserved by discretizing them in time.

Terms that are important in sonic wave propagation and phenomena with small time
constants are evaluated implicitly (terms are at “new” time). This includes the velocity
terms and the terms on the RHS of Eqn. 6.5.

The following equations will adopt some additional notation. Variables that are super-

b

scripted n + 1 are at “new” time. Those superscripted n are at “old” time. A “~” indicates
that the variable is provisional, between n and n + 1.

Equation 6.9 is the “un-expanded” version of the mass balance equation.

n+1 n ‘n n n
[(Oép)ﬁ - (Oép)k@} Vi+ (ak,j+1pk,j+1vk,ﬁ1Aj+1 Pk, ]Uk+1A )At =

Vi At n S,~M ~n n S~ ~n
Z {_(h*ki—h*)" [(Ho )7 (T3 = T ) + (Hem) 7 (T3 Y- i) } "
m m/ L

VLAtZ . +VLAtZ —Sr)

(6.9)

Substituting the appropriate versions of Eqn. 6.6 into Eqn. 6.5 and discretizing as

described yields:

[PZ,L (@ijl - O‘Z,L) + O‘Z7L (PZJF pZ,L)] Vi + (O"Z7j+1pz7j+1vg,—;j-1/4j+l a, Pk, gkaA ) At =

Vi At 5~ ~n n Sy~ ~n
S g [ (3377 = T) () (15 = T3] L
m k m/L

VLAtZ . +VLAtZ - Sr)

(6.10)
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The right-hand side of the discretized mass equation for £ = 1 is shown as an example

of how the data in Table 6.2 are applied to the summation terms in Eqn. 6.10.

0 VLAt
> {‘m [(Hyn)} (T2 = T7) + (Hona ) (177 = 17 } !

Sy1—STa+ 5351 —Sis— T 15— FZ;J,@') VLAt
(6.11)

Note from Eqn. 6.10 that there are some density, volume fraction, and velocity terms that
are needed at “new time” (n+ 1). There are also some donored volume fraction and density
terms that are kept at old time. Donored properties must be kept at old time, because at
the time in the calculation where those terms will be needed, the flow direction at new time
is unknown. This makes it impossible to compute the donored properties correctly. Thus,
donored values are kept at old time.

The density and temperature values at new time that appear in Eqn. 6.10 are secondary
dependent variables. These new time values must be expressed in terms of primary dependent
variables (Eqn. 6.1) in order to proceed with the calculation. The density terms can be
resolved with linearized state relations about the “old-time” values in a process described
in Section 6.2. Eventually, all the “old-time” values will be on the right-hand side and
the “new-time” values will be on the left. These “new-time” values on the left will consist
only of temporal differences of the primary variables, perhaps modified by time-independent

multipliers.
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6.1.3 Momentum Equations

Basic Equations and Expansion in Time

The momentum equations will be discretized using the same methods that were used for

the mass equations. The resulting generalized momentum conservation equation is shown

below.
ov, 1 ov? oP
OékpkAa—tk + §OzkpkAa—; = —ozkA% + OékpkaA — (O./kpkA) FWk U+
Z [kl kmA (Vigm — Vk)] — Z [(arprA) Flim (k — V)] + (6.12)

a - Um
Z (Ss,kvs - Sk,svk) - C Zm: {akampmkA%

s

Where k, m, and s, are defined as before, P denotes the pressure in the control volume,
and C' is the coefficient of virtual mass that is dependent upon the flow regime. The as-
sumption that all fields are at the same pressure results in a single pressure term in Eqn.
6.12. A similar assumption is made for many system codes in use today. These codes rely
on artificial viscosity to obtain a well-posed model that can be solved. Ransom and Scofield
[123] showed that a two-pressure solution (for a two-field model) compared very well to a
single-pressure model that included artificial viscosity. Any model that includes more than
one pressure must also verify the pressures used for the different fields are sensible. Current
techniques for measuring pressures in multi-field systems are limited, and it is unlikely that
it would be possible to verify pressures in a flow field that included multiple bubbles or
droplets.

The phase multiplier (s;) is in place to handle the necessary sign change on the volumetric
mass exchange rate. For vapor phases (k is 4, 5, or 6), sg is 1. The liquid phases (k is 1, 2,

or 3) set s equal to -1.
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The mixture density term in Eqn. 6.12 (p,,x) is defined as the mixture of field k£ and m:

Q + AmPm
iy = —kPk T QmPrm, (6.13)

Qg + auy,

Where k and m are as defined in Table 6.2. The interfacial velocity term (v; ) in Eqn.

6.12 is defined as:

Vigm = AU+ (L = X) vy, (6.14)

The X in Eqn. 6.14 is 0 for positive values of the vapor generation rate (I') for vapor field
k and +1 for negative values of vapor generation rate for field k. With these definitions of
A, the interfacial velocity is essentially a donor formulation. In the case of vaporization of
liquid field m to the vapor field £, the velocity used in the momentum conservation equation
for the interface comes from the liquid field velocity (field m). For condensation, the velocity
is the vapor field velocity (field k).

The virtual mass term in Eqn. 6.12 has been simplified by neglecting the spatial derivative
portion. Approximations that are used to compute the spatial derivative, combined with the
relatively coarse nodalizations used in system code analyses introduce inaccuracies that lead
to non-physical solutions [22], so the spatial derivatives are neglected.

The details of the right-hand sides of the various forms of Eqn. 6.12 follow the patterns

established by the mass conservation equations, and so will not be provided at this stage.

Discretization of Momentum Equations

The process of integration and discretization of the momentum equations follows the same
general guidelines that were used for the mass conservation equations. A key variation is
that the momentum control volumes are located between the cell centers of the mass/energy
control volumes (e.g. “K” and “L” in Fig. 6.1).

Recall that scalar values are located at cell centers and vector quantities are on cell edges



260

(see Fig. 6.1). This has the effect of offsetting the momentum control volumes from the mass
and energy control volumes. Thus, any average properties from the mass/energy control
volumes must be interpolated or donored to get an appropriate value for the momentum cell
centers, which are the junctions of the mass/energy control volumes.

Values like pressure that are needed as an average momentum control volume value are
obtained by linear interpolation between mass/energy control volume centers. The momen-
tum control volume is located between the centers of the mass/energy control volumes, so
the integration in space is done from cell center to cell center (“K” to “L” in Fig. 6.1).

The momentum flux values are located on the edges of the momentum control volume,
which are at the centers of the mass/energy control volume. Values that are needed for
the momentum flux calculation (velocities, etc.) are obtained using a donor-like formu-
lation. This formulation gives a velocity term at the mass/energy control volume center
and a viscous-like term (numerical or artificial viscosity). Accounting for these adjustments
and following the guidelines used for the mass conservation equations, the finite difference

momentum equation for field £ is:

(arpr)} ”HA:EJ + (arpr FW)! (vk)?ﬂ Az At+
S~ { (Cananpn); (" = op) } Az + (Gap HLOSS K v At

S (58 o} = )™ = (i F Ti) (v — w) "] Ay 51 =
" (6.15)

. n n n n ]- . . n n n
= (an)} (P — P)""" At + (cnpr)] v ;A — 5 ()i [(v8) — (vi) 5] At
1 . . n
(Oékpk) B A{L‘]At + = (Ozkpk (VISk))] At—
Z {(C’amakpmk)? (v} — v,’:)} Az; + Z (Ssks — Sk,s0) Ax; At

m

The terms with an overdot are donored as before. If the term is multiplied by Ax;, then

the scalar variables are interpolated between neighboring cell values.
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The pressure gradient in the momentum equations are at new time because they fall
under the category of terms that are responsible for the sonic wave propagation time step
limit and phenomena with small time constants, so the implicit evaluation is used. Note
that the only terms at new time are primary variables - velocity or pressure (v or P). The
velocity squared terms are the exception. They are left at old time to avoid the need of
an iterative solver. The momentum equations will be used in the solution of the remaining
balance equations.

The HLOSS terms in the momentum equations result from dynamic flow losses resulting
from abrupt area changes computed by the code or user-input loss values.

The artificial viscosity term, V' ISy is defined for field k£ below. Note that since this
represents the artificial viscosity in the continuous fields, the values of k are either 1 or 4.
VIS, is zero for the remaining values of k.

0I5} = 5 {letal [0 2 = o), | = bl o), - 0,0 2| p a0

6.1.4 Energy Equations

Basic Equations and Expansion in Time

As previously stated, the noncondensable gas in the vapor field is neglected in this deriva-
tion. The result of this choice is that the term representing the heat transfer from the
noncondensable gas to the vapor phase is eliminated from the energy balance equations.

The following simplifications are applicable to these equations (pg 52 in [22]):

Reynolds heat flux is neglected

e Covariance terms are universally neglected

Interfacial energy storage is neglected

Internal phasic heat transfer is neglected
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The energy conservation equation for field k is provided as Eqn. 6.17:

9 10 . day PO
It (axprUy) + A9r (apprUgvpA) = _PW Aoz (apupA) +
6 6
Z (Qi,m,k + Qw,k) - Z (Fz,k,mhz + Fw,k,mh;g> + (617)
m=1 m=1

6
> (Smihm — Skmhi) + DISS;

m=1

Where Uy is the internal energy of field £ and @) is the volumetric heat addition rate.
The phasic specific enthalpies in the bulk shown in the energy conservation equation (hj,
where k is any of the 6 fields) depend upon the heat transfer conditions as shown in Eqn.
6.7. The same is true for the phasic specific enthalpies associated with wall heat transfer in

the thermal boundary layer.

h,, = hi* (6.18)

’

h =l (6.19)

m

Where k and m are defined in Table 6.2 as before. The rates of interfacial heat transfer

are then [22]:
1 + € ’ ’ ’ ’
i,4,1 — 1141 —41) = 9 w,1,5 5 — g w,1,6 6 — U1 :
Qiar = Hit (T° — T)) Twis (b — b)) + Tug (hy — h (6.20)
1—¢ ’ ’
Qi,1,4 — H1,4 (Ts _ T4) — ( 5 ) Fw,4,1 <h4 — h1> (621)
Qm = Him (T° = T)) (6.22)

The terms in the above equations that include heat transfer coefficients (H) compute the

heat transfer in the bulk coolant. The second term on the right-hand side of Eqns. 6.20 and
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6.21 are for heat transfer that occurs at the wall. The € is a wall vapor generation/conden-
sation flag that is set to 1 for boiling in the boundary layer and -1 for condensation. Note in
Eqn. 6.20 that there are two I' terms representing bubble generation at the wall. The flow
conditions determine whether large or small bubbles will be generated near the wall, so it
is assumed that one of the two gamma terms will generally be near (or at) zero. Eqn. 6.22
represents the remaining interfacial heat transfer terms that are present in the complete set
of energy governing equations.

The time derivative in the energy equation is expanded in time using the product rule,
and then the expressions for Q; g, and I'; ¢, (see Eqn. 6.6) are substituted into Eqn. 6.17

to obtain the generalized energy balance equation (after collecting all the H and ao"“ terms):

Oy, Opy oU,
(oxUi + P) —— 5 U=t oy +a kpka_tk‘i'
1[0 0
1 [8_ (o prUgvpA) + Pg (akUkA)} =

hy, .
_ Z {(h* _ h*) Hk;m (T — Tm) + (m) Hm,k (T —Tk):| + (623)
1 1 — ,
> { K ‘2“) h' + ( . 6) hk’:| Fw,r,k} + Twerhty + Qui + DISS,+

r

S (Sewhs — Skshi)

s

Where k, m, r and ¢ are defined in Table 6.3. As with the mass equation, the expansion
of the time derivative in the energy equations is useful for the solution of the system, but it
is also helpful to have an unexpanded version of the energy balance equation. Equation 6.23
is the expanded version. The un-expanded and discretized version will be shown in the next

section. The right-hand side of the energy balance equation for k = 1 is provided below.



Table 6.3: Summation Sets for Values of k in the Energy Equation

k m r s | c
114,56|5,6(2,3|4
2 4 - | 1,3 -
3 4 - 1,2 -
411,23 1 |5,6]-
5 1 - 14,61
6 1 - 14,51

1+€ ’ 1—€ ’ 1+€ ’ ]_—E ’
(5 () [ ()
Fw7471hl1 + Qw,l + DISSl+

So1ho — Si2ht 4 S31hs — Si3hy
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(6.24)

Where the dissipation terms (DI1SS; above, DISS, for k = 4) are the sums of the effects

of wall friction, pumps, and turbines. Other dissipation effects (interface mass transfer,

interface friction, and any virtual mass) are neglected, as are the dissipation terms for the

fragmented fields (bubbles, droplets). These terms are small in the energy equation. These

interfacial friction terms are much more important in the mass and momentum equations,

and are not neglected in those cases. The wall friction part of the dissipation for the vapor

and gas phase are defined as:
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DISSI == OélplFWﬂ)% (625)

DISS, = ayps FWyv3 (6.26)

Where FW; and FW), are the liquid and vapor wall drag coefficients.

Integration in Space and Discretization in Time

The energy equations are integrated in space (from j to j + 1) as was done for the mass
governing equations. They are also discretized in time, again as was done for the mass
governing equations. Both of these steps followed the same processes that were outlined in
more detail for the mass equations in Sections 6.1.2 and 6.1.2.

The un-expanded and expanded versions of the discretized energy equations are shown

as Eqn. 6.27 and Eqn.6.28 respectively.

[(aPU)nH (aPU)Z,L] Vi + [‘j‘Z,jH (ﬁZ,jHUIZjH + PL) Y ]+1AJ+1
oy <ijU£j + Pn) “ZTAJ} At=—(agpt — o) Vil
s S |( ), e (7 - T+

h’* " n ~S,n ~n
" ) (Hpp)y (T =T ) | + (6.27)
h —hi ),

VLAtZ { [(1 i E) hei,m+ (%) hk,len} (Fw,r,k>TLL} +

(Pwe)] h,;ZVLAt + (Qui)y VLAt 4+ DISS] | VLAt

VLALY *(Sorhs = Skh)
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[(pkUx + P)} (a3 = afn) +af LU (0f = o) +
ak ka: L (UMhLl UIZL)} Vi+
[de—i—l (p'Zj-&-lUl?j—i-l + PE) ”Z}LLAJH Qg j (pZVjU;;J’ - Pf) UZ}FIAJ Al =

sy (- h*> (Hi)} (T = T3 +

h;‘jn, " n ~S, N ~T,
P (Hpmr)y, (TL e _Tk,LH) +
hm hk

VLAtZ { Kl +€> het/,n+ (1 ; E) hk,lenl (Fw,r,k)Z} +

(Cuet)) B VAL + (Qui)) VAL + DISSE Vi At+

(6.28)

VLALY (Sarhs — Skoh)

6.2 Linearized Approximations to New Time Variables

The only terms that should be at new time (n + 1) are the primary variables (U, P, a, v).
There are some values in the preceding discretized governing equations that have variables
at new time that are not primary variables. The additional variables at new time are the
density and the temperatures.

The way to resolve this issue is to recognize that density and temperature can be written
as functions of the primary variables. For this reason, they are often referred to as secondary
variables. The Gibbs phase rule [124] states that for a given phase of uniform composition,
only two intensive properties (temperature, pressure, etc.) can be varied without affecting
one another or the other intensive properties. By treating each field in the flow as a separate
component, the Gibbs rule allows the density and temperature to be determined by the

pressure and internal energy. By the chain rule,

dp (P.U) gy oP _ owoU

i oPor Ut (6.29)
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6.2.1 Linearized State Equations

By replacing the derivative with respect to time of the primary variables with the discretized
time values, an approximation to that derivative is obtained. This allows the new time value
of the desired parameter (density, for example) to be written as an approximation of the
sum of the parameter at old time and the multiple of the partial derivative of the parameter
with respect to each primary variable multiplied by the change of that primary variable as
in Equation 6.30.

n n I \" [ pon n O \" /1rem n
Pk,LH = Pk,L + <8_P)L (PL+1 - PL) + (8_Uk . (Uk,L+1 - Uk,L) (6-30)

Note that the approximation assumes that the change in density with respect to each of
the primary variables considered is known. Note also that the pressure is assumed to be the
same for all the modeled fields. The void fraction and velocity have also been eliminated
from the calculation (even though they are primary variables), as those values have nothing
to do with the density.

The provisional new time temperatures are developed in a similar way:

~n mn aTk " n n aTk ! ~n n
Tt =T, + (8_P)L (P —Pp) + (8_Uk> . (U = Ury) (6.31)

6.3 Source Terms and Stability

The source terms (S ) that will be used in the six-field governing equations are documented
in [119]. These terms are required for solution of the six-field model and represent the
physical transfer of mass between the fields. The addition of these terms must be done with

consideration to the overall stability of the model. Recall that the for a source term of Sj ,,
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the notation indicates that the mass is moving from field & to field m.

6.3.1 Liquid Phase Source Terms

The source terms for the liquid phase should include representations of the physical mech-
anisms by which droplets are entrained, de-entrained, broken up, and coalesce. In the case
of droplet entrainment, the orientation of the flow affects the entrainment rate. The ori-
entations considered for the six-field model are upward annular flow, entrainment near a
reflood quench front, and horizontal flow [119]. The function shown in Eqn. 6.32 indicates
the parameters that are required for all three of these orientations. Not all parameters are

needed for each orientation.

!
51,2 = f1,2 <p17 pa, P, P, v, U4, V4, crits F1,4, Afv a1, N, i1, e, O, T, G, Dhya Ppa Wrr, Wrre, kA)

(6.32)

The droplet entrainment functions, represented by the expression above, include non-
linear terms. The methods used for linearization of the governing equations are ineffective
on expressions that include powers of /s, which occur in some of the source term correlations.
This non-linearity is the reason why the source terms are evaluated at old time in the six-field
model. Many of the source term models presented in this section have similar issues with
linearity.

The droplet de-entrainment models include two orientations: horizontal flow and vertical
flow. These correlations use similar parameters to those used for the droplet entrainment,
as shown in the expression below. Note that in horizontal flows, the gravity will act on the

droplets, increasing the de-entrainment in the lower portions of the pipe. The correlation



269

selected will average those effects around the pipe circumference.

5E’),l - f3,1 (Ua Qasg, P1, P4, L1, L4, 7, D7 V::elhpwv AX, kD7degvv4a<7C767S7 QG7 WLE’ LCE”)

(6.33)

No suitable models have been found for use in the droplet coalescence source terms. For
purposes of the six-field model, the bubble coalescence correlations will be used until better
droplet models become available. The droplet breakup models are based on three assumed
mechanisms. Two are based on flow effects. These are bag-type breakup and shear breakup.
In bag-type breakup, the droplets form large bag shapes and break up around the edges near
the top of the “bag”. For shear break-up, the droplets elongate until they disintegrate. The
third mechanism for droplet breakup is for droplets that impact the spacer grid. As might
be expected, that model will include dimensions of the grid and the rough probability of the

droplets impacting the grid itself. These three options are represented by the expression:

2
52,3 - f2,3 (Ph P4,V4,V2,0, Do: a2, Urel,1,d1e, Aga AC7 meg, VD[: DI’ Qe, Ai,du ‘/cell) (634)

6.3.2 Vapor Phase Source Terms

The vapor phase source terms include the physical effects of interaction for the bubble fields.
Unfortunately, models for bubble entrainment, de-entrainment, and spacer grid breakup are
not available for bubbles. Until such models become available, the correlations used for the
droplet fields discussed in the previous section will be implemented.

Bubbles may coalesce into larger bubbles by random collision or wake entrainment. These

mechanisms are notably more complex than those for the droplet interactions, with several
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additional empirical constants. The random collision source terms are computed by correla-

tions represented by the following expression:

56,5 = f6,5 <Oéb, b maz Ai,67 X CRC,k7 P4, P1, 9,0, Ga W7 ‘/Ca Tk, Cgcc)’v RCmax,b? R:) (635)

Perhaps the most recognizable example of wake entrainment is where a small bubble is
following in the wake of a larger bubble, but the opposite situation is also possible, where
a larger bubble will be following a smaller bubble. The wake entrainment correlations are
different for each case, but require similar parameters as input. The expression below en-
compasses both types of wake coalescence. Note that not all the parameters listed are used

for every wake entrainment mechanism.

Ses5 = fo5 (C{(A]ﬁ)};, Uret i, CDojes Aies Qb , Qb 1, P15 P4y Ty Gy Vey G, 0, R 1, R;) (6.36)

In a similar manner as droplets, bubbles may break up due to flow effects. Turbulent
eddies may cause the bubbles to break up, as well as shear effects. The source terms related

to these effects are computed using the parameters shown in the expression below:

_ (k) # _
55,6 - f5,6 (CT] ) CSO; Cd7 g, P1, P4, Db7 Urel,b,1, G7 Rcu Rm,ka RSO,CX? Uty Ay Oty Tk, Ai,k? WeC,TI,k

(6.37)

When bubbles break up due to size-related instability, the rate of that break up is ex-

pressed by a function that has the following input parameters:

S5,6 = f5,6 <O}({I€C)’7 CRC,k) CI(/IIj)Ea CD,k7 0, X5 P4, P1, Gv g, W7 Tk, RSO,C: A, Tk) (638)
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6.3.3 Stability

The formulation of the six field governing equations assumes that all the fields are at the
same pressure. This single-pressure assumption results in an ill-posed problem. This is not
a concern, however, because the addition of artificial viscosity mitigates the effects of the
single-pressure choice [22].

Comparisons between a two-pressure model and the single-pressure system of RELAP5-
3D showed that the differences between the two methods are more significant in the shorter
wavelength components of the Fourier solution [22]. Neglecting these “shorter wavelength”
components improves the results and the stability of the solution.

When the shorter wavelength components are removed, the ability of the model to resolve
wave fronts in the solution is reduced. These wave fronts generally result from sudden changes
in the model. Valves closing or opening, pressure pulses due to pipe ruptures, pumps starting
up, and other sudden changes in the model. The six-field model introduces the additional
possibility of solution wave fronts by the sudden appearance or disappearance of fields. When
the shorter wavelength components of the Fourier solution are removed, these wave fronts
are “smoothed”. The corners of the wave front are not as sharp, and the wave front itself
spreads out and attenuates.

In an attempt to better resolve the wave fronts, a user could reduce timestep sizes, but
adequate accuracy is not obtained until the timestep is much less than the material Courant
limit. Alternatively, the size of the control volumes can be reduced, but due to the fact
that the wave front itself is finite, any volume size used will be an approximation, since the
pressure within a volume is a single value.

The objectives of a typical plant analysis include minimizing runtime and model com-
plexity. These goals are somewhat at odds of capturing the finer details of a wave front, but

analyses of typical plants do not generally require that level of detail in wave front behavior.
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The shorter wavelength components of the solution have been eliminated from this de-
velopment in the interest of stability. In the case of the six-field model, all of the field source
terms have been placed at old time. If included, the non-linear aspect of the source term

correlations would introduce many short wavelength components to the solution.

6.4 Solution of the System

The mass, momentum, and energy governing equations describe the fluid behavior in every
control volume in the model. The solution is obtained by formulating the mass and energy
equations into a matrix equation so that they may be solved simultaneously. The momentum
equations are arranged separately and solved for the velocities, which are then substituted
into the mass and energy system.

The following sections will describe this process in greater detail.

6.4.1 Mass and Energy Matrix Formulation

Considering the mass and energy equations alone, there are 12 equations (six fields each for
mass and energy equations) and 18 “primary” variable quantities at new time. The 18 terms
at new time are the six velocities and the 12 derivatives of the remaining primary variables.

All of the terms that are multiplied by the difference between old-time and new time
T terms are collected and arranged to be the elements of a coefficient matrix for control
volume L (A;). The n-time-level coefficients that are not multiplied by differences of primary
variables or velocities at new time are collected on the right-hand side of the equations and
make up the I_yz vector. The terms that are multiplied by new-time velocities are collected

into two vectors (gﬁj 41 and gZ’j) for each field — one at point 7 + 1, the other at point j.

The matrix expression for the mass and energy governing equations for volume L is shown
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in Eqn. 6.39.

. 6

AL AT =Dy + ) (gravi i + g et (6.39)
k=1

The A array in Eqn. 6.39 is a 12 x 12 matrix made up of the coefficients from the mass

and energy conservation equations. The structure of the A matrix is shown below.

0 A272 0 A274 0 0 A2,7 0 0 0 0 A2712
0 0 Azs  Asa 0 0 0 Az 0 0 0 Az 12
Asn Aso Asz Aga 0 0 0 0 Ay 0 0 As2

As 0 0 Asy  Ass 0 0 0 0 As 10 0 As 12

—n Ag 1 0 0 Ag.a 0 Ass 0 0 0 0 Ag11 A2
" (6.40)

A7 0 0 Ara Ars  Are Avn Arg Arg  Ario Arin Arae

0 Ag o 0 Ag 4 0 0 Ag 7 0 0 0 0 Ag 12

0 0 A973 A974 0 0 0 Agyg 0 0 0 A9712

A1 Aroe Aoz Aioa 0 0 0 0 Ao 0 0 Aio,12

Aiia 0 0 Anna Angs 0 0 0 0 Aii10 0 A2

A2 0 0 Ato,4 0 Apg 0 0 0 0 A1 A2

The time difference of the primary variables (AZ7™*!) vector in Eqn. 6.39 is the difference

between the old-time and provisional new-time values of the primary variables. This is shown



in the AT} vector.

—=~n+l
Az =

~n-+1 n
Ul,L — Yi,L
~n+1 n
UQ,L - UQ,L
~n-+1 n
U3,L - U3,L
~n-+1 n
U4,L - U4,L
~n+1 n
U5,L - U5,L

~n-+1 n
Uﬁ,L - UG,L

O‘zNEH —agp
O‘?:ZH — oy
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O‘GN,ZH — g
R

274

(6.41)

The b vector in Eqn. 6.39 is a 12-value column vector that consists of the RHS terms

of the governing equations that are not multiplied by a velocity or a primary variable. The

terms multiplied by the velocities are formed into two 12-value column vectors that come

from the coefficients of the velocity terms on the right-hand side of the governing equations.

The coefficients in the A matrix are provided in Appendix A.

6.4.2 Momentum Matrix Solution Formulation

Eqn. 6.15 represents the time and space discretized momentum equation for all six fields.

These equations are used to solve for the new-time velocity terms that are in the mass and

energy equations.

Moving all the terms with a factor of new time velocity in Eqn. 6.15 to the left and all
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other terms (including pressures) to the right results in the linear system shown in 6.42.

=n =n
= —ntl g pntl n
AT = AP+,

(6.42)

?j

Where the j: ; is a 6 X 6 matrix with coefficients that are the multipliers of the velocity
terms in the momentum equation at point j. The @?“ vector is made up of the six new
time velocities. The matrix of pressure multipliers associated with grid point j is j;j. The
pressure coefficient matrix is of dimension 6 x N, where N is the number of control volumes
in the problem. The pressures in the N control volumes are in the N x 1 vector P. The

remaining old-time terms are in the 6 x 1 EZJ vector.

N
Since A, ; is nonsingular for sufficiently small values of A, so the velocity vector at new

-1
time is produced by multiplying all the terms in Eqn. 6.42 by <Av7j> . This gives an

expression for the velocity vector at new time in terms of pressures, old-time quantities and

b, ;, shown in Eqn. 6.43.
—n+1 =n —1—=—n —n+1 =N -1 -n
wt = (A,) AP (A) B (6.43)

There are six rows in E?H, each one for the velocity of a different field. The new time

velocity for field £ can be expressed as one of the rows of Eqn. 6.43:

v,’;jl = oWy, an -)1 APy (jn »>1 b, } (6.44)

Y p,J ,J

6.4.3 Solving the Matrix

As shown in Eqn. 6.44, the velocity at any junction within the model depends on the
pressures in every volume in the model. This effectively links the 6 x 6 system of mass and
energy governing equations for individual volumes represented by Eqn. 6.39 together into

one large system. By arranging the system of equations represented by Eqn. 6.39 on the
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diagonal of a larger matrix, a 12N x 12N system is obtained, where N is the number of

volumes in the problem. The matrix equation for the larger system is:
=0N ——=~nt+l  Tkn 0 n =" “l=n _p4 =" 1
ATAXTT = Y { G (rowk {(Av,jH) Ay P () bw.HD +

(6.45)

Where j*n is the 12N x 12N coefficient matrix made up of all N Eqn. 6.39 systems on
the diagonal. The AX™" vector is an augmented vector from 1 to N that contains the
Azy™ 1 vectors from L = 1 to L = N. The same is true of the b vector.

The solution of Eqn. 6.45 are the values of the temporal differences in vector AXTH
for all the volumes in the system, which can be used with the old-time values to obtain

provisional new-time values for all the primary variables except pressure, which is obtained

at new time.

6.4.4 Moving Primary Variables from Provisional New Time to

New Time

To obtain the primary variables at “non-provisional” new time, the mass (Eqn. 6.9) is solved
for (ozp)zzl using the provisional temperature terms that are obtained from the linearized
approximations to new time variables shown in Section 6.2. This is done for each of the six
fields.

The un-expanded energy equation (Eqn. 6.27) is then solved for (apU )Zzl Dividing

(QPU)ZE by (a,o)’,;ffl gives U}'}! for each field.

n+1
k,L

The volume fraction of field k at new time (a}}') can then be calculated from (ap)
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using:
ey (o)t
Pr.L

Where p,';’}fl is as defined in Eqn. 6.30. Equation 6.46 can now be used to compute
the volume fractions for each of the six fields. This completes the calculation of the set of

primary variables at new time, and the calculation of the next timestep begins.
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CHAPTER 7

Summary and Conclusions

The development of system analysis codes for nuclear systems is important to the ad-
vancement of the nuclear industry. These codes aid designers in efforts to develop safer,
more efficient nuclear plants. Current system codes typically have only two fields, one for
each phase (liquid and vapor). This simplification assumes that all the liquid (continuous
liquid, large droplets, and small droplets) are modeled as one field having the same temper-
ature, pressure, and velocity. The same approximation applies to the vapor field, where the
continuous vapor as well as the large and small bubbles are represented by a single field and
share a single velocity, temperature, and pressure.

Severe accident scenarios tax the capabilities of a two-field model. Many of the modern
system codes are being expanded to include additional or new conservation equations to
model additional fields. These changes have been found to improve the modeling capabilities
of these codes.

This dissertation shows the development of two-phase, six-field conservation equations
for six fields: liquid, small droplet, large droplet, vapor, small bubble, and large bubble. The
two-phase six-field model includes six mass conservation equations that include source terms
that represent the mass transfer from one field to another. This mass transfer can occur due
to phase change, as well as physical mechanisms. These physical mechanisms include liquid
and droplets interacting with the spacer grids and high velocity vapor flows causing droplet
entrainment. Specific closure relationships are required to provide the value of these source
terms in a full system analysis.

The six momentum continuity equations have been developed by including momentum
exchange resulting from phase change and the same physical mechanisms that affect the
mass continuity. The models capture the increase in momentum for the small droplet field
when the large droplets break up due to vapor flow conditions or impacts with the spacer

grids. The momentum of the continuous liquid field is reduced as droplets are entrained
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into the vapor field. The current derivation is formulated to allow for the droplet fields to
have different velocities from the continuous liquid, as well as different velocities for the two
droplet fields.

Other system codes that have been modified to include additional fields have simplified
the energy continuity equations by making the assumption that the droplet field is at the
same temperature as the continuous liquid field. This allows for a single energy equation to
represent all the liquid phase, including droplets and continuous liquid. The model presented
here allows the droplet field to be at a different temperature from the continuous liquid.
This requires additional energy conservation equations, which have been included in the
derivation.

Closure models for two-field system codes account for a limited set of parameters in
the governing equations. Since the governing equations in a two-field representation do not
directly track bubbles or droplets, the closure models do not need to solve for the interactions
between these fields. The governing equations must only account for mass, momentum, and
energy exchange across a single interface. Accuracy is improved if the flow regime can be
approximated (e.g. bubbly or annular) and appropriate heat transfer coefficients applied,
but this is not necessary to close the system, where any reasonable model of the interfacial
interactions will suffice.

The six-field governing equations outlined in Chapter 3 require specified closure models
for interactions that arise from the increased detail of the six-field formulation. Since the
governing equations must account for physical interactions that cause large droplets to break
up and join the small droplet field, closure models are identified that represent that exchange.
The closure models presented herein will complete the mass balance for the six-field two-
phase flow model outlined in Chapter 3. These closure relationships provide the necessary
input to solve the six-field governing equations, including the breakup of droplets due to
flow effects and the spacer grids. Models have also been presented to account for bubble

interactions (coalescence and breakup).
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This dissertation shows the newly developed governing equations, justifications, and ex-
planations for six fields. The six fields can provide a more realistic representation of the
two-phase flows than one or two field models, which are commonly used in nuclear system
codes. The primary variables for the six-field representation were also identified, which is
also a unique contribution to the reactor analysis field. The number of variables was reduced
using theorems and correlations before the equations were discretized spatially and tempo-
rally. Then, Taylor’s theorem and the multi-dimensional chain rule were used to produce
a set of equations with only the primary variables at new time. The resulting system was
organized as matrix equations, and a method for solving the system was presented. This
solution method was not previously available for solution of a six-field system of equations.

Future work in this field includes the code development of the proposed model. When
the model has been implemented in a system code, it will be possible to test it against
experimental results to evaluate the performance. It is difficult at this time to predict how
much improvement in accuracy to expect, since the current codes that have added fields do
not generally include the energy equations for the new fields, unlike the model proposed in
this work. Additional future work includes the adaptation of the six-field model for vessel
(3D) components and determining (by way of experiments if necessary) more of the closure
models that are needed (such as droplet coalescence).

This work has developed an innovative, unique set of equations with applicable closure
relationships that will model two-phase flows in more detail than has been attempted previ-
ously in a nuclear system code. The equations, closure models, identification of the primary
variables and solution scheme constitute a novel application of the available theory that will
provide useful capability to the existing system codes. The increased accuracy in reactor
system modeling has the potential to reduce operational costs by increasing rated powers and
improving accident response performance of the reactor system by removing uncertainties in

the analysis.
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APPENDIX A

Linearized Governing Equations

This Appendix shows the linearized governing equations in their final form for matrix so-
lution. Note that each equation is annotated to indicate the parts of the equation that are
coefficients in the A matrix (Eqn. 6.40), b vector, or g vectors. The equations are arranged
in the same order as the rows of the A matrix in Eqn. 6.40. Thus, the energy equations for

fields 1 through 6 come first, followed by the mass balance equations for fields 1 through 6.

A.1 Energy Equations in Terms of Primary Variables

Eqn. A.1 is the energy balance equation for the continuous liquid field, and constitutes the
first row in the final matrix expression. Note that there are terms on the LHS of the equation
that are differences of the primary variables at new time and old time (e.g. P;"' — PP). The
coefficients in front of the primary variable differences are the values that will be in the A
matrix of the solution. The difference expressions will be in the AZ vector that is multiplied
by the A matrix. Boxes have been drawn around the coefficients, and the notation added
to the box indicates which matrix or vector position that term will have. For example, the
notation of A;; adjacent to a boxed section of the equation indicates that the expression

inside the box is located in the top left position in the A matrix.
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Large Droplet (k = 2):
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The continuous vapor energy equation follows the same pattern as before.

Continuous Vapor (k = 4):

* *
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Large Bubble (k = 5):
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Small Bubble (k = 6):
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A.1.1 Mass Equations in Terms of Primary Variables

The same procedure that was used to develop the energy conservation equations with only
primary variables at new time can be used on the mass equations represented by Eqn. 6.10.
The liquid mass equation can be written as shown in Eqn. A.8. The coefficients of the
matrix and vectors are marked as before.

Recall that the continuous liquid mass equation was derived with a volume fraction of
the continuous liquid (o). The result of this was a term in the equation that had the
difference of the liquid volume fraction at new and old time (af z“ — af ) on the LHS of

the equation. As outlined previously, the void fraction terms in the system of equations can
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be made independent by replacing the continuous liquid volume fraction with:

041:1—<062+043+Oé4+045+066) (A?)

This substitution eliminates the «; term from the expression, leaving the remaining void
fraction terms independent of one another. This substitution has been made for Eqn. A.8
below.

Note that the remaining a4 terms in Eqn. A.8 will also be substituted as described, but
since the remaining terms will not be part of the X vector in the matrix equation, the o

terms have been left in for simplicity.
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Two of the terms on the RHS of Eqn. A.8 include a vapor velocity variable at new-time
(shown in blue). The velocities are called for at different locations (j, j+1). The coefficients
are the terms that are multiplied by the velocity terms, and make up the right-hand side of
the matrix expression. The terms on the RHS that are not multiplied by the velocities are
part of the b vector as indicated.

The same procedure outlined above is followed for the remaining mass balance equations.
This results in the following equations for the large and small droplet fields:

Large Droplet k = 2:
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Small Droplet k& = 3:
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The development of the equation for the continuous vapor field is the same as was shown

for the continuous liquid field.
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Eqn. A.11 is the discretized vapor continuity equation. Note that the primary variable

terms that will be in the X vector of the matrix expression are again highlighted in yellow.

The velocity terms at new time that are on the right-hand side of the expression are again

highlighted in blue.

The non-highlighted terms are part of the A matrix or vectors as

indicated. The discretized vapor mass equation is the sixth row of the A matrix.



previously outlined.
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The large and small bubble equations can be obtained by following the same process

Large Bubble £ = 5:
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Small Bubble k£ = 6:
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A.1.2 Momentum Equations in Terms of Primary Variables

The momentum equations are not used directly in the A matrix, but are part of the solution.

Eqn. 6.15 shows that the only primary variables in the momentum equations are velocities

and pressures.



Continuous Liquid (k = 1):
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Note that the only primary variable term remaining is the pressure difference. As before,

it is located on the left-hand side of the equation. The velocity terms at new time are

again located on the right-hand side of the equation. The interface velocity term (v; ) is

computed using the method described in Reference [22] and shown below.

Vikom = AUk + (1 — X) Uy

(A.15)

Where A is 0 for positive values of I',, ; and 1 for negative values of I';, , which has the

effect of making it a donor formulation.

The droplet, vapor, and bubble momentum equations follow the same process, and are

as shown below:
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Large Droplet (k = 2):

ag"jAt(PL _ PK)n—i-l — [(angng 4) ijAt + (Coz4042pmk) Ax]} 'UZ‘;l [(asz) A.I‘]

(a2paFlzq —Ta)7 AxjAt + (Casaspmi); Az + (G2p2 HLOSS)Y At} Vzv,lfl_

(Ty, 2) Az At(v;, 2) oy (Oégpg) B, AxjAt — (Ca4a2pmk) Azjvy+ (A.16)
1
(Casazpmr + agpa); Azjuy — B} (G2p2)} N ) At+

(81,201 — 52,102 + 53,203 — 52 3v2) Ax; At

Small Droplet (k = 3):

&5 APy — P)™t = [(aspstg,A) Az; At + (Casaspo)! Ax]} e [(043/)3) Azj+
(aspsFIss —Tas)" Azy At + (Casazpmt)} Az + (633 HLOSS)! At} V-
(Ty, 3) Az At(v; 3 4) oy (a3p3) B, Az; At — (Ca4a3pmk) Azxjvy+ (A.17)
(Casazpmr + a3p3) Azjvy — ; (agpg) (v3 L= ) At+

(S1,3v1 — S3,1v3 + S2 302 — S3 2v3) Ax; At



Continuous Vapor (k = 4):

(d4)? At(PL — PK)n+1 |: (044[)4) AJ}] (Oé4p4FWG — F1,4 — F274 — F374—

044,04FI4 1 — O[4p4FI4 2 — 0&4p4FI4 3) A.’I}JAt — (Ca1a4pmk) A.]?j—

n+1+

(Ca2a4pmk) Azxj — (Ca3a4pmk) Az — (a4p4HLOSSG) vy

d
[ agpsFlyq) ijAt + (Cozloz4pmk) Az }
[ agpsFly ) ijAt + (Ca2a4pmk) A:c]} U;le-i-
{ aspsFly3) ijAt + (Ca3a4pmk) Ax]}
(apv)} ; Ay + [(a4p4> By + (T1.4)" (via1)l '+

(P2.0)] (Wia2)] ™+ (Ta)] (vi00)) 7| Awjal-

5 (Oé4p4)j {(UZ)L — (UE)K} At + = B (Ol4p4VIS4) At+
(Caraapmp)j (vi —o1); Azj + (Cagaupmp)j (vff — vy); Axj+

(C'ozgoqpmk)? ( vy — 1)3) AIJ (5574115 — S475114 + 56,4176 — 54,6174) AIjAt

Large Bubble (k = 5):

ag ;At(Pr — Pt = [(a5p5FI5’1) Az At + (Calag,pmk) ij} v’fjl [(a5p5)? Ax;+
(aspsFls,1 + Tu,s)} Aaj At + (Caraspmn); Az + (éspsHLOSSG)] At] i+
(F5)§L A.’EjAt(’l}i75’1)?+1 (045[)5) B A(EJAt — (Ca1a5pmk) AZ’jU?-F

1
(045/)5) (ng ) At+

(Caraspmy + a5ﬂ5) Axjvy — 5

(54751)4 - 55741)5 + 56,5v6 - 55,67}5) AlL’jAt
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(A.18)

(A.19)



Small Bubble (k = 6):

ag At(Pr — PK)""’1 = |:(a6p6F1671);l Az; At + (C’ozloz(;pmk)? ij} vf}'l — [(aspﬁ)? Az;+
(agpsF'Is,1 + FI,G)? Az At + (Caragpmy); Ay + (depsHLOSSG) At] vg,}rl"‘

(I’LG)? ijAt(vi,G,l)?H + (a6pe)j BalAxjAt — (Carappmi); Axjuy+

1, ..
(Caragpmp + agpe)? Al‘jvg D) (%‘PG)? (Ug,L - U(Qs,K)n At+

(S4,6v4 — S6,4v6 + S5,6U5 — S6,506) Ax; At
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(A.20)
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