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Abstract 

Observations from the North and South American Cordillera show that mean and maximum 

elevations decrease with latitude. A correlation between maximum elevation and ELA has 

been the impetus behind the glacial ‘buzzsaw’ hypothesis, which states that glaciers limit the 

elevation of mountain peaks. However, the expected latitudinal trend in topography in the 

absence of glacial processes is unknown. I use the CHILD model and NCEP/NCAR 

precipitation data along the Andes to predict trends in topography. Elevation trends vary 

along latitude by 2-30 fold, depending on the erosional and hydrological model 

parameterization. Trends generated using stochastic storm generation vary significantly from 

those generated using mean annual precipitation (MAP) suggesting that MAP may not capture 

the true geomorphic efficiency of the modern climate system. Geomorphic efficiency varies 

across the orogen as a result of orographic effects. The results provide further evidence in 

support of climate’s control on erosion processes and topography.  
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Chapter 1: Introduction 

The flow of water over a landscape is a fundamental control of erosion processes and 

therefore plays a central role in shaping topography. Ultimately, the flow of water is 

controlled by climate; larger amounts of precipitation result in larger amounts of water 

discharge within a landscape. This logic leads geomorphologists to postulate that climate 

controls erosion processes and topography, yet quantifying the degree to which climate 

controls topography has proven difficult [Riebe et al., 2001; Ferrier et al., 2013; Dadson et 

al., 2003; Burbank et al., 2003]. For example, some studies discover little to no correlation 

between climate gradients and erosion rates [Riebe et al., 2001; Burbank et al., 2003], while 

others successfully correlate spatially variable erosion rates with precipitation gradients 

[Dadson et al., 2003; Ferrier et al., 2013]. Such contradictions make climate’s influence on 

geomorphology a central focus in many modern studies on landscape evolution.  

 The relationship resulting from quantifying climate’s control on erosion process and 

topography has many implications on surface processes. The supply of sediment to the 

world’s oceans and sedimentary basins, which are host to important petroleum resources, 

relies heavily on erosion rate [Leeder et al., 1998]. Consequently, understanding how climate 

affects erosion process may provide better insight into climate’s control over sediment supply. 

In addition, studies suggest that climate could be a strong factor in orogenic development as 

wetter climates may localize exhumation and crustal flow beneath the orogen while drier 

climates may drive a different style of orogenic evolution [Avouac and Burov, 1996; 

Beaumont et al., 1992]. Therefore, by quantifying climate’s control on topography, I can 

provide insight into the potential influence of climate driven erosion on tectonics. Finally, 

erosion and weathering are important components in greenhouse gas drawdown, potentially 
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driving long timescale climate changes [Walker et al., 1981; Zachos et al., 2008; Raymo and 

Ruddiman, 1992; Maher and Chamberlain, 2014; Torres et al., 2014]. Therefore, 

understanding climate’s control on erosion can help in understanding feedbacks within the 

climate-erosion system. 

 A common approach to deciphering the climatic influence on topography is to use 

latitudinal or other climatic trends along a single orogen as a natural experiment [Montgomery 

et al., 2001]. Latitude is a fundamental control of climate and influences both the temperature 

and precipitation regime across a landscape. Maximum and mean elevations in the North and 

South American Cordillera decrease with latitude toward the poles (Figure 1 and 2). The 

elevation of snowlines and equilibrium line altitude (ELAs) also decrease with latitude, 

leading previous research to attribute the correlation between decreasing elevations and 

snowlines to an elevation limit imposed by glacial erosion, which has been termed the ‘glacial 

buzzsaw’ [Montgomery et al., 2001; Egholm et al., 2009; Brozović et al., 1997; Mitchell and 

Montgomery, 2006]. According to the glacial ‘buzzsaw’ hypothesis, glaciers, which exist at 

lower elevations at higher latitudes, limit the growth of mountain peaks above the ELA 

[Brozović et al., 1997]. However, the expected latitudinal trend in topography in the absence 

of glacial processes has not been addressed. In other words, how would elevation vary with 

latitude strictly under fluvial erosion and hillslope processes? Moreover, should we expect 

trends in topography with latitude prior to Quaternary glaciations? 

 I address the problem of the role of climate in controlling topography by 

parameterizing suites of numerical models using the Andes of South America as an example 

(Table 1). I create precipitation statistics using!31 years of global NCEP/NCAR precipitation 

magnitude data sampled every 6 hours. I extract storm statistics (i.e. mean storm intensity, 
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mean storm duration, and mean inter-storm duration) as well as mean annual precipitation 

rates at 10 locations spaced by five-degree latitude intervals (Figure 2). I use these statistics as 

climatic parameters in the CHILD landscape evolution model [Tucker et al., 2001], while 

holding all other parameters equal. The models are run to dynamic equilibrium, and I extract 

mean and maximum elevations to predict the pattern of elevation with latitude if fluvial and 

hillslope processes were the only geomorphic process controlling topography. The results of 

my study demonstrate the geomorphic efficiency – defined as the amount of geomorphic work 

and measured by differences in maximum elevations – of the different climates along the 

latitudinal gradient of the Andes.  

!
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Chapter 2: Methods 

2.1 Model overview 

I use the Channel Hillslope Integrated Landscape Development (CHILD) model to 

predict topographic response to a variation of climate regimes along the Andes. CHILD uses a 

node-based, triangular finite-volume mesh to represent the surface of the landscape [Tucker et 

al., 2001]. Each node is contained within a Voronoi polygon (or cell) and its surface area is 

equivalent to its Voronoi area. Each node is bisected by the edges of the Voronoi polygons 

(Figure 3) and each cell is assumed to have a channel. The model calculates runoff, discharge, 

shear stress, erosion (equations 1 – 2 and 6 – 7), and the change in elevation at each node. 

The change in elevation at a node is based on the difference between erosion and rock-

uplift for a given time step [Tucker et al., 2001]. CHILD calculates fluvial erosion (E) along 

the steepest gradient between two nodes (Figure 3): 

   

E = K(τ 0
Pb −τ c

Pb ) , τ 0 > τ c  

E = 0 ,  τ 0 ≤ τ c    (1), 

 

where K is the rock erodibility coefficient [m yr-1 Pa-1], τc is a user-defined critical shear stress 

(Pa) and Pb is an exponent relating shear stress to erosion [Whipple and Tucker, 1999] (see 

table 2 for parameter values). Erosion occurs at a node when the shear stress (τ0) exceeds the 

critical shear stress. For all models, I assume detachment-limited erosion [Howard and Kerby, 

1983]. Therefore, any sediment eroded from the bedrock is removed from the landscape. 

Because relief evolution is strongly dependent on the response of detachment-limited bedrock 

channels, this is a fair assumption [Whipple et al., 1999]. 
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Shear stress (τ0) at a particular cell is calculated using discharge (Q) [m3/yr], width 

(W) [m], and the slope between the two nodes (S): 

 

τ 0 = Kt
Q
W
!

"
#

$

%
&
m

Sn
            (2), 

 

where Kt is the shear stress coefficient [Pa s1/3 m-2/3], where the units of Kt are dependent on m 

and n (parameters represented by mt and nt in table 2). We choose values for m, n and Kt to 

represent an excess shear stress model [Tucker et al., 2001]. Channel width (W) is related to 

bankfull discharge (Qb) [m3/yr] [Leopold and Maddock, 1953]: 

 

   (3), 

 

where Q is the modeled discharge (see equation 6 below), and ws is a parameter (see Table 2). 

Wb and Qb are the bankfull values for width and discharge, both scaling with drainage area: 

 

   (4), 

   (5), 

 

where Rb is the bankfull runoff rate (Rb = 13.6 m/yr), and Rb, kw, wb and ws are constants and 

therefore Qb and Wb do not vary at a given node during a model run (see table 2).  

W =Wb
Qws

Qb

Wb = kwQb
wb

Qb = RbA
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Runoff-driven erosion is only calculated during storm events. Precipitation is 

effectively translated to the landscape through runoff and is used to calculate the discharge 

(Q) at each node: 

 

Q = RA                       (6),  

 

where A [m2] is the contributing drainage area. R is the runoff [m2/yr] and is the difference 

between precipitation intensity (I) [m/yr] and infiltration rate (i) [m/yr]: 

 

R = I − i , I > i     

R = 0 ,  I ≤ i   (7). 

 

In order for runoff to occur, the intensity (I) needs to exceed the infiltration rate. 

 

2.1.1 Modeled storms 

To model precipitation, CHILD uses a storm generator [Tucker et al., 2001]. Each 

storm is discretely produced with a constant intensity (I) of finite duration (D), with 

consecutive storms separated by an inter-storm duration (F) (Figure 4). Intensity, duration, 

and inter-storm duration are assumed to be independent events and follow a Poisson 

distribution described by equations 8 – 10 below (Figure 4). CHILD uses the mean storm 

intensity, mean storm duration and mean inter-storm duration to calculate three separate 

probability density functions (PDF), one for intensity:  
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f (I ) = 1

I
_ exp(−

I

I
_ )                                  (8),  

 

where ! is the mean storm intensity and is defined by the amount of water precipitated over 

the total time that it is raining. A second PDF is calculated for duration: 

 

f (D) = 1

D
_ exp(−

D

D
_ )                              (9), 

 

where ! is the mean storm duration and is defined as the average length of each storm. 

CHILD calculates a third PDF for the inter-storm duration:  

 

f (F) = 1

F
_ exp(−

F

F
_ )                               (10), 

 

where ! is the mean inter-storm duration and is defined by the average time between storms. 

CHILD randomly selects values from each PDF to create a storm and the precipitation 

generated during these storms is uniform across the landscape.  

 

2.2 Model parameterization 

2.2.1 Precipitation data 

I use global reanalysis data, or assimilated and interpolated historical meteorological 

data, produced by the European Centre of Medium-Range Weather Forecasts to calculate 

storm statistics [ECMWF, 2009]. The data set is gridded into 0.75° x 0.75° bins, and records 
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average precipitation every six hours for 31 years (1980 to 2010). The reanalysis data captures 

precipitation variability well [Decker et al., 2011].  

I calculate the mean storm duration, mean inter-storm duration, and mean storm 

intensity over the 31 years (Figure 5 a, b and c) and CHILD calculates intensity (I) and storm 

(D) and inter-storm (F) duration distributions based off of these means (equations 8 – 10). 

Although this stochastic model systematically over predicts the lower values for intensity, 

duration and inter-storm duration, it provides a reasonable approximation for the observed 

climate especially for the large and/or long lasting storms that are important for geomorphic 

processes (i.e. intensities that are greater than the infiltration rate; Figure 6) [Eagleson, 1978].  

To calculate each storm statistic (i.e. mean intensity, mean storm duration and mean 

inter-storm duration), I define the start of a storm as beginning when a measurable 

precipitation magnitude occurs following an interval in which precipitation was zero (Figure 

4). The storm is defined as complete at the next 6-hour period for which no rainfall occurs. 

This generates a 31-year time series of defined storm events. I also calculate the mean annual 

precipitation to test differences in climate regimes on topography (MAP; Figure 5d).  

I draw 10 transects along the Andes at five degree intervals from 5°S to 50°S 

perpendicular to the coastline starting at the coast and across the full width of the orogen 

(Figure 2). I extract each precipitation statistic and average across each transect. I input these 

values into the climate parameters of the Channel Hillslope Integrated Landscape 

Development (CHILD) model.   
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2.2.2 Erosional parameterization (Suites 1-8) 

To explore the influence of latitude and climate on geomorphic efficiency, I set up a 

control model run in which erosion parameters (rock erodibility and critical shear stress) are 

held constant across latitudes (Suite 1; Table 1). Values of rock erodibility were chosen such 

that reasonable dynamic equilibrium topography near the latitudes of the Atacama was 

achieved, as this is the location for the highest elevation in each trend for suites 1-3 and 6-8. 

Precipitation statistics at the 10 locations described above are used to drive the 10 different 

model runs representing the 10 latitudinal bands (Figure 2) to dynamic equilibrium. I refer to 

every set of 10 latitudinal distributed model runs as a suite (Table 1). To test the sensitivity of 

parameter choices on climate’s influence on topography and elevation trends, I conduct eight 

suites varying critical shear stress and rock erodibilty using the same extracted and averaged 

precipitation statistics along the Andes described above (Table 1). For all suites, I use a 

constant uplift rate of 0.5 mm/yr because it falls within observed ranges of uplift rates in the 

Andes [Gregory-Wodzicki, 2000;  Benjamin et al., 1987]. All landscapes begin with a random 

topography with elevation <1 m. I run all models for 60 Myr to ensure each landscape reaches 

‘dynamic equilibrium’, where erosion rate is equal to the uplift rate and elevations remain 

constant over long timescales. I set the node-spacing to 500 meters and the time step is 

defined as the duration of each storm [Tucker and Bras, 2000]. 

I amplify the storm and inter-storm durations by a factor of 103-104 for computational 

efficiency. This speeds up computation time, yet maintains s resulting landscape that will not 

differ significantly from a landscape produced without the factor increase [Tucker et al., 2001; 

Tucker and Bras, 2000]. The timescale of storm duration (100-102 years) to total model run 

(60 My) provides enough generated storms to sample a broad range of the precipitation 
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statistics. Each storm event simulates the cumulative effects of many events of the same 

intensity. Although the ‘culmination’ alters storm sequencing, it does not effect sampling of a 

broad distribution of storm sizes (intensities) and therefore plays a minor role in large scale 

landscape dynamics such as relative mean and maximum elevations in landscapes that have 

reached dynamic equilibrium [Tucker and Bras, 2000]. 

 The eight suites test the effects of differing critical shear stress on geomorphic 

efficiency, the sensitivity to climate regimes, rock erodibility and infiltration on precipitation 

and geomorphic efficiency (Table 1). Suite 1 is what I refer to as the ‘control’ suite of the runs 

(K = 1.25e-2, τc = 50). Suite 2 (τc = 5) and 3 (τc = 0.5) test the reduction of critical shear stress 

on geomorphic efficiency (K = 1.25e-2). Suite 4 (τc = 5) and 5 (τc = 0.5) test the sensitivity to 

MAP. Reasonable elevations using the MAP run required significantly reducing the rock 

erodibility (K = 1e-5), critical shear stress and infiltration (i = 0) since rainfall is constantly 

occuring. Suite 6 (K = 2.8e-3, τc = 5) and 7 (K = 2.5e-3, τc = 0) test the sensitivity to the rock 

erodibility coefficient (K) and require a reduction in critical shear stress to create reasonable 

elevations. Suite 8 (K = 9e-5, τc = 50, i = 0) tests the sensitivity to the infiltration rate (i) and 

requires a reduction in the rock erodibilty coefficient to create reasonable elevations (Tables 1 

and 2). 

  

2.2.3 Orographic runs (Suite 9) 

Patterns of precipitation statistics observed in Figure 5d show clear variation across 

the orogen due to orographic effects [Roe, 2005]. To explore the implications of cross-orogen 

patterns of precipitation on geomorphic efficiency, I execute 18 additional runs to test across-

width climate differences on erosion and elevation trends. I extract and average precipitation 
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statistics at three locations across the width of the Andes at 10°S, 20°S, 25°S, 30°S, 45°S and 

50°S (Figure 2; Table 5). I choose these latitudes because they represent large across-orogen 

gradients in precipitation (Figure 5). Each run represents the climate recorded at a specific 

latitude and location across the width of the orogen – east, divide, and west (Figure 2). I keep 

rock erodibility (K) the same as in suite 8 to test the effect of across-orogen climate gradients 

on elevation trends. Because all other parameters are equal across runs, these across-width 

elevation trends represent the efficiency at which across-width climate gradients can translate 

to the landscape.  

 

2.3 Model analysis 

In order to provide insight into why different precipitation regimes produce various 

dynamic equilibrium topographies, I analyze final model topographies from each latitude of 

suites 1 and 8 in the context of the prescribed precipitation statistics. I extract river profiles 

from the headwaters to the outlet and calculate the rainfall intensity necessary to initiate 

erosion at each point along the river profile. Additionally, I determine the threshold slope 

necessary for erosion using the discharge that would occur during the mean precipitation 

event and compare this to the modeled steady state slope.  Below, I now discuss these 

calculations in more detail. These analyses will provide insight into what magnitude of storm 

dominates the geomorphic processes. For example, is it the intense but rare, or low-intensity 

but frequent storms that do the most geomorphic work? 
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2.3.1 Grain size analysis 

Suites 1 and 8 use a critical shear stress of 50 Pa. Shear stress that exceeds this value at 

a node represents the shear stress necessary to entrain a grain from the channel bed. Shields 

criterion is a unitless coefficient that is the ratio of shear stress to the density difference 

between a sediment grain and the water, the force of gravity and a grains diameter [Shields, 

1936]. Theoretically, it is the ratio of the assumed driving forces to the resisting forces: 

 

   (11), 

 

where τ is the shear stress, ρs is the density of the bedrock in kg/m3, ρw is the density of water, 

g is gravity and D is the grain diameter. Empirical data on the Shields criterion suggests a 

range of 0.03-0.06 [Buffington and Montgomery, 1997]. Rearranging equation 11 and 

substituting the critical shear stress (τc) for τ, I can calculate the threshold grain diameter 

entrained for the given τc. Assuming gravity equal to 9.8 m/s2 and a density difference of 

1650 kg/m3, I calculate that 50 Pa will entrain a grain diameter in the range of 5.15 to 10.31 

cm (see table 3). This critical shear stress needs to be exceeded to generate erosion. Because 

shear stress in the river is a function of physical attributes of the landscape (equation 2) and 

the amount of precipitation delivered to the landscape, I can calculate what slopes and 

discharges are necessary to exceed this critical shear stress and initiate erosion. I base this 

analysis off modeled slopes extracted from landscapes in dynamic equilibrium and mean 

discharge and precipitation rates from the model outputs (see below). 

 

 

θ =
τ

(ρs − ρw )gD
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2.3.2 Threshold calculations and analysis of final modeled landscapes 

Equation 2 describes how CHILD calculates shear stress at each node. For model runs 

using a threshold for erosion, shear stress at the node needs to exceed this value for erosion to 

occur. Rearranging equation 2, I calculate threshold slopes using mean discharge and 

precipitation rates and threshold discharges using modeled slopes at each latitude for suites 1 

and 8. This provides an estimate of the minimum slope and discharge necessary to do 

geomorphic work. 

I extract node elevations, slopes and x,y- coordinates of large river channels within 

each model run from the baseline suite (Figure 13). Mean discharge (!) and width (W) scale 

with drainage area (A): 

 

   (12), 

 

where ! is the mean runoff rate (m/yr) defined by 

 

, I > i   (13), 

 

where ! is the mean storm intensity (m/yr) over the entire model run for storms that exceed 

the infiltration rate.  

Rearranging equation 2 and using the above relationships between mean discharge, 

precipitation and width (equations 3 – 5 and 12 – 13), I determine the threshold slopes (!) and 

discharges (!): 

Q = RA

R = I − i
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!Q =Wb
τ c
KtS

n

!

"
#

$

%
&

1
m

   (14), 

!S = τ c

Kt
Q
Wb

!

"
#

$

%
&

m

!

"

#
#
#
#
#

$

%

&
&
&
&
&

1
n

   (15).

 

 

Threshold discharge (!; equation 14) represents the discharge required to erode the 

bed using slopes extracted from landscapes in dynamic equilibrium. Where discharge exceeds 

! within a landscape, erosion will occur. Threshold slope (!; equation 15) represents the 

slope required to erode the bed using the mean discharge (!; equation 12). Where the slope 

exceeds ! within a landscape, erosion will occur during the mean discharge event. I calculate 

threshold slope and discharge values along the longitudinal profiles of large rivers within each 

landscape from suite 1 and 8 using a critical shear stress of 50 Pa. See table 2 for parameters. 

Using threshold discharge, I calculate threshold precipitation intensity needed to 

initiate erosion. To find this value, I rearrange equation 12 and equation 13: 

 

!I =
!Q
A
+ i

   (16), 

 

where ! is the threshold precipitation intensity and ! is the threshold discharge (equation 14). 

Recall that i is the infiltration rate. 

I calculate the steepness index to understand the relationship between slope and 

drainage area and how that might differ with latitude and its sensitivity to infiltration (suite 1 
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vs. suite 8). The steepness index (ks) can be used as an important measure for uplift and 

erosion rates within channels in addition to providing slope information [e.g. Wobus et al., 

2006; Ouimet et al., 2009] and describes the power law relationship between drainage area 

area (A) and slope (S) [Wobus et al., 2006]: 

 

   (17), 

 

where θ is the concavity of the longitudinal profile and is equivalent to the ratio of m:n. Both 

m and n are input model parameters (equation 2). Using modeled slopes (S) and rearranging 

equation 17, I calculate the steepness index (ks) along profile and between latitudes. 

   

 

 

 

 

 

 

 

 

 

 

 

 

S = ksA
−θ
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Chapter 3: Results 

3.1 Baseline runs (Suites 1-3) 

I plot maximum and mean elevation from output landscapes versus latitude at ten 

locations along the length of the Andes (Figures 7, 9 and 10). First I consider the control case 

(suite 1) where I choose a rock erodibility coefficient (K) to generate maximum elevations at 

the driest latitude (25°S) to reach reasonable elevations (~ 4 km) with a τc of 50 Pa (Figure 7 a 

and b). Suite 1 shows lower elevations toward the equator (5°S to 15°S) where the climate 

generates the most vigorous geomorphic environment. Here, elevations range from 1.5 km (at 

10°S) to 1.98 km (at 15°S). Elevations increase to the south with highest modeled elevations 

located at 20°S and 25°S. These landscapes modeled with precipitation from these latitudes 

are about twice as high as the landscapes to the north and range from 3.15 km (20°S) to 3.77 

km (25°S). Elevations decrease to the south producing low elevations at 30°S, 35°S, and 40°S 

(Figure 7a). Elevations here are similar to the tropical landscapes and range from 1.45 km to 

1.67 km. Modeled elevations south of 40° increase to  ~ 3.1 km to 3.4 km at 45 and 50°S, 

respectively. For suite 1 (K= 1.25e-2 and τc = 50), the difference in geomorphic efficiency 

generates an ~2.5 fold difference in total maximum elevation change (from 1.45 to 3.77 km at 

latitudes 30°S and 25°S, respectively). 

 

3.1.1 Lower critical shear stress for erosion (Suites 2 and 3) 

To test how differences in critical shear stresses affect geomorphic efficiency, I 

decrease critical shear stress to 5 Pa and execute an additional 10 runs (suite 2). The solid 

black line in Figure 7a represents runs using the same K and this reduced τc. Additionally, I 

decrease τc to 0.5 Pa and execute additional runs (suite 3; dashed black line in Figure 7a). 
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Although maximum elevations remain much lower for these variations, the trends follow a 

similar pattern: lower elevations are located near the equator (5°S to 15°S) and range from 

~108 to 155 m (suite 2) and ~33 to 61 m (suite 3). Elevations increase to the south with the 

highest modeled elevations at 20°S and 25°S and are ~7 (suite 2) and 20 (suite 3) times as 

high as landscapes to the north and range from ~471 to 771 m (suite 2) and ~358 to 700 m 

(suite 3). Elevations decrease to the south producing low elevations at 30°S, 35°S, and 40°S 

(Figure 7), and are similar to the tropical landscapes and range from ~112 to 169 m (suite 2) 

and ~38 to 80 m (suite 3). Modeled elevations south of 40° increase to  ~ 354 to 577 m (suite 

2) and ~253 to 461 m at 45°S and 50°S, respectively. For suite 2 (K=1.25e-2 and τc = 5) and 

suite 3 (K=1.25e-2 and τc = 0.5), the difference in geomorphic efficiency generates an ~7 fold 

(suite 2) and ~21 fold (suite 3) difference in total maximum elevation change (from 108 to 

771 m for suite 2 and from 33 to 700 m for suite 3). 

 

3.1.2 Mean elevations (Suites 1-3) 

Figure 7b represents mean elevations from suites 1-3. Although the mean elevation 

trends are similar to their maximum elevation trend counterparts, there is a distinct difference 

at a few latitudes between the max and mean trends for suite 1. Between 40°S and 45°S, 

maximum elevations increase significantly while the increase from 40°S to 45°S for mean 

elevations is steadier. The maximum elevation at 45°S, therefore, is much higher than the 

mean relative to 40°S and 50°S (Figure 7b). Hypsometric curves show that the majority of 

elevations at 45°S are lower than 40°S and 50°S (Figure 8). For a given elevation, the 

cumulative fraction of the total area is less for 45°S than for 40°S and 50°S (Figure 8).  
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3.2 Sensitivity tests 

3.2.1 MAP runs (Suites 4 and 5) 

 I test the sensitivity of modeled elevation trends to the choice of precipitation regime 

by running suites of models with steady precipitation equal to the mean annual precipitation 

(MAP) (Figure 9), which is a common proxy for geomorphic efficiency in field-based studies 

focusing on climate’s role on landscape evolution. I replace storm intensity with MAP, set 

storm duration to the length of the time step, and inter-storm duration to 0. I lower K to allow 

the location of the highest elevations within the suite 4 trend (now located at 35°S) to equal 

~4 km using a critical shear stress of 5 Pa – model runs using a critical shear stress of 50 Pa 

could not produce reasonable topography in dynamic equilibrium, as they required extreme 

slopes for the latitudes with particularly dry climates. I use this K to execute suite 5 (0.5 Pa). 

Additionally, I set infiltration rate equal to 0 m/yr as MAP values tend to be lower than 

typical infiltration rates. By turning off the stochastic storm generation function and with the 

specified climatic parameters above, I essentially set CHILD to produce a constant storm 

through time with the precipitation rate equal to the MAP.  

Maximum elevations are lowest toward the equator (5°S to 15°S) and range from 1.49 

km (at 5 °S) to 1.65 km (at 15°S) for suite 4 and 1.22 km (at 10°S) to 1.37 km (at 15°S) for 

suite 5 (Figure 9a). Elevations increase from 15°S to 20°S to 3.49 km (suite 4) and 2.82 km 

(suite 5), ~ 2 times higher than elevations to the north. Elevations decrease at 25°S and 30°S 

to 2.79 (suite 4) and 2.31 km (suite 5) before increasing again from 30 to 35°S to the 

maximum elevations for both suites (4.27 km for suite 4 and 3.4 km for suite 5). From 40°S to 

50°S elevations decrease and remain at a rather constant elevation ranging from 2.22 km (at 

45°S) to 2.57 km (at 50°S) for suite 4 and 1.82 km (at 45°S) to 2.21 km (at 50°S) for suite 5 
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(Figure 9). For the MAP model runs (K = 1e-5 and τc = 5 and 0.5), the difference in 

geomorphic efficiency generates an ~2.8 (suite 5) to 2.9 (suite 4) fold difference in total 

maximum elevation change (from 1.49 to 4.27 km for suite 4 and 1.22 to 3.4 km for suite 5). 

Mean elevation patterns follow maximum elevation patterns for the MAP runs (Figure 9b). 

Elevations range from 608 m to 1.39 km (suite 5) and 684 m to 1.68 lm (suite 4) and the 

difference in geomorphic efficiency produces an ~2.5 (suite 4) and ~2.3 (suite 4) fold 

difference in mean elevation change (Figure 9b). 

 

3.2.2 Decrease rock erodibility (Suites 6 and 7) 

I explore the effect of erodibility on maximum elevation difference in suites 6 and 7. 

Decreasing rock erodibility requires a lower threshold for maximum elevations at 25°S to 

obtain an elevation of ~4 km (τc of 5). By lowering rock erodibility and critical shear stress, 

absolute elevations decrease significantly at tropical (5-15°S) and mid latitudes (30-40°S), 

and only slightly decrease at subtropic and high latitudes (20, 25, 45 and 50°S), resulting in an 

increase in the maximum elevation difference (Figure 10). For the suite 6 (K = 2.8e-3 and τc = 

5) model runs, the difference in geomorphic efficiency generates an ~17 fold difference in 

total maximum elevation change (from 234 m to 4.09 km). Therefore by lowering K, the 

range in maximum elevations increases by a factor of 6.5 (from suite 1 to suite 6). Although 

the elevations follow the same general pattern as suite 1 of the baseline runs, there is a distinct 

difference: the relative change in elevation between the highest and lowest points is much 

more pronounced for suite 6 (Figure 10a). The difference along orogen is also greater 

compared with suite 2 which also used a critical shear stress of 5 and only saw a 7-fold 

difference in elevation.  
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 Mean elevations for suite 6 follow the same pattern as the maximum elevations 

(Figure 10b). The difference in geomorphic efficiency generates an ~18 fold difference in 

mean elevation (from 87 m to 1.53 km).  

The dashed gray line represents the trend produced by suite 7 (Figure 10 a and b). 

Again, I lower K from suite 1 to allow maximum elevations at 25°S to reach about 4 km using 

a τc of 0. Maximum elevations equal 4.53 km (25°S), minimum elevations equal 148.91 m 

(10°S), and the total maximum elevation difference is 4.39 km (Figure 10a). The trend is very 

similar to the suite 6 trend in its shape and elevations. For thesuite 7 (K = 2.5e-3 and τc = 0) 

model runs, the difference in geomorphic efficiency generates a ~30 fold (suite 7) difference 

in total maximum elevation change (from 149 m to 4.53 km). The difference along orogen is 

also greater compared with Suite 3, which used a similar critical shear stress (τc = 0.5 Pa) and 

only saw a 21-fold difference in elevation (Figures 7 and 10). 

Mean elevations for suite 7 are shown in the trend presented in Figure 10b (solid gray 

line). The difference in geomorphic efficiency generates a ~31 fold difference in total 

maximum elevation change (from 56 m to 1.74 km).  

The trends produced by Suite 6 and Suite 7 runs are almost indistinguishably similar. 

When compared to suite 1 and suite 2 and 3, these two trends have a much larger difference in 

elevation between the highest and lowest points. Maximum elevations for suite 1, suite 6 and 

suite 7 are all located at 25°S and within 768.1 m (Figure 7 and 10). These differences in 

elevation at 25°S are minimal. Elevations in the tropical and mid latitudes (i.e. 10°S, 15°S, 

30°S, etc.) for suite 6 and 7 are much lower when compared to the suite 1 suggesting that 

precipitation has a significant impact with the decrease in critical shear stress and rock 

erodibility coefficient (Figure 7 and 10). There is a ~17 and 30 fold difference in elevation 
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between the highest and lowest points for suites 6 and 7. The total maximum elevation 

difference increases from 2.6 fold to a ~17 fold, a factor of ~6.5, from suite 1 to suite 6 by 

decreasing K by 9.7e-3 [m yr-1 Pa-1] and decreasing critical shear stress by an order of 

magnitude (50 Pa to 5 Pa; Figure 7, 10 and table 1). The total maximum elevation difference 

increases from 2.6 to ~30 fold, a factor of ~11.5, from suite 1 to suite 7 with a decrease in K 

by 1e-2 [m yr-1 Pa-1] and a decrease in critical shear stress to 0 Pa.   

 

3.2.3 Infiltration (Suite 8) 

Next, I test the sensitivity of geomorphic efficiency to a decreased infiltration rate by 

setting it to 0 [m yr-1] (suite 8). Again, I choose a K such that the driest latitude will contain 

elevations about equal to 4 km. Figure 7 shows the results of suite 8 with a K of 9e-5 [m yr-1 

Pa-1] and a critical shear stress of 50 Pa. Mean and maximum elevations are similar to suite 1: 

low elevations from 5 to 15°S and increased elevations at 20 and 25°S (Figure 7 a and b). The 

major difference lies at elevations from 30 to 50°S: the trend here is rather flat, ranging from 

2.01 km to 2.4 km (Figure 7). Compared to suite 1, elevations are higher at 30, 35 and 40°S 

and lower at 45 and 50°S. Additionally, elevations increase more gently from 40 to 50°S 

(Figure 7).  However, differences in maximum elevation magnitudes are fairly similar as no 

infiltration results in a 2.2 fold difference between 5 and 25°S (Figure 7). 

 

3.3 Orographic runs (Suite 9) 

Variability in precipitation occurs across-orogen in addition to across-latitude (Figure 

5). Precipitation intensity is high with a low variability at 10°S, while the storm to inter-storm 

duration ratio (D:F) is also high across the orogen (Figure 11; Table 5). D:F and storm 
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intensity increases from West-East across the orogen at 20, 25 and 30°S and East-West across 

the orogen at 45 and 50°S (Figure 11; Table 5). Precipitation intensity is moderately variable 

at 20 and 30°S and highly variable at 25, 45 and 50°S (Figure 11).  

Results show significant across-width differences in geomorphic efficiency at 25°S, 

small differences at 10°S and moderate differences at 20, 30, 45, and 50°S (Figure 12). 

Across-orogen trends at 20, 25 and 30°S pin the most significant geomorphic efficiency at the 

East, decreasing to the West. At 45 and 50°S geomorphic efficiency is most significant 

starting at the East and decreasing to the West. At 10°S geomorphic efficiency is about equal 

at the West and East and is more significant at the divide (Figure 12).  

Toward the equator, maximum elevations are low with little variation resulting in 

constant geomorphic efficiency across the orogen (Figure 12). Elevations range from 1.56 km 

(divide) to 1.79 km (west) at 10°S, an ~1.15-fold difference (Figure 12). Variation in 

elevation increases at 20 and 25°S where maximum elevations are located in the West and 

decrease to the East, resulting in an increasing trend in geomorphic efficiency from West to 

East (Figure 12). Elevations range from 1.96 to 4.97 km (at 20°S) and 1.51 km to 22.31 km 

(at 25°S) resulting in a ~2.5-fold (20°S) and 14.8-fold (25°S) difference in maximum 

elevation across the orogen (Figure 11). Elevation decreases from West to East and ranges 

remain moderate at 30°S, resulting in increasing geomorphic efficiency West to East. 

Orographic precipitation predicts the range in elevation from 1.51 to 3.45 km and a 2.29-fold 

difference across the orogen (Figure 12). The trends in elevation change at 45 and 50°S – 

maximum elevations are now located in the East and decrease to the West across the orogen, 

resulting in decreasing geomorphic efficiency West to East (Figure 12). Here, orographic 

precipitation predicts elevation ranges from 1.45 to 2.89 km (45°S) and 1.32 to 3.92 km 
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(50°S), resulting in a ~2-fold (45°S) and ~3-fold (50°S) difference in maximum elevation 

(Figure 12). 

 

3.4 Model analysis 

I analyze dynamic equilibrium topography of all 10 runs from both suite 1 and 8 to 

provide insight into why different precipitation regimes produce the various topographic 

trends. Longitudinal profiles of rivers within each landscape are plotted in Figure 13 a and b. 

Tropical latitudes (5, 10 and 15°S) and mid latitudes (30 and 35°S) contain smoother profiles 

(Figure 13a), while subtropical (20 and 25°S) and upper-mid (45 and 50°S) latitudes contain 

steeper slopes toward the headwaters (Figure 13a). Channels that do not use an infiltration 

rate are overall smoother with lower slopes toward the headwaters (Figure 13b). The dashed 

lines in Figure 13a represent the maximum elevation from the model runs at 40°S, 45°S and 

50°S in suite 1 (Figure 13a). 

Slope and discharge both influence river shear stress – as discharge increases along the 

channel flow path, slopes must adjust to produce uniform erosion rates (Figure 14). Therefore, 

thethreshold values must follow similar trends (Figure 15 a and b). Tropical and mid latitudes 

(5, 10, 15, 30, 35, and 40°S) contain slopes that are on average lower (Figure 14 a and b), 

resulting in higher threshold discharge values. Subtropical to upper-mid latitudes (20, 25, 45 

and 50°S) result in the opposite relationship: threshold slopes are larger and threshold 

discharge is lower (Figure 15).  

Similar to threshold slopes, the ratio between modeled slopes and slope thresholds 

(Sm:St) also decreases with distance along the river channel and in the tropical and mid 

latitudes (5, 10, 15, 30, 35 and 40°S) and increases in the subtropic to upper-mid latitudes (20, 
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25, 45 and 50°S; Figure 16). For suite 1 runs, at about 15-20 km along the channel, the 

modeled slopes become less than threshold slopes at tropical and mid latitudes, and vary 

heavily above and below the 1:1 line at subtropical and upper-mid latitudes (Figure 16a). 

Values have a lower range and stay below the 1:1 line for suite 8 runs (Figure 16b), except for 

at 25°S, where the majority of values vary more and remain above the 1:1 line. Modeled 

slopes and the slope ratio vary to a higher degree for suite 1 runs (Figures 14 and 16). 

Figure 17 (a and b) shows the threshold amount of precipitation rates required to 

generate erosion. Similar to threshold discharges, threshold precipitation is larger at tropical 

and mid latitudes (i.e. 5, 10, 15, 30, 35 and 40°S), indicating that larger magnitude storms are 

required to initiate erosion, as the slopes are lower (equations 14 and 16; Figure 17). 

Precipitation threshold increases with distance along the longitudinal profile and varies with 

local slope (Figure 17).!Threshold values are larger and more varied for suite 1 (Figure 17a). 

The main channel within 25°S sits well below and has a higher variation than the rest of the 

other latitudes for suite 8 (Figure 16b). 

For spatially uniform precipitation, the steepness index along a channel should be 

constant [Han et al., 2015]. Values for steepness index remain constant toward the headwaters 

and become increasingly variable with distance along the channel for suite 1, likely due to 

artifacts from the increased storm and inter-storm durations I applied for computational 

tractability (Figure 18a). Model runs within suite 8 experience a larger distribution of storms 

because these model runs did not have an infiltration rate. Because of this, landscapes are able 

to adjust to the larger number of storms by smoothing river profiles (Figure 13b) and 

steepness indices (Figure 18). The suite 8 landscapes all remain rather constant with the 

exception of 25°S (Figure 18b). The tropical to mid latitudes (5, 10, 15, 30, 35, and 40°S) 
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generally contain smaller steepness values compared to the subtropics to upper-mid latitudes 

(20 to 25, and 45 to 50°S).  

!
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Chapter 4: Discussion 

Climatic patterns in precipitation characteristics predict significant differences in 

elevation as a function of latitude (Figure 7, 9 and 10). The differences in elevation for a 

given suite show that climate has a first order control on elevation and topography. For a 

given model suite, the only change in input parameters between model runs (representing the 

latitudes) is the precipitation statistics. Therefore, differences in elevation within a suite of 

model runs are the direct result of differences in climate, specifically storm intensity, storm 

duration, and inter-storm duration. The trends and their differences in elevation highlight the 

ability of precipitation gradients to produce significant elevation trends resulting from 

gradients in geomorphic effectiveness. If a storm’s precipitation intensity is able to overcome 

the imposed critical shear stress by delivering enough discharge to the landscape, erosion will 

occur. Where erosion can occur more frequently and over large periods of time (duration), 

elevations within topography will decrease. Therefore decreases in topography in themodeled 

trends occur in the tropical (5, 10 and 15°S) and mid latitudes (30 and 35°S) with large storm 

intensities (5, 10, 15, 30 and 35°S) and large duration (5, 10 and 15°S) where inter-storm 

duration is smaller (Figure 19).  

 

4.1 MAP vs. stochastic storms 

Mean annual precipitation (MAP) and stochastic storm generation produce different 

elevation trends between latitudes 25 and 50°S but similar trends from 5 to 20°S (Figure 7, 9 

and 10). The divergence in trends in some regions suggests that MAP may not capture the true 

geomorphic efficiency of the climate in these latitudes (Figures 7 and 9). Additionally, peak 

elevations lie at different latitudes – at 25°S for the stochastically generated trends (Figures 7 
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and 10) and at 35°S for the MAP-generated trends (Figure 9). These differences in elevation 

trends imply that there is a fundamental difference between runs that use MAP (suites 4 and 

5; Figure 9) and those generating storms (suites 1-3, 6 and 7; Figures 7 and 10).  

The divergence in trends is likely due to changes in intensity and the ratio of duration 

to inter-storm duration (D:F) with latitude (Figure 19). From 5 to 15°S, mean storm intensities 

and D:F are large (Table 4; Figure 19), suggesting frequent, intense storms. Because MAP is 

also large at these latitudes (Table 4; Figure 19), it models the high intensity and low 

variability from the stochastic runs, matching the stochastically generated suites (Figure 7 and 

10). The trends differ significantly starting at 30 and 35°S (i.e. 35°S goes from one of the 

lowest locations in suite 1 to the highest for suites 4 and 5). Here, mean storm intensities 

remain high and D:F ratios decrease (Figure 19). The change in intensity and duration 

suggests that storms become more intense but less frequent (i.e. more time between each 

storm). Therefore as storms occur, however infrequently, they deliver enough precipitation to 

the landscape to overcome the critical shear stress and generate erosion. However, because 

MAP is reduced because of the longer inter-storm duration time, it does not capture the 

geomorphic effectiveness of high intensity events that occur on a regular basis. Although it 

rains infrequently the storms that do occur do so with significant intensity to exceed threshold 

such that elevations are lower in the stochastic runs compared to MAP runs (Figure 10). 

Precipitation threshold values confirm the necessity of large discharge events to initiate 

erosion (Figure 17), while agreeing with previous research as erosion can be dominated by 

large discharge events [Tucker, 2004]. Therefore, since the elevation trends differ 

significantly, it suggests that the trends in MAP (Figure 19a) are not enough to correctly 

capture the true geomorphic efficiency conveyed to the landscape by the stochastic storms.  
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The difference in trends and its cause suggests that storm intensities play a large role 

in erosion and that large intensity values dominate geomorphic efficiency when D:F ratios are 

low (i.e. 30 and 35°S; Figure 19 and Table 4). MAP rates are low and therefore do not deliver 

large precipitation rates to the landscapes at 30°S and 35°S (Figure 19). These MAP values do 

not match the high intensity precipitation rates delivered to these landscapes by the stochastic 

runs at 30°S and 35°S (Figure 19). Therefore, the differences in elevation highlight the 

importance of large precipitation intensities that are not conveyed to the landscapes by MAP. 

It has been argued that the stochastic nature of storms is necessary to properly model 

landscape evolution [Tucker, 2004; Tucker and Bras, 2000], yet comparison of topography 

with storm statistics in natural landscapes is rare [e.g. Jeffery et al., 2014; Bookhagen et al., 

2005]. Therefore, it may be necessary to look at precipitation statistics and climate variability 

when comparing topography along a climate gradient in order to infer the influence of climate 

on topography. For example, studies that attempt to correlate climate with spatially variable 

erosion rates use MAP [i.e. Riebe et al., 2001; Burbank et al., 2003]. The location of these 

studies fall within the mid-latitude range where precipitation intensities remain large and 

MAP decreases (Figure 19), while studies successfully correlating climate with erosion [i.e. 

Ferrier et al., 2013; Dadson et al., 2003] are located in the tropical latitudes where MAP 

models the high intensity and frequent storms well (Figure 7 and 9). The results suggest that 

using MAP might not fully represent the geomorphic effectiveness of climate and I argue that 

one must be careful when using MAP in modeling landscape evolution as the output 

landscapes will differ significantly from landscapes using stochastically generated storms 

(Figures 7 and 9).  
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Ultimately, I produce very different latitudinal trends using MAP and stochastically 

generated storms. These results imply that more research needs to be focused on the 

implementation of climate through both of these methods. Because trends match in certain 

locations (i.e. the tropics) but do not in others (i.e. the mid and upper-mid latitudes), this 

suggests that in certain locations MAP successfully delivers stochastic signals to the 

topography while in others it does not. Therefore, I cannot discount MAP as an appropriate 

proxy for climate driven erosion in some locations. More importantly, I produce numerical 

evidence suggesting that using MAP may not capture important climatic signals that appear 

when using stochastic storm generation (Figure 7, 9 and 10).  

 

4.2 The role of a critical shear stress for latitudinal trends in topography 

Increasing values of critical shear stress dampens the magnitude of the latitudinal 

trends of elevation (Figure 7), as fewer storms are large enough to generate erosion (Figure 

20). This is consistent with previous findings that only larger storm events cause the most 

geomorphic work [Tucker and Bras, 2000; Tucker, 2004]. Implementing lower threshold 

values for erosion increases overall elevation differences (Figure 10). Additionally, lower 

thresholds increase relative elevation differences and demonstrate a relatively greater 

geomorphic efficiency in tropical and mid-latitudes (Figure 20). This is because the higher 

frequency (D:F) of small storms, which accomplish geomorphic work with low thresholds, is 

greater in the tropical and mid-latitudes than in the sub-tropics (Table 4; Figure 19).   

Decreasing critical shear stress means more storms are capable of erosion (Figure 7 

and 10). This lowers elevations but has an additional effect of making the tropical latitudes 

relatively even more efficient than suite 1 (Figure 10). The tropical latitudes are affected more 
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because of their high D:F ratios. Therefore the result of lowering thresholds is an increase in 

relative elevation differences along latitude.  

Additional insights into how critical shear stress influences topography are apparent 

with differences in trends between mean and maximum elevations for suite 1 (K = 1.25e-2, τc 

= 50; Figure 7). Mean and maximum elevations diverge and hypsometric curves show that 

elevations relative to the peaks are lower at 45°S (Figure 7; Figure 8). Here, mean 

precipitation intensity is low (i.e. a lower mean precipitation intensity and a higher D:F ratio; 

Figure 19). Due to this lower intensity and lower variability in precipitation rates (equation 8), 

storms that are large enough to overcome the infiltration capacity but not large enough to 

overcome the critical shear stress (i.e. 50 Pa), and subsequently generate erosion, will cause 

the headwaters to require larger drainage areas. This low variability precipitation delivered to 

the landscape at 45°S predicts a lower drainage density as hillslopes dominate the headwaters 

and lengthen [Tucker and Bras, 2000], which is consistent with higher peaks but lower mean 

elevations (Figure 7 and 8). The difference in elevation between the headwaters and the 

‘peaks’ at 45°S is greater than landscapes at 40 and 50°S (Figure 13a), confirming that there 

is a lower drainage density and that hillslope processes dominate. Because the mean elevation 

is much lower than the peaks at 45°S, this suggests that the landscape has adjusted to 

compensate for the low precipitation variability by increasing relief and lowering drainage 

density, while D:F ratios play a role in delivering sufficient discharge to the landscapes to 

drive down elevations lower in the landscape relative to the peaks. 
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4.3 Orographic influences on efficiency 

4.3.1 Orographic differences 

 Han et al. [2015] couple an orographic precipitation model with a landscape evolution 

model to test how orographic precipitation affects topography. Their results imply that 

orographic precipitation has a strong effect on topography and their coupled climate-

landscape model provides predictions of how the two systems co-evolve [Han et al., 2015]. 

Here, I provide measures of geomorphic efficiency due to observed orographic precipitation. 

Results from across-orogen runs (Figure 12) show the importance of across-orogen 

precipitation differences and their relationship with latitude. For example, large differences in 

elevation occur at 25°S where climate varies heavily from West to East (Figure 12). Small 

differences in elevation occur near the equator (10°S) where climate is rather constant across 

the orogen (Figure 11 and 12; Table 5). 

The gradient in geomorphic efficiency across the orogen changes with latitude and is 

dependent on the differences in the intensity and D:F ratios. Towards the equator (10°S), low 

precipitation variability and moderate to high intensity produce lower and constant elevations 

across the orogen (Figure 11 and 12). Here, geomorphic efficiency is high and constant across 

the orogen. Latitudes within the Altiplano (25°S) with variable precipitation and D:F ratio 

across the orogen produce large elevation differences (Figure 12; Table 5). Here, climate 

produces a gradient in geomorphic efficiency with low efficiency in the West and higher 

efficiency in the East (Figure 12). Latitudes receiving moderate ranges of intensities and D:F 

ratios across the orogen (i.e. 20, 30, 45 and 50°S) show moderate gradients in elevation and 

geomorphic efficiency (Figure 11 and 12). At 20 and 30°S, geomorphic efficiency is lower in 

the West and increases to the East (Figure 12). This trend follows an increasing West to East 
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D:F ratio (Figure 11) that generates a decreasing trend in elevations from West to East (Figure 

12). This elevation trend is due to an increase in storm duration and intensity West to East, 

while the overall range in D:F and intensity controls the range in elevation (Figure 11). At 45 

and 50°S, an increasing East to West intensity and D:F ratio (Figure 11) generates lower 

elevations in the West that increase to the East while geomorphic efficiency decreases to the 

East (Figure 12).  

There is a strong latitudinal dependence of orographic precipitation’s affect on 

geomorphic efficiency. Variation in orographic precipitation is capable of generating 

significant differences in geomorphic efficiency and maximum elevations across the orogen 

(Figure 12). Differences in elevation due to orographic effects are latitude dependent and the 

geomorphic efficiency varies heavily at the subtropics (25°S), moderately at the mid and 

upper-mid latitudes (30, 45 and 50°S), and little at the tropical latitudes (10°S; Figure 12). 

These findings signify the dependence of the magnitude and variation of orographic 

precipitation with latitude. Geomorphic efficiency, then, becomes a function of orographic 

effects in addition to a function of latitude (Figure 12). The effects of orographic precipitation 

with latitude may be apparent in the modern distribution of the Andes as cross-range 

asymmetry matches well with my modeled geomorphic efficiency [Montgomery et al., 2001].  

 

4.3.2 Infiltration differences 

Infiltration provides an additional buffer to a landscape. This is most apparent for the 

climate statistics in the upper-mid latitudes (45 and 50°S) for suites using an infiltration rate 

(suite 1) and suites with an infiltration rate set to zero (suite 8; Figure 7). Where the two 

trends diverge (45 and 50°S), efficiency increases with a decrease in infiltration rate as a 
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larger number of storms generate erosion (Figure 7). Such findings support the notion that 

infiltration provides an additional buffer to climate. It is possible that in some scenarios a 

storm intensity could be high enough that it would exceed the erosion threshold, but because 

of the existence of infiltration, the reduced run-off results in discharges that are below the 

erosion threshold.  When infiltration is set to zero, these storms then become erosive. (Figure 

7). Landscapes exposed to more overland flow and erosion adjust their slopes to compensate 

for the increased discharge (Figure 14). This suggests that landscapes with greater infiltration 

rates are more susceptible to changes in precipitation variability, as their slopes are not 

exposed to the larger number of storms [i.e. Tucker and Bras, 2000].  

Additional evidence to support infiltration rates buffering a landscape from erosion 

comes with the observation that maximum elevations are more constant for the no infiltration 

case (suite 8; Figure 7). Excluding 20 and 25°S, the range in maximum elevations decreases 

from suite 1 to suite 8 with the decrease in infiltration (Figure 7). The lower range of 

elevations shows that the range of precipitation intensities that was able generate a larger 

diversity of geomorphic efficiency for suite 1 would now need to be larger to generate the 

same differences in elevations when there is no infiltration. Precipitation intensity, therefore, 

may play less of a role with no infiltration rate. 

The length of the storms dominates landscapes with no infiltration rate. In such cases, 

low precipitation intensity can be accommodated with a large D:F ratio (Figure 7 and 19). For 

example, large intensities at 30 and 35°S drive elevations down when infiltration is turned on 

while small intensities and larger D:F values at 45 and 50°S drive elevations up (Figure 7 and 

19). When infiltration is turned off, elevations at 30 and 35°S increase because D:F ratios are 

low and storm and inter-storm duration become more important. Elevations at 45 and 50°S 
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decrease because D:F ratios are larger and more storm intensities are capable of generating 

geomorphic work (Figure 7 and 19).  

In addition to having a buffering effect on maximum elevations, the removal of an 

infiltration rate also results in differences in river channel morphology (Figure 14). Channel 

morphology may record climatic signals within a landscape [Han et al., 2015]. Because 

infiltration rates help buffer the landscape from climatic signals, I argue that the difference in 

certain channel characteristics between suites 1 (infiltration) and 8 (no infiltration) may 

provide insight into the buffering effects of infiltration. Differences in modeled (Sm) to 

threshold slope (St) ratios between suites 1 and 8 provide the basis for this discussion (Figure 

16). Because Sm:St values are based off mean precipitation and discharge values (equations 12, 

13 and 15), values of Sm:St less than one represent locations where events greater than the 

mean discharge will dominate the erosion signal, consistent with previous work [Tucker, 

2004; Tucker and Bras, 2000]. A value greater than one suggests that the frequent smaller 

events are more important. A greater number of Sm:St values below the 1:1 line when the 

infiltration rate is zero showing that for the most part, threshold slopes (St) are larger than 

modeled slopes (Figure 16b). Because St is a function of mean discharge (equation 15), this 

suggests that the mean discharge does not erode the bed, with the exception of 25°S. Mean 

discharge rates for suites 1 and 8 are indistinguishably similar and slope ratios are more varied 

for suite 1 where landscapes have an infiltration rate (Figure 16a). The larger variation is 

likely an artifact of the timestep assumptions – I increase storm and inter-storm durations to 

minimize computation time. Additionally, a significant number of slopes reside at or above 

the 1:1 line. Therefore, a greater number of modeled slopes within landscapes with an 

infiltration rate are larger than threshold slopes suggesting that the implemented infiltration 
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rate buffers or protects landscapes from precipitation intensities that are less than the 

infiltration rate.  

4.4 Comparison with modern topography 

There are also some key similarities between modeled and modern topography. 

Modeled elevation trends show maximum elevations at 25°S (Figures 7 and 9) and 

observations in the Andes show maximum elevations at 27°S (Figure 1). Lower elevations are 

located between 5 and 10°S for all model runs (Figures 7 and 9) and observations (Figure 1), 

likely a reflection of the frequent intense weather systems that occur in the tropics (Figure 19). 

 Differences are to be expected, as the model set up does not capture variations in 

tectonics and lithology along the Andes. For instance, I assume rock type uniformity with the 

constant rock erodibility coefficient, K, within each suite. I also assume a uniform and 

constant rock uplift rate across latitudes and suites. Uplift rates for the Andes range from 0.2 

to an upward limit of 3 mm/yr [Gregory-Wodzicki, 2000; Benjamin et al., 1987].  

Although the simplified case sets a reasonable uplift rate (0.5 mm/yr), it is important 

to ask what differences in rock-uplift would be necessary to erase the differences in elevation 

output by the climatic-controlled runs. This would provide insight into the importance of 

climate vs. rock-uplift in generating topographic trends with latitude. By establishing uplift 

rates necessary to erase these elevation differences, I can then evaluate if the increases in 

uplift create feasible rock uplift rates to explain themodeled differences in elevation.  

To test these questions, I set up additional model runs using climate data from 10°S, 

increasing the uplift rate sequentially for each model run to ‘match’ the maximum elevation. I 

use climatic inputs from 10°S because it produces the lowest maximum elevations for suites 2 

and 3 and the second lowest maximum elevations for suite 1 (Figure 7). I run each model for 
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60 Myr and increase the uplift rate with each run from the original uplift rate of 0.5 mm/yr. I 

record the maximum elevations at dynamic equilibrium to compare with suites 1-3. Figure 21 

shows the maximum elevations from the landscapes in dynamic equilibrium with the 

incremental increases in uplift rate. The y-axis is normalized by the maximum elevation at 

10°S from suite 1 (1.98 km), suite 2 (155.12 m) and suite 3 (61 m) to show the increase in 

elevation resulting from each increase in uplift (Figure 21).  

The results are shown in Figure 21. Fitting linear regressions to extrapolate beyond the 

model analysis (arrows), I project increases in uplift rate of 27.1x (suite 1), 21.8x (suite 2) and 

22.6x (suite 3), where x is the original uplift rate of 0.5 mm/yr (Figure 21). These increases 

result in uplift rates of 13.6 mm/yr (suite 1), 10.9 mm/yr (suite 2) and 11.3 mm/yr (suite 3), 

and reveal the rates required to produce similar elevations across the latitudes. Therefore, a 

range of a minimum uplift rate of 0.5 mm/yr and a maximum of 20-30 times the minimum is 

required to produce a ~2.6 fold difference in maximum elevation (for suite 1), ~7 fold 

difference in maximum elevation (for suite 2) and ~21 fold difference in maximum elevation 

(for suite 3).  

Typical variation in uplift rates along the Andes are within an order of magnitude and 

are much less than the predictions [Benjamin et al., 1987; Gregory-Wodzicki, 2000]. The 

findings suggest that uplift alone cannot explain the latitudinal trends. Climate, and the role of 

stochastic storm distributions, is important for understanding latitudinal trends of topography 

in the Andes.  

!
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Chapter 5: Conclusion 

I demonstrate a first order control of climate on erosion processes and topography. 

Geomorphic efficiency varies across the orogen and the degree of this variation is a function 

of latitude as a result of differences in storm intensity, duration, and inter-storm duration. 

Drier latitudes with high precipitation variability produce a large range in modeled elevations 

across the orogen while latitudes with low precipitation variability produce consistent 

elevations across the orogen. Maximum elevation trends produced using stochastically 

generated storm differ significantly from trends produced using MAP. Infiltration and critical 

shear stress thresholds act as buffers that act along the latitudinal and climate gradients. Based 

on the model results, I conclude that complexities associated with stochastic storms, critical 

shear stress, infiltration associated with differences in landscapes in addition to previous work 

using MAP could help explain the differing conclusions on the climatic control on topography 

and erosion. 
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Figure 1: Elevation profiles of the North (a) and South (b) American 
Cordillera. Maximum elevations (black lines) and mean elevations (gray lines) 

show lower elevations toward the equator, high elevations between 10 and 
40°S and a strong decrease toward the poles beginning at 30°S to 40°S. 
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Figure 2: Elevation map of the Andes. 10 black lines represent 
locations where we extracted climate data for each run. 18 red lines 
represent our orographic runs for latitudes 10°S, 20°S, 25°S, 30°S, 
45°S and 50°S. 
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Figure 3: CHILD triangular mesh setup. Nodes track 
elevation changes, water is routed along the Delaunay 
triangle edges and the area of each node is a finite 
entity represented by a Voronoi polygon (or cell). Each 
cell is assumed to contain a channel. Arrows represent 
the direction of flow. 
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Figure 4: Graphical representation of storm statistics. I = intensity, D = 
duration, and F = inter-storm duration. Two storms are represented here 
with an actual storm intensity (gray lines) while CHILD represents storms 
with a uniform precipitation intensity (black bar). The mean storm duration        
is the average time that it is raining. The mean inter-storm duration       is 
the average time it is not raining. The mean intensity      is the total amount 
of rain over the time it was precipitated.  

44#

(D)
(F)

(I )



Figure 5: Storm statistic maps. These are generated using 31-year, 6-
hourly and global reanalysis data from the European Centre of 
Medium-Range Weather Forecasts. Statistics are averaged over the 
31-year length of the data set. (a) Mean storm intensity, (b) mean 
storm duration and (c) mean inter-storm duration are extracted and 
averaged along 10 transects and used as climate input parameters into 
a landscape evolution model as a stochastic representation of actual 
climate. Wetter areas are shown in blue, representing larger mean 
intensities (a), longer mean storms durations (b), and shorter mean 
inter-storm durations (c). Drier areas are shown in red. 
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Figure 6: Cumulative distribution plot of intensity (circles; top of each box), duration 
(triangles; middle of each box) and inter-storm duration (squares; bottom of each box) 
calculated using 31-year global reanalysis data from European Centre of Medium-
Range Weather Forecasts (ECMWF, 2009). Data is extracted over the 10 transects 
along the Andes (Figure 2): (a) 5°S, (b) 10°S, (c) 15°S, (d) 20°S, (e) 25°S, (f) 30°S, 
(g) 35°S, (h) 40°S, (i) 45°S and (j) 50°S. Blue lines represent cumulative probability 
density functions calculated from equations 6, 7 and 8. Vertical dashed lines in the 
intensity plots represent the infiltration rate. These are used to generate distributions 
for storms within the CHILD model and provide good approximations for actual 
distributions. 
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Table 1: Naming scheme and distinguishing input parameters. Suite 1 is the 
control run. I test a decrease in critical shear stress (τc) to 5 Pa (Suite 2) and 0.5 Pa 
(Suite 3). I test the sensitivity to difference climate regimes in Suites 4 and 5 by 
using MAP. Here, I decrease infiltration and rock erodibility so reasonable 
elevations are generated. Suites 6 and 7 test the sensitivity to a decrease in rock 
erodibility (K). Reasonable elevations require a decrease in critical shear stress (τc 
= 5 Pa for Suite 6 and τc = 0 Pa for Suite 7). Suite 8 tests a decrease in infiltration 
rate. Here reasonable elevations require a decrease in rock erodibility (K). Finally, 
Suite 9 tests orographic precipitation on geomorphic efficiency. Here, I change the 
locations of the transects to capture climate at different locations relative to the 
orogen (see Figure 2). 

47#



Parameters Value Units Notes
Runtime 60 My

Output.interval 1 My

Length.(X) 100 km
Width.(Y) 100 km

Node.spacing 500 m
K varies m.yrD1.PaD1 rock.erodibility.coefficienct
Kt 1000 Pa.s1/3.mD2/3 shear.stress.(or.stream.power).coefficient
mt 2/3 bedrock.erodibility.specific.discharge.exp
nt 2/3 bedrock.erodibility.slope.expo
Pb 1.50 expo.on.excess.erosion.capacity

τc 0,.0.5,.5,.50 Pa critical.shear.stress.(varies)

Uplift.rate 5.00ED04 m.yrD1

kw 10 hydraulic.width.coefficient

ws 0.5 hydraulic.width.exponent

wb 0.5 hydraulic.width.exponent

i 0,.17.5 m.yrD1 infiltration.rate
Rb 13.6 m.yrD1 bankful.runoff.rate

Table 2: Input parameters for model runs. 
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Input&values Value Units Notes
gravity 9.8 m,s.2 for,grain,size,calculations
ρs 2650 kg,m.3 for,grain,size,calculations
ρw 1000 kg,m.3 for,grain,size,calculations
θ 0.03,.,0.06 unitless for,grain,size,calculations
D 5.15,.,10.31, cm grain,diameter

Table 3: Input values for grain size calculations 
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Figure 7: Trends produced by suites 1-3 and 8. Maximum (a) and mean (b) 
elevations are extracted from 10 steady-state topographies for each suite and 
plotted against their respective latitude. Solid bold black line with triangles 
represents elevations from suite 1 (τc = 50) ; Solid thin black line with 
triangles represents elevations from suite 2 (τc = 5); Dashed thin black line 
with triangles represents elevations from suite 3 (τc = 0.5); Dark gray line 
with squares represents elevations from suite 8 (τc = 50 and no infiltration).  
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Figure 8: Hypsometric curves for steady state landscapes at 40°S, 45°S and 
50°S from suite 1 (τc=50; K= 1.25e-2). The curve from the landscape at 45°S 
resides lower than 40°S and 50°S suggesting that a larger fraction of the total 
area is contained in lower elevations. 
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Figure 9: Trends produced by suites 4 and 5. Maximum (a) and mean (b) 
elevations are extracted from 10 steady-state topographies for each suite and 
plotted against their respective latitude. Solid gray line with squares 
represents elevations from suite 4 (τc = 5) ; Dashed gray line with squares 
represents elevations from suite 5 (τc = 0.5). 
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Figure 10: Trends produced by suites 6 and 7. Maximum (a) and mean (b) 
elevations are extracted from 10 steady-state topographies for each suite and 
plotted against their respective latitude. Solid gray line with circles represents 
elevations from suite 6 (τc = 5) ; Dashed gray line with circles represents 
elevations from suite 7 (τc = 0). 
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Figure 11: Precipitation inputs for our orographic runs: precipitation 
intensities (a) and Duration to Inter-storm duration ratios (b). Table 5 shows 
the classification of variability, magnitude, and range of these values. 
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Figure 12: Maximum elevation (a) and relative elevation (b) trends produced by 
suite 8 and our orographic runs. Elevations are normalized by the maximum 
elevation at 25°S (b). Triangles represent maximum elevations over the western 
side, squares are modeled maximum elevations over the divide, and circles are 
modeled maximum elevations over the east side. All maximum elevations are 
extracted from modeled landscapes generated using precipitation statistics over the 
Andes at 10°S, 20°S, 25°S, 30°S, 45°S and 50°S. 
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Latitude Intensity,(m/yr) Duration,(yrs) Inter4storm,duration,(yrs) MAP,(m/yr) D:F
5 4.05 4.90E'03 2.40E'03 2.84 2.04
10 4.27 5.70E'03 2.60E'03 2.89 2.19
15 3.61 6.90E'03 3.30E'03 2.51 2.09
20 3.07 3.70E'03 1.11E'02 1.19 0.33
25 3.55 3.10E'03 4.01E'02 1.42 0.08
30 5.14 3.20E'03 1.29E'02 1.69 0.25
35 5.13 3.00E'03 1.34E'02 0.98 0.22
40 3.80 4.20E'03 5.90E'03 1.73 0.71
45 2.95 5.20E'03 3.80E'03 1.86 1.37
50 2.78 4.50E'03 4.80E'03 1.50 0.94

Table 4: Mean storm statistic input values for climate parameters in CHILD model for 
suites 1-8. D:F is the ratio between Duration and Inter-storm duration.  
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West Mid East range magnitude variability Direction
I 3.96 4.75 4.23 0.78 mod.high low N/A
D 5.43E.03 6.18E.03 5.24E.03
F 3.70E.03 2.92E.03 1.91E.03
D:F 1.47 2.11 2.75 1.28 high low W.E
I 1.94 3.00 4.11 2.18 low.mod moderate W.E
D 3.25E.03 3.38E.03 4.59E.03
F 3.06E.02 7.47E.03 4.56E.03
D:F 0.11 0.45 1.01 0.90 mod.high moderate W.E
I 1.90 1.85 6.66 4.81 low.high high W.E
D 1.82E.03 2.29E.03 5.55E.03
F 1.27E.01 1.72E.02 3.72E.03
D:F 0.01 0.13 1.49 1.48 low.high high W.E
I 3.40 5.54 6.20 2.81 mod.high moderate W.E
D 2.63E.03 3.15E.03 3.77E.03
F 2.69E.02 1.09E.02 5.35E.03
D:F 0.10 0.29 0.70 0.61 low low W.E
I 5.60 3.43 1.96 3.64 low.high high E.W
D 1.01E.02 6.32E.03 3.35E.03
F 3.04E.03 3.00E.03 4.04E.03
D:F 3.32 2.11 0.83 2.49 mod.high moderate E.W
I 6.77 3.89 1.38 5.39 low.high high E.W
D 1.59E.02 6.30E.03 2.15E.03
F 2.72E.03 4.00E.03 5.62E.03
D:F 5.85 1.57 0.38 5.47 mod.high moderate E.W

10

20

25

30

45

50

Table 5: Mean storm statistics as inputs for climate parameters within CHILD 
model for our orographic runs (suite 9). I = mean intensity, D = mean storm 
duration, F = inter-storm duration and D:F is the ratio between storm and inter-
storm duration. 
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Figure 13: Modeled longitudinal profiles for suites 1 (a) and 8 (b). Elevation 
data is extracted along the channel profile for each landscape and plotted 
against the distance from the headwaters. The horizontal lines (a) represent the 
maximum elevations for landscapes at 40°S, 45°S and 50°S. Notice the large 
difference in elevation between the headwaters and maximum elevation for 
45°S.  
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Figure 14: Modeled slopes extracted from major river channels within all 
10 steady state landscapes for suite 1 (a) and suite 8 (b). 
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Figure 15: Theoretical threshold values for slope calculated using equation 15 along major 
river channels within steady state landscapes for suites 1 and 8. Values represent the slope 
required to generate 50 Pa and erode the bed. We use a critical shear stress of 50 Pa and 
mean discharge values from steady state landscapes for suite 1 (a) and suite 8 (b). Mean 
discharge values are calculated using equations 12 and 13.  
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Figure 16: Ratio of modeled slopes (Sm) and theoretical threshold slopes (St) 
calculated along the length of river channels from steady state landscapes for all 10 
runs in suite 1 (a) and suite 8 (b). We use mean discharge to calculate threshold 
slopes and it does not change from suite 1 to suite 8. Values below the 1:1 line 
represent points along the channel that have a larger threshold versus modeled 
slope and therefore mean discharge will not erode the bed. Values above the 1:1 
line represent points along the channel where erosion will occur if the infiltration 
rate is exceeded. 
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Figure 17: Theoretical threshold values for precipitation calculated using 
equation 16 along major river channels within steady state landscapes for suites 
1 and 8. Values represent the precipitation required to generate enough 
discharge to erode the bed. Values are plotted along the length of each channel 
for all 10 landscapes from suite 1 (a) and all 10 landscapes for suite 8 (b). Solid 
lines represent the mean precipitation rates for 5°S (blue) and 25°S (green). 
Dashed lines represent the 95th percentile precipitation rates for 5°S (blue) and 
25°S (green). 
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Figure 18: Steepness indices calculated using equation 17 and plotted 
along the length of the channel for all 10 runs from suite 1 (a) and all 10 
runs from suite 8 (b). We use a concavity of 0.5. Variation is apparent in 
suite 1 (top) likely due to artifacts from the increased storm/inter-storm 
durations.  
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Figure 19: Mean storm statistic input values for climate parameters 
in CHILD model for suites 1-8. Top (a) shows the distribution of 
mean storm intensity (black with circles) and mean annual 
precipitation (MAP; gray with squares) as a function of latitude. 
Bottom (b) shows mean storm duration (blue with squares), mean 
inter-storm duration (blue with triangles) and the ratio of the two 
values (green with circles; D:F). 
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Figure 20: Maximum relative elevations from suites 1-8 plotted 
against their respective latitudes. Elevations are normalized 
using the suite of interest’s maximum elevation.  
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Figure 21: Projected uplift rates necessary to erase the differences in 
elevation generated by our climatic-dominated runs. We use climatic 
inputs from 10°S and increase the uplift rate with each run for suites 
1-3. We fit a linear regression to project beyond our modeled analysis 
(arrows show the projected increase). Projected increases are shown 
with arrows: 22.57x (suite 3), 21.81x (suite 2) and 27.11x (suite 1). 
Horizontal lines represent the maximum elevations for suites 1-3. The 
y-axis is normalized the maximum elevation at 10°S: 1.98 km 
(suite1), 155.12 m (suite 2) and 61 m (suite 3) and therefore 
represents the increase in elevation from each increase in uplift rate. 
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