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Abstract 

 

Stroke is the leading cause of neurological disability in the US and stroke patients typically 

require an extensive rehabilitation therapy to regain some of their lost neuromuscular 

functionality. Various robotic devices have been developed for post-stroke rehabilitation to 

reduce the labor intensity of therapists and rehabilitation cost and provide therapists with 

quantitative information about rehabilitation procedure and patients recovery. The robot-

patient interaction plays an important role in effectiveness of robotic therapy. Different 

strategies have therefore been proposed and employed to control rehabilitation robots in 

order to improve the therapy outcome. However, since the underlying neural mechanisms of 

motor recovery after stroke are not completely understood, and the effect of each stroke is 

unique and can be very different from that of other strokes, it is not clear what control 

strategy is the best.  

Adaptive assist-as-needed (AAN) control is a movement training methodology with very 

desirable characteristics for rehabilitation robotic applications. It can adaptively modulate 

the level of robotic assistance to promote patient active involvement in therapy. 

In this research, the evolution of two robotic devices for stroke rehabilitation are presented. 

The FINGER (Finger Individuating Grasp Exercise Robot) rehabilitation robot was designed 

to assist with hand and finger rehabilitation. A discrete performance-based adaptive control 

was implemented on FINGER that could provide patients with a suitable assistance level in 

order to modulate success during therapy game play. In a separate experiment, an inertial 

and directionally dependent AAN controller was implemented and tested on the FINGER 

robot.  
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Additionally, the design and development of a 4-DOF parallel robot for upper extremity 

impairment rehabilitation is presented. This end-effector type rehabilitation robot has low 

end-effector inertia, is very backdrivable, and is designed to counter-balance a significant 

portion of its own weight in order to reduce the need for the robot’s actuators to overcome 

gravitational forces. Finally, an inertial adaptive AAN controller is proposed and tested 

using dynamic simulations.               
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Chapter 1. Introduction  

Robots have long been used in automation and industrial applications for tasks that require 

high repeatability and accuracy. There is a growing tendency to use robots in healthcare 

industry. Healthcare quality is an essential factor in improving quality of life and there is an 

increasing demand for automation in healthcare due to problems such as population aging 

and increase in healthcare costs [1, 2]. Extensive research has been dedicated to medical 

robots to fulfill this demand. One major application of robots is in stroke rehabilitation [3]. 

Due to the adaptive nature of the central nervous system as well as a need for compliant 

rehabilitation robots, using adaptive control methods can be potentially very beneficial. The 

overall goal of this research therefore is to investigate adaptive control strategies for robotic 

rehabilitation as well as robotic devices that are suitable for both movement training therapy 

and adaptive control. In this chapter, an overview of previous rehabilitation robots in 

literature is provided followed by examples of adaptive control in rehabilitation robotics. 

This is followed by a description of chapters of this thesis. 

1.1. Rehabilitation Robots  

The early rehabilitation robots were focused on replacing lost motor functions of the 

disabled individuals using devices such as feeding devices, robotic wheelchairs and orthotic 

robots [4]. During the last several decades, there has been an increase in amount of research 

into physical therapy through robots [3, 5-7]. Rehabilitation robots can be considered as 

devices that use active feedback control to provide patients with assistance or resistance 

during rehabilitation exercise. In this section motivation and some notable robotic systems 

used for rehabilitation will be discussed 
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1.1.1. Motivation for Rehabilitation Robotics 

Traditional physical therapy typically requires moving patient’s impaired limb manually by 

a therapist. This process can be very labor intensive [8-10]. Therefore, conventional therapy 

usually leads to fatigue in therapist that consequently limits the efficiency of therapy 

sessions. Methods that can overcome this limitation can be very beneficial because 

repetition and intensity of therapy is a key factor in patient’s functional improvement. A key 

characteristic of robots is that they are well suited for repetitive tasks. Robots that are 

designed to have suitable spatial and force capabilities can partially take on the physical role 

of the therapists, enabling longer therapy sessions with higher intensity. Moreover, 

therapists can potentially conduct treatment of multiple patients simultaneously  a 

supervisory manner to increase the cost efficiency of therapy [7, 11]. 

Another advantage of using robots in rehabilitation is their ability to collect large amounts of 

quantitative data. Unlike human therapists that mainly operate based on their qualitative and 

subjective assessment of patient’s performance, robots that are equipped with appropriate 

sensors can provide therapists with more objective data [12, 13]. It makes it easier to 

monitor patient’s progress over time and also makes it easier to compare effect of different 

methods and strategies among different patients. So, besides the potential to improve 

rehabilitation practices, robots can offer a lot to rehabilitation research and neuroscience.           

Robotic systems usually communicate with patients through graphical user interfaces. In 

many cases the graphical interface has the form of video games [14-17]. In such games, the 

desired motion is presented to patients by displaying the desired trajectory on the screen and 

asking patients to use their effected limbs to follow it. Video games have made rehabilitation 

more engaging and patients feel motivated to complete intensive therapy tasks. 
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Several rehabilitation robots have passed clinical trials and are commercially available. 

Clinical trials have confirmed the effectiveness of rehabilitation robots, suggesting that 

intensive robotic therapy can improve functional recovery and motor learning [18]. Many 

rehabilitation hospitals use these robots as an effective tool in their treatment plans. 

Examples of robotic devices being largely used at rehabilitation hospitals include Lokomat, 

ArmeoSpring and ArmeoPower [19-24].  

 

Figure ‎1.1. Some commercially available rehabilitation robots. Lokomat (top-left). ArmeoSpring (top-

right). ArmePower (bottom).  

1.1.2. Assistance Provided by Rehabilitation Robots   

There are two main purposes of using robots for rehabilitation: using robots to provide 

support and assistance for patients to perform some activities of daily living (ADL) [25-30] 

and utilizing robots as physical therapy tools [31-35].  The types of motion/force assistance 

provided by rehabilitation robots can be categorized into four main groups of active devices, 
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passive devices, haptic devices and coaching devices [3]. Most devices lie in the category of 

active devices. These are devices that can actively exert forces and move the effected limbs 

through use of actuators. A forced assistance from the robot is usually needed when the 

patients are weak and cannot complete the tasks by themselves. Passive devices, on the other 

hand, are those with passive force elements such as springs or brakes [34, 36, 37]. Another 

group of rehabilitation robots are haptic devices that provide patients with somatosensory 

input during patient-robot interaction [38, 39]. These devices can be active or passive, but 

their main characteristic is their ability to provide tactile sensation to users. Coaching 

devices are those that don’t generate any forces but are equipped with sensors to record 

patient’s performance [40]. These signals can be used to communicate with video games to 

provide patients with some sort of visual feedback or for measurement and analysis of 

patient’s progress over time. Devices that use video-based motion capture, e.g. Microsoft 

Kinect®, wearable sensor networks and sensor gloves belong to this group. 

1.1.3. Physical Interaction between Patients and Robots 

Considering types of mechanical interactions between motion therapy robots and patients, 

two major mechanical structure paradigms stand out: end-effector-based and exoskeleton-

based. The two groups are different in how they are connected to patients. End-effector-

based devices are connected to patient through their most distal limb. For example, in end-

effector-based upper extremity motion therapy robots, a patient may grasp a handle that is 

connected to robot’s end-effector and performs therapy tasks while patients hand and the 

robot’s end-effector move together. Examples of end-effector-based systems are the MIT-

Manus [31], ARM guide [32], ACRE [41], CRAMER [42] and NeReBot [33]. Although 

some sort of wrist of forearm support might be provided, the main port of interaction 
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between patient and robot is robot’s end-effector. The main advantage of end-effector-based 

systems is their simplicity and it makes design and manufacturing much easier.  

 

Figure ‎1.2. MIT-Manus. 

However, since the patient’s limb is constrained at only one point, it is impossible to force 

all the joints of patient’s effected limb to move in a predetermined desired trajectory that 

stems from inherent redundancy of human limbs such as arms and hands. Exoskeleton-based 

robots can be used to overcome this disadvantage. Exoskeletons are designed to mimic 

human’s skeletal structure and hence make it possible to control individual joints of the 

effected limb. Exoskeleton-based systems normally require complicated geometric and 

kinematic design. One of the main issues in designing exoskeleton-based robots is joint 

alignment as rotation axes of many of the joints in human body are complex and different 

between patients. It is also hard to make the exoskeleton-based robots adjustable to limps of 

patients with different body sizes. Examples of exoskeleton-based rehabilitation robots 

include Lokomat [21], Pneu-WREX [35], T-WREX [40] and CADEN-7 [43]. There are also 

devices that incorporate both end-effector interaction and exoskeleton structure such as 

BONES [44] and MIME-Rice Wrist rehabilitation system [45]. 
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Figure ‎1.3. Pneu-WREX. 

1.1.4. Actuation 

While many researchers have designed robots specifically for rehabilitation purposes, some 

researchers have used industrial robots in their robotic rehabilitation research. For example, 

REHABROB system [46] uses the ABB industrial robots IRB140 and IRB1400H, and 

MIME [47] uses the PUMA560 robot. Using industrial robots can be more straightforward 

and less expensive [3], but they have a significantly higher impedance compared to human 

limbs and hence it can be potentially dangerous for patients to interact with such rigid and 

powerful devices [48]. Also, it is desired that the patient’s force can move the robot when 

the robot is powered off. For this reason, many robots used for rehabilitation applications are 

backdrivable, e.g. FINGER [49], HWARD [50] and RehabExos [51]. Backdrivability is a 

qualitative property and usually the system should have low inertia, friction and gear ratio to 

be considered backdrivable.  

Most rehabilitation robots are powered by electric actuators. Electric actuators are clean and 

it is typically easy to provide electrical energy to them. They can produce high power and 

are available with various sizes. However, the main problem of electric actuators is that they 

typically require high gear ratios and hence are not very backdrivable. Pneumatic actuators 
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are also frequently used in rehabilitation robots. They main advantage of pneumatic systems 

is their high power to weight ratio and low impedance and hence good backdrivability. 

Examples of pneumatic actuation in rehabilitation robots include Pneu-WREX [35] and 

ASSIST [52]. Pneumatic Artificial Muscles are also used in rehabilitation robotics. These 

actuators are lightweight and backdrivable, however, they only produce force in one 

direction and have non-linear behavior and are not easily controllable.  

Hydraulic actuators are also used in rehabilitation robotics. These systems are heavy and 

have very high impedance. Moreover, they require frequent maintenance, can be noisy and 

may exhibit fluid leakage.  

Functional Electrical Stimulation (FES) is a type of actuation that doesn’t require external 

power generation [53, 54]. In this method, electrical stimulus signals are sent to users 

muscles to activate them. Since an external actuator doesn’t exist in such systems, all the 

work is done by user’s muscles and it can improve the muscle strength and reduce the 

chance of muscle atrophy that can be consequently beneficial [55]. However, FES can cause 

strong involuntary muscle reactions and pain and also it is very hard to control due to 

nonlinear behavior of muscles. 

1.2. Control Systems 

In this section, the typical control signals and control strategies in rehabilitation robotics are 

discussed. Much of the rehabilitation robotics research has been focused on developing 

complex, multiple-degree-of-freedom mechanisms that can assist or support patients with 

complicated movements during motion therapy. There has been also research on finding 

effective control strategies for rehabilitation robots [15]. By using suitable control strategies, 

it is possible to control how robots interact with patients that can be beneficial. For instance, 
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selecting a control strategy that stimulates motor plasticity can improve motor recovery. 

Unfortunately, the relationship between rehabilitative control strategies and motor recovery 

are not fully understood.  As such, findings and concepts from rehabilitation, motor learning, 

neurophysiology, etc. are used to design appropriate control systems.  

1.2.1. Control signals 

Many systems with relatively simple control structures use on-off switches as control 

signals. These signals can be activated, for instance, when the user reaches to a certain 

region in the task space. More complicated control systems, however, require higher level 

signals such as position or velocity, typically measured at actuator joints. Force and torque 

signals are also widely used in force control strategies. Magnitude of force can be directly 

provided by actuators or special load cells can be used to measure the interaction between 

the robot and user.  

Surface Electromyography (sEMG) is also widely used as a control signal. In this method 

muscle activation signals received from the central nervous system is recorded at the skin 

surface and can be used to predict person’s intention to perform a particular movement. 

These signals, however, are very noisy and hard to analyze. Moreover, it is not easy to 

record sEMG of small muscles and does that are not exposed to skin.     

1.2.2. Control Strategies 

According to [15], the control strategies used in rehabilitation robotics can be categorized 

into two main groups of high-level and low-level strategies. High-level strategies are those 

that are specifically designed to induce motor plasticity. These strategies then utilize a series 
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of low-level control strategies in their implementation such as PID position control, 

impedance control, or admittance control.  

The most common high-level control strategy is the assistive strategy. In assistive control 

strategy, the robot is used to provide assistance to patient in order to complete a task that the 

patient is unable to completely accomplish without assistance.   The four main types of 

assistive control strategy are impedance-based [56, 57], counterbalance-based [58, 59], 

EMG-based [60, 61] and performance-based adaptive control [62-64]. 

Unlike assistive strategies, challenge-based strategies are high-level control strategies that, 

instead of making the task easier for patients, make it more challenging to complete.  For 

instance, some robotic systems use resistive strategies based on practiced clinical 

rehabilitation techniques [56, 65].  

Constraint-induced strategies are another type of challenge-based strategies. This strategy is 

based on the notion that constraining the un-effected limbs forces the patient to use the 

effected-limb more frequently, which can lead to faster motor learning and hence improve 

recovery. Examples of constraint-based systems include [66, 67]. 

Another type of challenge-based strategies is error-amplification. This approach argues that 

kinematic errors are the main signals that drive motor learning and hence amplifying them 

during rehabilitation exercises can be beneficial. Patton and colleagues [68, 69] and 

Reinkensmeyer and colleagues [70, 71] have incorporated this strategy in their studies. 

Other types of high-level control include haptic simulation [72] and non-contacting coaching 

[73].        
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1.2.3. Adaptive Control 

Adaptive control is a control method in which controller parameters are not static and adapt 

over time. This method can be useful when the plant parameters vary or are uncertain. Using 

adaptive control in rehabilitation robotics has the advantage that controller can be tuned 

according to user’s needs online. For example, a robot that uses an adaptive controller can 

take into account patient’s intention instead of imposing a fixed desired motion [16, 63, 74].    

Parameter adaptation in adaptive control typically has the following form 

 1i i iP fP ge     (1.1) 

 where iP  is the adaptive control parameter at time i  , ie  is the error signal at time i  , f  is 

the forgetting factor and g  is the adaptation rate. Adaptation in this form of control is based 

on user’s performance during each trial and control parameters can be controller gains, 

parameters of desired motion planning such as reaching time or maximum velocity or 

parameters that determine interaction characteristics between user and robot such as 

impedance.  

The main reason for including a forgetting factor in this form of adaptation is to prevent 

patient slacking. If there is no forgetting ( 1f   ), regardless of patient’s participation, the 

robot always adapt to parameters that minimize performance error. This may encourage 

participants to back off and let the robot take over completing task. However, with inclusion 

of some forgetting ( 0 1f  ), the adaptation algorithm tends to reduce the parameters even 

if the performance error is very small. This can systematically reduce the assistance force 

and consequently increase the voluntary participation of patients.  

Use of adaptive controllers in rehabilitation robotics can also be looked at from an Assist-as-

Needed (AAN) framework point of view. It can provide a good mechanical compliance and 
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can calculate the needed amount of force to cancel effects tone, weakness and lack of 

coordinated motor control. Wolbrecht et. al. proposed an adaptive AAN controller that uses 

a model of patient’s impairment based on radial-basis functions and uses a passivity-based 

adaptation algorithm [62, 75]. In this method, a feedforward term, comprised of RBF’s and 

adaptation parameters, is used to model existing effects of impairment. A schematic of the 

method is shown in Figure  1.4.  

 

Figure ‎1.4. Schematic of the adaptive assist-as-needed control proposed by Wolbrecht et. al. [62]. 

The robot force at the location of interface is determined using 

 
r P D  F Ya K x K x   (1.2) 

where x  and x  are vectors of position and velocity errors, PK  and DK  are symmetric, 

constant, positive definite matrices, a  is the vector of parameter estimates and Y  is the 

regressor matrix defined as 
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where g  is an 1p  vector of RBF’s defined as 
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 

x
g   (1.4) 

where n  is the location of thn  RBF and   is the dilation of RBF’s. The following 

adaptation mechanism is used to adapt parameter values. 

    
1

11
ˆ ˆT T T




   a Y YY Ya Y x x   (1.5) 

Where   and   are symmetric n n  positive definite matrices and   is the forgetting time 

constant. The forgetting term reduces the robots actuator output when error is small, thus 

limiting the robot’s force and encouraging the patients to participate while receiving just 

adequate assistance to complete tasks. For more details and stability proofs see [62]. 

1.3. Stroke 

Stroke is any brain malfunction due to disturbance in blood supply to the brain. It can be due 

to either rapture of blood vessels (hemorrhage) or blockage of a blood vessel (ischemia). 

Stroke can lead to death of brain tissues that can consequently cause severe sensory and 

motor impairments. 

There are about of 6.8 million Americans who have had a stroke and are living with the 

aftereffects [76]. Each year, over 795,000 people experience a new stroke. It is equal to an 

average of one stroke every 40 seconds, making stroke the leading cause of neuromuscular 

disability in the US. By 2030 an additional 3.4 million people will have a stroke that is a 

20.5% increase in prevalence. The total cost of stroke in 2010 was $36.5 billion. The direct 

medical cost of stroke will be three times higher by 2030.  
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Among ischemic stroke survivors, 50% suffer some hemiparesis, 30% are unable to walk 

without assistance and 26% are dependent in activities of daily living. Figure  1.5 shows 

some statistics about severity and prevalence of stroke among different ages and genders. 

 

 
Figure ‎1.5. Stroke statistics: Severity of post stroke impairment (top) and prevalence of stroke (bottom). 

Although traditional post stroke rehabilitation therapy has shown to be effective, due to high 

cost of stroke and aging problem in the years to come, tools that automate the rehabilitation 

process can be very beneficial. Based on reasons discussed in section  1.1.1, rehabilitation 

robotics can be a potential solution. It is automated, provides clinicians with quantitative 
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information about rehabilitation process and patient’s progress and can bring fun and 

engagement to post-stroke rehabilitation exercises. 

1.4. Thesis Outline 

This thesis details the work carried out by the author on rehabilitation robotics. Chapter 2 

details the design procedure, and studies done on FINGER rehabilitation robot. Content of 

Chapter 2 was previously published in the journal of Neuro-Engineering and Rehabilitation. 

Chapter 3 that is also from a previous publication details studies on a state-dependent 

adaptive control strategy that include inertial effects as well as directional-dependent 

impairment effects. The proposed control system was tested on 5 healthy subjects using 

FINGER robot. A 4 DOF parallel robot for upper extremity rehabilitation exercises is 

proposed in Chapter 4 and its kinematics and dynamics modeling is explained. In Chapter 5, 

an adaptive control strategy that takes into account inertial assistance is proposed. The 

results of this controller is then compared to results of the adaptive AAN controller in [62]. 

Finally, discussion and conclusions are provided in Chapter 6.  
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Chapter 2.  Design and Preliminary Evaluation of the FINGER Rehabilitation Robot: 

Controlling Challenge and Quantifying Finger Individuation during Musical 

Computer Game Play 

Hossein Taheri
1
, Justin B Rowe

2
, David Gardner

1
, Vicki Chan

3
, Kyle Gray

1
, Curtis Bower

1
, 

David J Reinkensmeyer
2,4,5

, Eric T Wolbrecht
1 

Journal of NeuroEngineering and Rehabilitation, vol. 11, p. 10, 2014. 

2.1. Abstract 

Background-This paper describes the design and preliminary testing of FINGER (Finger 

Individuating Grasp Exercise Robot), a device for assisting in finger rehabilitation after 

neurologic injury. We developed FINGER to assist stroke patients in moving their fingers 

individually in a naturalistic curling motion while playing a game similar to Guitar Hero®
6
. 

The goal was to make FINGER capable of assisting with motions where precise timing is 

important. 

Methods - FINGER consists of a pair of stacked single degree-of-freedom 8-bar 

mechanisms, one for the index and one for the middle finger. Each 8-bar mechanism was 

designed to control the angle and position of the proximal phalanx and the position of the 

middle phalanx. Target positions for the mechanism optimization were determined from 

trajectory data collected from 7 healthy subjects using color-based motion capture. The 

resulting robotic device was built to accommodate multiple finger sizes and finger-to-finger 
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widths. For initial evaluation, we asked individuals with a stroke (n=16) and without 

impairment (n=4) to play a game similar to Guitar Hero® while connected to FINGER.   

Results - Precision design, low friction bearings, and separate high speed linear actuators 

allowed FINGER to individually actuate the fingers with a high bandwidth of control (-3dB 

at approximately 8 Hz). During the tests, we were able to modulate the subject’s success rate 

at the game by automatically adjusting the controller gains of FINGER.  We also used 

FINGER to measure subjects’ effort and finger individuation while playing the game.  

Conclusions-Test results demonstrate the ability of FINGER to motivate subjects with an 

engaging game environment that challenges individuated control of the fingers, 

automatically control assistance levels, and quantify finger individuation after stroke.  

Keywords-Robotic rehabilitation, Stroke, motor control, finger individuation. 

2.2. Background 

Over the past several decades, researchers have developed robotic devices for rehabilitation 

therapy after stroke. This is in response to a sizable need, with nearly 800,000 people per 

year suffering a stroke in the United States alone [76]. Of the survivors, approximately two-

thirds experience long-term impairment of their affected upper-extremity [77]. Robotic 

therapy devices can automate the repetitive and strenuous aspects of conventional physical 

therapy.  Furthermore, robotic therapy devices can serve as scientific instruments for 

quantifying the recovery process, and thus may provide insight that is not normally available 

with conventional therapy alone. 

Robot assisted therapy of the upper extremity following stroke has been shown to be as 

effective as, and in some cases modestly more effective than, conventional therapy (for 

reviews see [9, 56, 78-80]). Research with robotic therapy devices supports the contention 
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that motor recovery increases with therapy intensity [80], i.e. more practice is better. What 

remains unclear, however, is how a rehabilitation robot should interact with the patient in 

order to optimize recovery during practice. One approach is to help patients practice 

movements that they cannot complete without assistance, which may foster somatosensory 

stimulation that induces brain plasticity [81]. Indeed, most rehabilitation robots are strong 

enough to complete movements even when patients are completely impaired and/or when 

tone and spasticity act in opposition. However, care must be taken so that the robot does not 

“take over” the movement practice from the patient, which may cause the patient to “slack” 

and reduce their effort at the task being practiced [62, 82]. Patient effort is considered 

crucial to increasing motor-plasticity during rehabilitation therapy [83, 84].  Thus, it seems 

important for robotic rehabilitation devices to simultaneously enable movement practice and 

encourage patient effort during therapy.  

Numerous control strategies for robotic therapy have been successfully implemented and 

tested, as summarized in [15]. Of specific interest are “assist-as-needed” control strategies, 

which change assistance in response to perceived effort, typically correlated in some way to 

performance error (tracking error or similar). These controllers alter the assistance level by 

modifying controller parameters (e.g. feedback gains, desired trajectory shape and/or timing, 

model based terms, etc.) [16, 62, 63, 74, 85, 86]. Tests with these controllers suggest that 

increased error encourages patient effort, and vice-versa, although the relationship remains 

unclear. Additional experiments may clarify this and other relationships affecting motor 

recovery during rehabilitation therapy, although the ultimate validation clearly depends on 

therapeutic efficacy. 
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Effectively exploring the factors that promote functional recovery during movement therapy 

and evaluating “assist-as-needed” and other control strategies depends on the control fidelity 

of the robotic platform. To quantify baseline motor ability, ideally, the robot should be able 

to appear both massless and frictionless to the patient, and should be highly compliant and 

backdriveable.  However, it is also important to have a high bandwidth of force control, as to 

not limit the response of robot during interaction with the patient.  Improving the control and 

impedance characteristics of a rehabilitation robot has the potential to make such devices 

better scientific instruments as well as allowing more precise investigation of motor learning 

and the mechanisms of neuroplasticity, as suggested by [15].   

Another critical consideration for understanding the mechanisms by which rehabilitation 

robots promote recovery is the limb of application of the robot. As an integral part of 

activities of daily living (ADLs), rehabilitation of the hand is particularly important, and a 

significant need exists for improved hand rehabilitation, as most of those who have suffered 

a stroke experience some impairment in hand function [87].  Furthermore, the hand and 

fingers have a highly developed neuro-muscular system to which the brain has dedicated a 

large portion of resources. 

Designing a robot to actuate the hand or finger is a significant challenge, as evidenced by the 

large variety of robotic devices that have been developed for hand and finger therapy. 

Previous work has focused often on re-creating the complexity of hand and finger 

movements, often at the expensive of actuation and control. These hand robots typically fall 

into the category of end-effector or exoskeleton (for review see [88].)  End-effector devices 

attach distally and do not attempt to align with the joint axis of the patient, as exoskeleton 

devices typically do.   
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In the work presented here, we sought to maximize controller fidelity and minimize the 

mechanical impedance of the device, at the expense of the robot’s degrees-of-freedom. 

Although each finger in the human hand has multiple degrees-of-freedom, most ADLs 

incorporate a simple finger curling motion, similar to a power grasp [89].  Thus, an 

opportunity existed to create a finger-curling robot with one degree-of-freedom, high control 

fidelity, and low friction. 

FINGER, the finger curling robot presented here, is capable of individually assisting both 

the index and middle fingers through a natural grasping motion. Each finger is individually 

guided by an 8-bar mechanism that controls the orientation and position of the proximal 

phalanx and the position of the middle phalanx. Each 8-bar mechanism has a single degree-

of-freedom and is actuated by a high bandwidth and low-friction linear electric actuator.  

Further friction reduction is achieved through feed-forward control compensation. 

In the sections that follow, we present the design, controller development, and preliminary 

testing of FINGER.  We present the mechanism synthesis, which is based on motion capture 

of finger grasping motion, first.  We then describe the mechanical design, including sizing 

adjustments and patient-robot interface.  In the third section, we describe the actuation 

including controller development and friction compensation.  Finally, we present some 

results from pilot testing with several subjects who have suffered a stroke.  Portions of this 

work have appeared previously in conference paper format [17, 90]. 
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2.3. Methods 

2.3.1. Mechanical Design 

2.3.1.1. Finger Curling Data Acquisition and Analysis 

This section describes motion capture and data analysis used to characterize a basic finger 

curling motion, similar to a power grasp [89]. Although the human hand can perform many 

differing grasps and grips in order to manipulate objects, the basic curling motion is the 

most common and therefore we focused on it for administering and studying finger 

movement therapy.   

Color-based motion tracking [91] was used to record the path of the index finger as the hand 

performed a curling motion.  Subjects’ hands were filmed with a single camera from above, 

where the index and middle fingers curled in a plane perpendicular to the camera.  Any out-

of-plane motion during curling was small and treated as noise. The back of the hand was 

placed against a rest aligning it with the x-axis. Four brightly colored felt dots of differing 

colors were attached to the index finger, two each on the center-lines of the proximal and 

middle phalanges, which are the defined attachment points for the 8-bar mechanism. 

Likewise, the colored dots were attached using hook-and-loop straps that were the same 

thickness as the planned mechanism straps. The placement of the felt dots allowed the 

centerlines of the proximal and middle phalanges to be recorded throughout the curling 

motion. See Figure  2.1. 

Seven healthy adult subjects were asked to curl their hand, meeting the thumb in a circle, for 

a minimum of 10 times. They were not given any further instructions regarding how to curl 

their hand, in order to produce the most natural motion. Dimensions of the index and middle 

fingers and hand were recorded for each subject using calipers. The lengths of the proximal 
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and middle phalanges for the index and middle fingers were recorded in a similar fashion as 

[92].  The distances between creases for both the index and middle fingers were also 

recorded in the same manner as [93].   

 

Figure ‎2.1. The setup and dimensions collected from motion capture and regression 

The path of the four felt dots was regressed against a planar, two revolute joint model, 

shown in Figure  2.1.  The regression model determines 5 dimensions using the system of 
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equations given below in (2.1). These equations are defined for each frame of the motion 

capture. 
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In (2.1) above, 1m ,  2m ,  1p  and 2p  are the positions of the four markers, and xO  and 
yO   

define the location of the metacarpophalangeal (MCP) joint of the index finger.  During 

mechanism design, this point is assumed to be the origin. The length of the proximal 

phalanx is denoted 
pl   and the final two parameters are the distances to the proximal and 

middle strap attachment from the previous joint, referred to as the proximal, 
pr  , and middle,  

mr , radii. It may seem that these radii should center the straps along the proximal and middle 

phalanges, but in practice the position along the proximal phalanges that is most comfortable 

for a strap is significantly forward of the center of the phalanx.  For example, in Figure  2.1 it 

can be seen that the hook and loop strap holding the felt dots to the proximal phalanx sits 

comfortably at more than half the distance along the proximal phalanx from the MCP joint. 

The same relationship is true for the middle phalanx. 
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The mean length of the index finger proximal phalanx determined by the motion capture and 

regression analysis was 42 mm, with a standard deviation of 3 mm. This mean value was 

compared to [92] which contains a statistical analysis of 4000 hand samples. The ratio of 

this mean proximal length to the mean proximal length reported in [93] was multiplied by 

the standard deviation also reported in [93], producing a scaled standard deviation 3 mm, 

which is close to the standard deviation of the small data sample used. 

Following the approach in [94], the length change of the proximal phalanx between 

successive mechanism sizes was chosen to be two standard deviations.  By scaling the other 

variables accordingly, the complete dimensions for the other finger sizes may be found, as 

given in Table  2.1. This range of finger sizes provides an acceptable coverage of the 

population of hand sizes. 

Table ‎2.1. Dimensions determined for different hand sizes. The dimension 
pl  is the proximal length, 

pr  

is the proximal radius, and mr  is the middle radius. 

 pl (mm) 
pr (mm) 

mr (mm) 

Extra-Small 28.68     16.28 10.78 

Small 35.13 20.32 13.21 

Medium 41.58 24.57 15.63 

Large 48.03 28.40 18.06 

 

This approach to regression has the advantage of determining the dimensions of the finger 

independent of the motion type. Thus, the angular relationship between the phalanges can be 

used independently to define the finger motion. Specifically, regression is used to determine 

the middle phalanx angle, m  , as a function of the  proximal phalanx angle, p , using a 

second-order polynomial equation. 
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Figure  2.2 shows the relationship between the middle phalanx angle and the proximal 

phalanx angle for the curling motion collected from all 7 motion capture subjects. The black 

line is a quadratic curve-fit. With significant variance in hand sizes, the relationship between 

the two angles appears uncorrelated to hand size. 

 

Figure ‎2.2. The angular relationship between the middle and proximal phalanges during finger curling. 

The red points were collected from motion capture, and the black line is the regressed quadratic curve-

fit. 

The 2nd order equation used to fit the data as shown in Figure  2.2 is: 

 
20.77660232 1.37397306 0.07324267.m p p       (2.2) 

This equation and finger dimensions given in Table  2.1 were used to generate the 15 target 

points for each mechanism size, consisting of 15 desired points and angles of the proximal 

phalanx and 15 desired points of the middle phalanx, repeated for each of three sizes: extra-

small, small, medium, and large. This number of points was chosen in order to maintain a 

good spatial resolution while keeping computational complexity of the design reasonable. 

The target points were created using the 2 revolute joint planar model with the angle of 

proximal phalanx, p , varied from 0° to 60° discretized into 15 evenly spaced target angles. 
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The angle of the middle phalanx, 
m , was determined from (2.2) and the target points for 

both the proximal and middle phalanges were defined at 19 mm behind the center-line of the 

finger to allow for a means of connecting the robot to the hand. 

2.3.1.2. Linkage Selection 

Designing a mechanism to reach multiple end-effector configurations, known as mechanism 

synthesis, is a well-studied research area [95]. This particular application, however, has a 

unique twist. In this case, there is not a single desired configuration but rather two that are 

correlated; one for the proximal phalanx (position and angle), and one for the middle 

phalanx (position only). Furthermore, the design specifies a planar grasping motion with a 

single DOF for each finger. Planar mechanisms, with their multiple varieties of single DOF 

configurations, provide an adequate solution base for this design problem.   

Initial mechanism synthesis attempts explored multiple configurations of Watt type six-bar 

chains [96], but were ultimately unsuccessful in reproducing the desired output 

configuration. The final design uses an eight-bar mechanism (Chain 1 from [96]) with 

revolute joints (see Figure  2.3). The goal configurations consist of the position ( GP ) and 

angle ( P ) of the proximal phalanx and the position of the middle phalanx ( GM ).  The 

mechanism is made up of 10 revolute joints ( G , 1G , W , 1W , 2W , H , 2H , Y, 1Y , and 2Y )  

and 7 links defined by the kinematic chains GW , 1WHW , 1 1 2G W W , 2HPYH , 2 2 2W H Y , 

1 2Y Y , and 1YMY . These links are defined by seven structural angles ( , 2 ,  , 2 ,  , 2 , 

and  ) and 13 structural lengths ( 1 11d  , m , and 2m ).  Figure  2.3 also shows the seven 

configuration angles ( , 1 ,  , 1 , 2 ,  , and 1 ) that changes as the mechanism moves.  
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The mechanism has 1 DOF so that specifying one of these configuration angles specifies the 

complete configuration of the mechanism. 

 

Figure ‎2.3. Structural dimensions and configuration angles of the 8-bar mechanism. Goal positions for 

the proximal and middle phalanges are shown as GP  and GM , respectively.  The goal angle of the 

proximal phalanx is 
p . 

The preliminary optimization of this mechanism was presented in [90].  The approach here 

is similar, but here the mechanism configuration has changed so that the middle phalanx 

end-effector is connected to link 1 2Y Y  rather than 1YY .  This change improved the ability of 

the optimization process to reach desired middle phalanx target points, and also made the 

resulting mechanism easier to manufacture. 
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2.3.1.3. Mechanism design equations 

The design equations that define the 8-bar mechanism consist of both path and loop 

equations. The path equations consist of three separate kinematic paths through the 

mechanism from one of the fixed pivots to the each of the end effectors ( P  and M ).  The 

path equations are similar to those presented in [90] but have changed to improve 

optimization and manufacturability, based on a trial and error design process. For the 

proximal phalanx, the shortest path equation is: 
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where c  and s  stand for cosine and sine, respectively, and the other parameters are 

previously defined and shown in Figure  2.3. The other two path equations for the proximal 

phalanx are defined by the kinematic chains 1 2 2G W H HP  and 1 2 2 1G W Y YYHP . As 

previously mentioned, the middle phalanx path equations have changed more significantly. 

Using the same notation, the shortest path to the middle phalanx is 
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The other two kinematic paths to the middle phalanx are defined by the kinematic chains 

1 2 2G W Y M  and 1 2GWHYYY M . The design equations also include 3 internal loop 

constraint equations which must be satisfied to keep the design viable. The inner loop 

equation is 
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The other two equations, for the middle and outer loops are defined by the kinematic chains 

2 2 1GWHH W G  and 1 2 2 1GWHYYY W G . 

As mentioned before, the design specifies a goal angle of the proximal phalanx, 
P , in 

addition for each goal position of the proximal phalanx, 
gP . Using the relationship 

 2 ,P          (2.6) 

the goal angle for the proximal phalanx is substituted into the previously presented path and 

loop equations to constrain the configuration angle   to the goal angle of the proximal 

phalanx, P , and the structural angles 2 ,  , and  . 

With the path and loop equations defined, the design problem becomes a function 

minimization problem. The objective is to find the structural variables and the set of 15n   

configuration angles that best reach the 15 desired configurations.  To achieve this, a cost 

function is created consisting of the sum of the squares of the distance between the desired 

end-effector points P  and M  and the goal positions GP  and GM  for each of the 15  desired 

configurations.  The cost function is defined 

         
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, , , ,
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T T

n n n n n n n n
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where nP  is the position of point P  at angle n  and 
,nG

P  is the thn  desired configuration 

(with similar definitions for  M  and GM ).  Only one configuration angle is necessary as the 

mechanism has only 1 DOF, and   was arbitrarily chosen (the other possibility was 1 ), 

even though in the final design we selected 1  as the input angle for connecting the actuator 

(based on the locations of G  and 1G ). 
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2.3.1.4. Mechanism design equation constraints 

In addition to the cost function, a large set of constraints are required based on the overall 

design goals and manufacturing considerations. Our preliminary approach to constraints was 

presented in [90].  Some constraints require only upper and lower bounds, such as the 

location of the base points, G  and 1G , and structure variables 1 11d  , m , and 2m .  Others 

constraints require additional calculations, such as the link dimensions not specifically 

specified by the structural dimensions (the distance 1HW , for example). These constraints 

are summarized, with brief explanations, in Table  2.2. 

Table ‎2.2. Mechanism Structural Design Constraints 

Dimension(s) 
Bounds 

(mm) 
Purpose 

1,,  x xG G   76.2,  25.4

 
Keep fixed pivots located behind wrist/hand. 

1,,  y yG G   10.2,  2.54

 
Keep fixed pivots located behind wrist/hand. 

1 7d    1.91,  12.7  Min. distance to manufacture joints, keep mechanism compact. 

8 11d    1.91,  7.62  Min. distance to manufacture joints, keep mechanism compact. 

m   1.27,  12.7  
Min. distance to manufacture proximal phalanx end-effector, keep 

mechanism compact. 

2m   1.91,  12.7  
Min. distance to manufacture middle phalanx end-effector 

(including room for rotating joint), keep mechanism compact. 

1GG , PY , 

1HW , 

1 2W W , 

2H Y , 2 2H Y , 

and 1MY  

 1.91,  7.62  Min. distance to manufacture joints, keep mechanism compact. 

 

These constraints govern the structural dimensions of the 8-bar mechanism, but do not limit 

the location of the free joints ( W , 1W , 2W , H , 2H , Y , 1Y , and 2Y ) as the mechanism 

moves through the desired configurations. For example, any two joints should not overlap 
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during the motion of the mechanism. This requires that the location of each joint be 

calculated at each of the 15 goal configurations. In total there are 29 joint pairs with the 

potential to overlap which are constrained to keep the distance between joints from going 

below a manufacturable distance.  The complete list of joint-to-joint distances to calculate at 

each of the 15 goal configurations is given in Table  2.3. 

Table ‎2.3. 8-bar Mechanism Joint Distance Constraints 

Joint-to-joint distance(s), calculated at each of 

the 15 goal configurations 

Bounds 

(mm) 
Purpose 

1WG , 1WG , 2W G , 2W W , 2W H , HG , 1HG , 

2H G , 2 1H G , 2H W , 2 1H W , YG , 1YG , YW

, 1YW , 2YW , 1YG , 1 1YG , 1Y W , 1 1Y W , 

1 2Y W , 1Y H , 1 2Y H , 2Y G , 2 1Y G , 2Y W , 2 1Y W , 

2Y H , 2Y Y  

 19.1,  254  

Keep joints from 

colliding during 

motion, and make 

joints 

manufacturable. 

 

One of the most important set constraints concerns the location of the joints with respect to 

the hand and fingers throughout the motion. One of the main goals for the mechanism was 

that it be entirely located behind the hand during operation. This goal was chosen to allow 

the hand to be easily attached to the robot, to allow stacking of mechanisms for individual 

fingers, and to facilitate providing sensory stimulation to the volar surface of the hand. For 

instance, a soft object can be mounted towards the palm of users’ hands to be touched while 

practicing grasp motions. In the presented experiment, however, this feature is not utilized. 

This requires all of the joints to be behind the hand and fingers at each of the 15 goal 

configurations. Thus the constraint area is constantly changing. We implemented this 

constraint area by creating three separate unit vectors, one at the back of the middle phalanx, 

mu , one at the back of the proximal phalanx, pu , and one at the back of the wrist, wu . These 
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vectors are illustrated in Figure  2.4. These unit vectors at the phalanges point away from the 

hand at an angle perpendicular to the phalanx and are different for each of the 15 goal 

configurations. The unit vector at the back of the wrist also points away from the hand, but 

does not move for different goal configurations. Furthermore, three vectors are created for 

each of the free joints at each of the 15 goal configurations. These three vectors, mv , pv , and 

wv ,  all point to the aforementioned joint and originate from the base of the unit vectors mu , 

pu , wu  (see Figure  2.4). The maximum of the dot products between the corresponding u  and 

v  vectors gives the distance, as a positive value, that the joint is from the back of the 

hand/finger.  This value is constrained to between 12.7 and 76.2 mm, so that the joints clear 

the back of the hand during motion but are also kept from begin excessively away from the 

hand. 

 

Figure ‎2.4. Vectors for constraining the location of the free joints to the back of the hand and finger 
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2.3.1.5. Mechanism cost function minimization 

The cost function (2.7) was minimized within the bounds of the constraints detailed in the 

previous section using a constrained multivariable minimization optimizer (Matlab function 

“fmincon”). The minimization process was repeated numerous times with randomized initial 

conditions until viable solutions were found. The minimization was first performed on the 

goal configurations generated from the dimensions of the medium size given in Table  2.1. 

The resulting structural parameters of the medium mechanism are given in Table  2.4.  

Table ‎2.4. Structural parameters for the medium finger curling mechanism 

Length (mm) 

 

Angle (°) 

xG  -40.93 6d  +70.30   = -135.2 

yG  -28.68 7d  +92.68 2  = +59.18 

1xG  -59.64 8d  +76.20   = +9.520 

1yG  -25.40 9d  +69.80 2  = -24.25 

1d  +36.28 10d  +76.20   = -39.29 

2d  +49.12 11d  +55.30 2  = 2.057 

3d  +19.05 m  +47.24   = -19.67 

4d  +34.43 2m  +101.20     

5d  +20.18    

 

The total error after cost function minimization was 2.14 mm for all 30 of the target points 

for the 15 medium finger size goal configurations. This is an average error of 0.071 mm per 

target point. 

After the structural parameters for the medium finger size were determined, the cost 

function was re-minimized for the large, small, and extra small finger sizes using the 

medium structural parameters as the initial conditions. During re-minimization, all of the 

structural parameters were fixed except for five ( m , 2m ,  , 2 , &  ) which allow the 
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new mechanism it to reach the goal configurations of the other finger sizes. Although other 

choices of parameters also allow the minimization to reach the trajectories for the other 

finger sizes, changing these five parameters can be accomplished by only modifying the 

shape the two end-effector links. This allows the re-sizing to be accomplished without the 

need to disassemble the mechanism when changing between sizes. The resulting values of 

these structural parameters and the minimized cost function for the other mechanism sizes 

are given in Table  2.5.  A visual depiction of the ability of the four different mechanism 

sizes to reach the four sets of 15 desired configurations is shown in Figure  2.5. 

Table ‎2.5. Values of the changing structural parameters for different mechanism sizes and the resulting 

cost function 

Parameter 
Extra-

Small 
Small Medium Large 

 (mm)m  +41.5 +44.2 +47.2 +50.1 

2  (mm)m  +94.5 +67.6 +101.2 +105.7 

 ( )   +145.7 +120.6 +95.2 +74.2 

2  ( )   -32.79 -28.46 -24.25 -20.45 

 ( )   -19.93 -19.99 -19.67 -19.13 

Cost 

Function,

 (mm)J  

7.58 3.42 2.14 5.01 

Per 30 

Points, 

/ 30 (mm)J  

0.25 0.11 0.07 0.17 

2.3.1.6. Mechanical design 

The current version of FINGER has two identical planar 8-bar mechanisms to individually 

curl the index and middle fingers through a naturalistic motion. The mechanism, actuators, 

and adjustment assemblies are located behind the hand. As mentioned above, this allows 

contact of the volar surface of the hand with objects during therapy, and makes it easier to 

attach the hand of a subject to the robot.   
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Figure ‎2.5. Optimized mechanism paths four different finger sizes. There are 15 goal configurations for 

each size, including target points (red exes) for the middle phalanx (for controlling position) and target 

lines (read lines) for the proximal phalanx (for controlling position and angle).  The ability of the 

mechanism to reach these 15 configurations is demonstrated with black crosses and black lines. 

Each 8-bar mechanism was designed with alternating inner links and outer link pairs, 

overlapping at joints to balance bearing forces and keep friction low. Two ABEC 5 bearings 

and one precision shoulder bolt were used for each joint. The links were designed in 

Solidworks to the dimensions determined from the mechanism synthesis and machined from 

aluminum using a three-axis, computer numerical control (CNC) milling machine. The 

linkage design includes mechanical hard stops to limit the range of motion to the desired 

range. 

Finger cups with custom ratcheting straps (see Figure  2.6) are located at the two end 

effectors of each mechanism to attach the robot to the subjects’ proximal and middle 

phalanges. The middle phalanx finger-cup allows for rotation while the proximal finger cup 
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is fixed, as per desired kinematic design. Each of the 8-bar mechanisms includes 

adjustability for different finger lengths. After inspecting the results of the mechanism 

synthesis, it was apparent that the locations of the end effector M as defined for the four 

hand sizes (Table  2.5) are very nearly located on a line with respect to link MY1Y2. The 

same is true for the proximal phalange end effector on PHY. This fact simplified the 

mechanical design, allowing for infinite positioning of the finger cups over the full 

adjustment range. The middle phalanx length adjustment is shown in Figure  2.6. 

 

Figure ‎2.6. Finger cups with ratcheting straps for the middle phalanx (top left) and the proximal 

phalanx (top right) and finger length adjustment (bottom) 

 

The location of each of the 8-bar mechanisms may be adjusted vertically to align them with 

the plane of the subjects’ index and middle fingers (see Figure  2.7).  Furthermore, the wrist 

of the subjects is secured in a wrist cuff, of which the height and angle may be adjusted as 

necessary for alignment and comfort during gameplay (see Figure  2.7). 
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Figure ‎2.7. Wrist cuff with height adjustment assembly (left) and mechanism height adjustment (right) 

Each 8-bar mechanism is independently actuated. The two linear actuators are mounted on 

top of each other with a fixed vertical distance from the base plate while they can freely 

rotate about an axis normal to it. The detailed specifications of the actuators are explained in 

the sections that follow. The entire assembly is shown in Figure  2.8. 

2.3.2. Robotic actuation and performance 

2.3.2.1. Actuation Hardware 

FINGER uses two brushless linear motors (“Servo Tube” actuators, Dunkermotoren 

STA116-168-S-S03C) to independently actuate the 8-bar finger curling mechanisms. These 

actuators were chosen for their unique combination of high speed, low friction, and large 

stroke length. Because they lack any gearing or cables, they exhibit good backdrivability.  

This is an important feature for robot assisted therapy; the ideal rehabilitation actuator would 

be able to apply any force at any point during the desired motion, including zero-force, 

allowing the subject to see the results of their efforts.   
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Figure ‎2.8. FINGER assembly. FINGER robot with two 8-bar finger curling mechanisms and two 

actuators (top), and close-up of index and middle fingers attached to the robot (bottom). The proximal 

phalanx finger-cup is fixed at an angle but the middle phalanx is free to rotate. 

This particular model of Servo Tube actuator can produce a continuous force of 26.75N with 

a peak of 91.9N. Current to the actuator is controlled by an amplifier (Copely Controls ACJ-

055-09-S), which allows a voltage or PWM setpoint signal. The Servo Tube actuator has 

built-in Hall Effect sensors and outputs an emulated quadrature encoder position signal of up 
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to 8 microns of resolution. Accelerometers (Analog Devices ADXL325EB) mounted to the 

end of the actuator rod measures actuator accelerations with a range of  ±6 g. 

The controller is implemented on a PC using Matlab® xPC Target, with a sampling 

frequency of 1000 Hz. A National Instruments 6221 DAQ card (16-Bits, 250kS/s) is used to 

acquire voltage signals from the accelerometers, read the quadrature outputs from the Servo 

Tube actuators, and send the forces commands to the actuators. 

2.3.2.2. Control fidelity 

To evaluate the control fidelity of FINGER, we conducted a closed loop frequency response 

test.  A Proportional-Integral-Derivative (PID) controller was used to follow desired 

sinusoidal trajectories with a magnitude of 75% of the range of motion and frequencies from 

0.15 to 100 Hz.  The PID controller gains, chosen by trial and error, for this test were KP= 8 

N/m, KI = 8 N/m∙s and KD = 2 N∙s/m, respectively. The results, shown in Figure  2.9, show 

a -3 db magnitude reduction at approximately 8 Hz.  The corresponding jump in phase lag 

indicates the nonlinearity in the system at high speeds. 

2.3.2.3. Velocity estimation 

Although the built-in position sensor of the Servo Tube actuator has a very high resolution, 

using a discreet derivative of the position signal can be very noisy, especially at low 

velocities. In order to obtain a smooth velocity estimate, a Kalman-Filter was designed that 

uses the actuator’s position signal and an acceleration signal from an accelerometer mounted 

at the end of the actuator rod. The Kalman-Filter gains were calculated using the Matlab 

LQR function (Linear Quadratic Regulator). The Kalman-Filter design is similar to the one 

used in [97]. 
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Figure ‎2.9. Bode plots of the robot under PID control. 

2.3.2.4. Friction compensation 

Minimizing friction was a top priority during the design and manufacturing of FINGER. 

This goal guided the mechanism design, manufacturing process, and the selection of 

bearings and actuators. Figure  2.10 shows the static friction force for one of the 8-bar 

mechanisms as a function of actuator stroke. These static friction forces were determined 

experimentally as the force required by the actuator to move the mechanism from a rest 

position. Because the position dependency in the static friction is minimal, the average static 

friction force (0.0137±0.0015N SD) was used to construct a feedforward friction 

compensator. Assuming a simple Coulomb friction model, the compensator adds this 

average friction force along the direction of the estimated velocity. To prevent chattering, 

the compensator only applied the static force after a minimum velocity magnitude is 

achieved (see the dotted box in Figure  2.11). 
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Figure ‎2.10. Static friction of the 8-bar finger curling mechanism 

 

 

Figure ‎2.11. Block diagram of the control system 

2.3.2.5. Control architecture 

Figure  2.11 shows the block diagram of the robot control system. The trajectory planning 

block includes the computer game with predefined desired trajectories, sent to the robot 
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controller. Based on therapeutic preferences, different games can be used or designed as an 

interface between the subjects and the robot. For each game, the subjects are instructed to 

move the robot that is attached to their fingers according to the tasks dictated by the game. 

The robot moves by the combination of subject and actuator forces (Figure  2.11). The 

actuator force is a function of the controller type; hence, the controller structure determines 

how the subject will be assisted by the robot. Various controller types with different 

characteristics have been used in assistive devices to fulfil different therapeutic hypotheses 

[15]. The controller used for the testing described herein is a linear Proportional-Derivative 

(PD) controller, whose gains vary during the gameplay according to an algorithm that will 

be described in the following sections. 

2.3.3. Pilot testing with individuals with stroke 

2.3.3.1. Human subjects 

Eleven male and five female volunteers with stroke related motor impairment on the right 

side participated in the study. The average age of the subjects was 57.8 +/- 12.5 SD and they 

were 3.3+/-1.8 SD years post stroke. Eight subjects reported that their stroke was ischemic; 

three reported that their stroke was haemorrhagic; and five did not know. Level of 

impairment was assessed using both the upper extremity Fugl-Meyer (FM) test and the box 

and blocks (BB) test [98, 99].  For the FM test, a trained therapist asked subjects to perform 

33 test movements and scored them 0 (can’t do), 1 (can do partially), or 2 (can do), then 

summed the scores. For the BB test, subjects moved as many blocks as possible over a 

divider in a one minute period.   The average FM scores for the group were found to be 

41.6±15.8 SD out of 66, and average BB scores were found to be  25.1±21.9 (compared to a 

score of 75.2±11.9  reported in literature for healthy subjects) [98]. Based on these scores, 
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nine of the subjects were classified as highly impaired (FM < 40 & BB< 20), and the 

remaining seven subjects were classified as moderately impaired. For comparison, four 

healthy subjects (3 male/1 female, average age 33.5 ± 9.4 SD) were also included in the 

study. All subjects provided informed consent, and all procedures were approved by the 

institutional review board at U.C. Irvine. 

2.3.4. Therapeutic game play 

To demonstrate its potential as both a rehabilitative tool and a platform for exploring the 

factors that promote functional recovery, FINGER was used to test the hypothesis that 

subjects will be most engaged in the rehabilitation therapy presented to them when they are 

at their optimal challenge level. To test this hypothesis, FINGER was used to assist subjects 

in playing a custom-designed game similar to Guitar Hero ®, which is the third largest video 

game franchise in history. Prior to gameplay, the subjects were asked to put their hand in 

FINGER, and the proximal and middle phalange attachment points were adjusted to finger 

size until the subjects were able to comfortably curl their fingers through the full range of 

motion. Additional support under elbow was provided as needed to put the subject’s arm and 

wrist in a comfortable orientation.  This game requires subjects to play along with a song by 

attempting to hit notes streaming down a visual display as shown in Figure  2.12. In order to 

hit these notes, the subjects were required to flex their fingers to a desired angle and stop at 

the correct time while receiving performance-based assistance from the robot. During the 

game, subjects were presented with three types of notes corresponding to flexion of the 

index finger, the middle finger and both fingers together. After successfully hitting a note, 

the subjects were required to extend their fingers back to a neutral position before the game 

would credit them with hitting future notes. During extension to the neutral position, 
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subjects received the same amount of assistance as they received during flexion. While 

subjects attempted to flex their fingers to the correct positions, small dark balls hovering 

above the fretboard were displayed to provide the subjects with visual feedback of their 

finger position (see Figure  2.12). The song used in this experiment was “Happy Together” 

by the Turtles, and it required 104 notes to be hit over the course of a 160 second game. 

Timing of the notes was the same during all the experiments and only the level of assistance 

changed to modulate subjects’ success rates as will be discussed later. Portions of this 

experiment have been published in conference paper format [17]. 

 

Figure ‎2.12. Screen-shot of the game, which is similar to Guitar Hero®. The green target was controlled 

by the index finger, the yellow target by the middle finger, and the blue target by both fingers together. 

The other two targets were not used. As subjects move a finger, a corresponding dark ball moves along 

the fret board. The desired locations of the fingers are displayed by fixed circles on the fret board that 

stream towards the bottom of the screen. To hit a note, the subjects were required to move the ball to the 

fixed desired position at the time the streaming note passes through it. After hitting a note, the subjects 

must return the finger(s) to neutral position in order to hit the upcoming notes. 

2.3.4.1. Success rate algorithm 

During the game, FINGER was used to both assist the subjects in completing the desired 

task and to monitor their performance. Although FINGER can be operated under a variety of 
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control paradigms, this experiment used a PD controller whose gains were intermittently 

updated by an algorithm which attempts to control the subjects' probability of hitting notes 

successfully [100]. Our contention is that by controlling subjects’ success rate, we will be 

able to control their challenge level. According to the challenge point framework (CPF), 

determining the optimal challenge level is crucial to optimality of motor learning, 

particularly in rehabilitation [101]. CPF states there is an ideal amount of information which 

when presented to the learner will optimize the learning process. In other words, to achieve 

the best learning rate, the task shouldn’t be too easy or too difficult. This ideal amount of 

information varies with the skill level of the learner. By controlling the controller gains, we 

can control the game difficulty and hence the level of challenge the subjects experience, 

regardless of their impairment level.  

Determining the optimal challenge point for a particular task is difficult because it requires 

measuring long-term learning at a variety of challenge levels in a large number of subjects.  

However, one determinant of the optimal challenge point is likely effort – i.e. the more 

engaged a subject is, the more learning will likely occur. Effort can be measured in real-time 

and thus has the potential to serve as a means to identify when conditions are at least 

partially conducive for learning.  Thus, we studied how effort, quantified by how much force 

the subjects exerted during the game (see below), varied with success rate.   

The success rate algorithm mentioned above works as follows: For each successful note, the 

algorithm reduced the gains on the corresponding finger by an amount ρ, and for every 

missed note the gains on the corresponding finger were increased by an amount α∙ρ. As 

shown in [100], this simple algorithm eventually forces the subjects' probability of success 

to converge on a value dependent only on α as shown in Equation (2.8) below. 
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2.3.4.2. Experimental protocol 

Subjects were seated in front of a visual display, and the proximal and middle phalanges of 

their index and middles fingers were securely attached to the end effectors of the FINGER 

robot. Subjects were then instructed how to play the game and were asked to familiarize 

themselves with the task by playing through a song at a success rate of 75%. Data from this 

initial trial were excluded from the final analysis. 

After the familiarization task, the robot was used to measure the subjects’ range of motion 

and maximum isometric force in both flexion and extension. Measurements were taken from 

the index and middle fingers both individually and together. These measurements were 

repeated at the end of the experiment.  Then subjects were asked to play through the same 

song twice at each of the three randomly presented success rates (50%, 75%, and 99%).  

On a randomly selected subset consisting of roughly 15% of the notes in every song, the 

robot's gains were set to a fixed value and the robot was used to block the subject’s 

movements instead of assisting them. During these blocked trials, the amount of force 

exerted against the robot was taken as a measure of the subject’s effort in the task. Subject 

performance during these trials was not used to adapt the robot's gains, and once the blocked 

notes passed the control gains were returned to their previous values. 

2.3.4.3. Data analysis 

The instantaneous success rate at each note was calculated by dividing the number of 

successful trials within a moving window containing the 25 preceding notes by the size of 

the window. The peak force applied against the robot during blocked trials was used to 

quantify subject effort by normalizing it to the subject's maximum force for the 
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corresponding finger as measured during isometric trials. An unbalanced 2 factor mixed 

measures ANOVA with repeated measures applied to the success rate variable was used to 

test the effects of success rate and impairment level on subjects’ effort. 

During blocked notes for the index and middle fingers, the robot restricted the motion of 

both the correct and the incorrect fingers. An estimate of finger individuation was thus 

obtained by comparing the force generated by the finger that was supposed to move to the 

force generated by the finger that was not. Forces measured from both fingers were first 

normalized by their corresponding maximum force values from isometric trials. A measure 

of individuation was then calculated by dividing the average maximum normalized force 

applied by the incorrect finger by that of the correct finger. For blocked notes in which the 

force applied by the incorrect finger was greater than 1.25 times the force applied by the 

correct finger, it was assumed that the subject accidentally tried to hit the wrong note.  

Similarly, for trials in which the subjects did not apply any measurable force with either 

finger, it was assumed the notes were completely missed.  These blocked notes were not 

included in the individuation analysis. An unbalanced three factor mixed measures ANOVA 

with repeated measures on the finger variable and the success rate variable was used to 

determine whether finger, success rate, or impairment level had any significant effect on the 

subject's individuation value. 

2.4. Results 

Average probability of success in hitting correct notes during gameplay versus time for the 

sixteen impaired and the four healthy subjects is shown in Figure  2.13. At the desired 

success rates of 50%, 75% and 99% the impaired subjects converged to the average actual 

success rates of 47.7+/-9.6%, 73.8+/-7.1%, and 97.6+/-1.9%. However, the unimpaired 
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subjects converged to the average actual success rates of 72.2+/-19.5%, 79.3+/-4%, and 

99+/-1.1%. This result shows that the algorithm explained in  2.3.4.1 is successful in 

assisting subjects to achieve a desired success rate. It is not surprising that the healthy 

subjects could achieve success rates higher than algorithm’s desired success rate, because 

the algorithm doesn’t prevent subjects from hitting more correct notes than desired. In order 

to effectively challenge the unimpaired subject, the algorithm would need to have been able 

to make the game more difficult than it would naturally be with the assistance turned 

completely off.  This is not necessary for the impaired subjects, whose reduced 

neuromuscular ability provided the increased difficulty. 

We also measured how success rate and impairment level affected the subjects’ effort while 

playing the game. Success rate was found to have a significant effect on subjects’ effort (p = 

0.0024, degrees of freedom=2). The effects of impairment level on effort, approached but 

did not achieve significance (p =0.0785, degrees of freedom=2). As shown in Figure  2.14, 

effort decreased when subjects’ success rate increased. 

Figure  2.15 shows the effects of impairment level and the finger being used on finger 

individuation. Both the finger being used and impairment level were found to have a 

significant effect on finger individuation (p = .0001, degrees of freedom=1 and p = .0062, 

degrees of freedom=2, respectively). As can be seen in Figure  2.15, individuation scores of 

the index finger were consistently better than those of the middle finger. This means that 

when the subject tried to move the index finger, he was more successful at moving the index 

finger only, as compared to when he tried to move the middle finger.  Success rate was not 

found to have a significant effect on finger individuation, and so we combined data across 

success levels, resulting in Figure  2.16, which shows the effect of subjects’ impairment level 
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on finger individuation. Subjects’ with higher impairment had lower individuation ability.  

The ability to individuate the index finger was higher than the ability to individuate the 

middle finger. 

 

Figure ‎2.13. Actual success rates of stroke and unimpaired subjects. Actual success rates of stroke (top) 

and unimpaired (bottom) subjects for songs with desired success rates of 50% (red), 75% (green), and 

99% (blue). Plots to the left show time progression of success rates. Lines are the moving window 

average over subjects and the shaded area is the standard deviation. Plots to the right show mean and 

standard deviation of desired vs. actual success rates at convergence. 
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Figure ‎2.14. Average and standard deviation of effort versus average actual success rates for three 

groups of highly impaired, moderately impaired and unimpaired subjects. Effort was quantified as the 

peak force subjects generated during blocked notes. This peak force was then normalized to each 

patient’s maximum force generated during isometric test. 

 

Figure ‎2.15. Average and standard deviation of the index and middle finger individuations versus 

average actual success rates of three groups of highly impaired, moderately impaired and unimpaired 

subjects. Finger individuation was quantified as the ratio of the normalized force generated by the finger 

that was not supposed to move to that of the finger that was during blocked notes. 
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Figure ‎2.16. Average and standard deviation of finger individuation versus impairment level of three 

groups of highly impaired, moderately impaired and unimpaired subjects. Average finger individuation 

across success levels of both middle and index fingers. 

2.5. Conclusions  

This paper described the design and preliminary evaluation of FINGER (Finger 

Individuating Grasp Exercise Robot). FINGER makes use of individual single degree-of-

freedom 8-bar mechanisms to assist patients in making a naturalistic grasping motion with 

different fingers, together or separately. The kinematic and mechanical design work was 

guided by the overall goal of creating a robot with high-control fidelity as an instrument for 

testing and implementing the widest possible range of control strategies. Thus, we paired the 

lightweight, low-friction mechanism with high-speed and un-geared linear actuators. The 

resulting robotic mechanism has a closed loop frequency response of approximately of -3 dB 

at approximately 8 Hz.  The fast speed and frequency response of FINGER make it a good 
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candidate for evaluating control algorithms and therapy tasks that require fast movements 

and/or precise timing. 

Another unique feature of FINGER is that, in contrast to most exoskeleton designs that 

attempt to align the joints of the robot with the joints of the body, the joints of the 8-bar 

mechanisms of FINGER are kept to the back of the hand and wrist throughout the curling 

motion.  This facilitates easy attachment to the user and stacking of the mechanisms for 

multiple fingers, and allows for the possibility of applying sensory stimuli to the volar 

surface of the palm, for example by having individuals grasp real objects with assistance 

from FINGER.   

The physical parameters of the 8-bar mechanism were determined through a mechanism 

synthesis process that achieved desired end-effector locations using cost function 

minimization. Four different sets of desired end-effector locations were created to generate a 

mechanism that could be easily adjusted to accommodate four different hand sizes. Using 

low-friction bearings and a balanced joint design, we were able to achieve smooth, low-

friction 8-bar mechanisms that are easily backdriven. Further design features include finger-

to-finder width adjustment, finger length adjustment, and wrist alignment.   

Future upgrades to FINGER are currently under development.  Possible upgrades and 

improvements include adding direct force sensing and impedance control, implementing 

unstructured “assist-as-needed” adaptive control, and adding a thumb exoskeleton 

mechanism. 

The preliminary tests of FINGER showed that it can allow individuals with a range of 

impairment levels to play an engaging video game similar to Guitar Hero®.  We used 

FINGER with a simple gain-adaptation algorithm to test the hypothesis that we can assist 
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subjects as needed in achieving predefined success levels at the game, which we confirmed. 

We also found that the effort of both high level and low level subjects decreased when their 

success rate increased; this is consistent with previous observations of slacking when a 

robotic device over-assists its user [62, 82].  

According to CPF, there is an intermediate success rate in which learning is maximal. We do 

not find a success level at which effort was optimal.  One possibility is that effort may not 

decrease unless success is below 50%, the lowest level we tested.  Determining the 

relationship between measures of effort and the optimal challenge point is an important 

direction for future research. 

These tests also demonstrated the ability of FINGER to quantify finger individuation.  Using 

measurements during blocked trials based on patients’ force applied by the wrong finger, we 

found that patients with higher impairment levels individuated less than those with lower 

levels of impairment. This result supports the findings in the previous literature on 

individuation that found that stroke  reduced the ability to perform selective individuated 

finger motions, and specifically that the independence of the middle finger is more impaired 

than that of the index finger [102, 103].  A significant result is that we were able to quantify 

individuation during the normal course of game play of the game similar to Guitar Hero®. 

The possibility of generating quantitative measures of movement ability while therapy is 

delivered may increase the frequency at which these measures can be obtained [19]. 

The results of the preliminary tests with FINGER demonstrate its unique capabilities to 

study and implement finger therapy after stroke.  Additional testing with FINGER may add 

insight to the effects of success rate on motor learning and finger movement recovery.  We 

also plan to further explore the mechanisms of finger individuation in subjects with 
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impairment due to stroke. Such knowledge will guide the use of FINGER for post-stroke 

movement therapy. 
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3.1. Abstract 

This paper presents an adaptive control approach for robotic movement therapy that learns a 

state-dependent model of patient impairment. Unlike previous work, this approach uses an 

unstructured inertial model that depends on both the position and direction of the desired 

motion in the robot’s workspace. This method learns a patient impairment model that 

accounts for movement specific disability in neuro-muscular output (such as flexion vs. 

extension and slow vs. dynamic tasks). Combined with assist-as-needed force decay, this 

approach may promote further patient engagement and participation. Using the robotic 

therapy device, FINGER (Finger Individuating Grasp Exercise Robot), several experiments 

are presented to demonstrate the ability of the adaptive control to learn state-dependent 

abilities. 

Keywords—adaptive control, assist-as-needed, rehabilitation robotics, movement therapy 

3.2. Introduction 

The use of robotic devices for post-stroke movement therapy continues to be an important 

and growing research area. Rehabilitation robots have previously demonstrated the ability to 

administer therapy in a consistent and prescribed manner, with therapeutic efficacy equal to 

or marginally exceeding conventional therapy (for reviews see [78, 79]). However, exactly 

how these devices should interact with patients during movement therapy remains an open 
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and active research area. The goal is to create protocols and algorithms by which robotic 

therapy may maximize the functional recovery experienced by a patient.  

Previous works suggest that too much assistance may limit or reverse the effects of therapy. 

For example, [62, 82] demonstrated that patients will reduce their effort when given the 

opportunity to do so without drastically affecting the desired motion. That is, if the robot is 

able to “take over” the movement, patients are willing to allow it to do so. And because 

patient effort is known to promote motor-plasticity during therapy [83, 84], it is important 

for robotic devices to only assist as much as necessary for a prescribed therapy motion. 

To promote patient effort and engagement, assist-as-needed control strategies aim to restrain 

the power of a rehabilitation robot in a way that maximizes patient effort while 

simultaneously completing therapy movements. As noted in [15], a wide-variety of 

implementation approaches for assist-as-needed control have been investigated, including 

both static (examples include [31, 56, 85, 104]) and adaptive (examples include [16, 62, 

74]). Unlike static approaches, adaptive strategies change control parameters during and/or 

between movement therapies in order to modulate assistance based on the patient’s ability. 

In previous work by the authors [62], the adaptive assist-as-needed approach was 

implemented using passivity-based adaptive control [75]. This implementation included an 

unstructured adaptive model of patient abilities and a force decay term that limited the 

robotic assistance needed to complete the prescribed movements. The resulting controller 

demonstrated the ability to modulate patient effort while keeping tracking errors small. 

The need for an unstructured model stems from the nature of disability after stroke; each 

person who has suffered a stroke has unique neuro-muscular impairment. Because passivity-

based adaptive control assumes that the system parameters are constants and correlated 
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directly to the geometry and kinematics of the robot, [62] implemented an unstructured 

model using radial basis functions to adapt to patient’s neuro-muscular abilities. This use of 

radial basis functions allows the controller to create a model of each individual patient’s 

impairment as a function of position. While other unstructured modeling approaches are 

possible, radial basis functions are linear in term of their magnitudes, and may thus be 

incorporated into the passivity-based adaptive control structure.   

The work presented in [62] included two significant shortcomings. First, the adaptive model 

only represented patient force output and excluded inertial and viscous forces and is thus 

unable to properly assist with dynamic movements requiring higher velocities and specific 

timing. Increasing the rate of adaptation can improve the dynamic response, but at the 

expense of decreasing the compliance of the robot. This problem is noted in [105], which 

also presents a potential solution based on separate models for each target motion. 

The second noted problem with the approach in [62] is that the unstructured model assumed 

patient ability was only a function of position and not a function of velocity or movement 

direction. In fact, the ability to model patient impairment by movement direction may be 

significant for rehabilitation. In the hand, for example, it has been shown that stroke 

survivors with hand impairment often have unequal impairment in metacarpophalangeal 

(MCP) joint movement. Often patients exhibit a deficiency in extension that is significantly 

greater than in flexion [106-109]. This phenomenon appears to be caused by an inherent 

weakness in extension activation signal [107] or inappropriate muscle co-activation [106] 

rather than passive mechanisms such as stiffness and spasticity. Thus, it is important to 

model directional impairment for providing movement assistance to stroke survivors. 
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In this paper we present an unstructured model for adaptively learning patient abilities that 

includes both inertial terms and state dependence (position and direction). By modeling 

patient impairment with better state-dependent resolution, the robot will be able to further 

minimize assistance to the minimal amount needed. In the following section, we describe the 

control algorithm and its implementation on a robotic device developed for finger 

rehabilitation. We then present experimental results that demonstrate the ability of the 

presented approach to learn a direction specific inertial model in order to assist with 

dynamic movements with unbalanced, directionally dependent force disturbances. 

3.3. Methods 

3.3.1. Robotic Therapy Device 

The robotic therapy device, FINGER (Finger Individuating Grasp Exercise Robot) was used 

for experimental validation of the presented adaptive control approach. FINGER consists of 

two stacked, planar 8-bar mechanisms each with a single degree-of-freedom (DOF) [108, 

109]. FINGER is capable of guiding the index and middle fingers individually through a 

naturalistic grasping motion that was based on motion capture of unimpaired subjects. 

Range of motion is limited with hard stops and the grasping mechanisms incorporate several 

easily adjustable components to accommodate physical differences between patients. 

Several characteristics of FINGER make it an excellent test platform for the control 

strategies outlined in this paper. First, the combination of low-friction bearings, precision 

machining, lightweight components, and high speed linear actuators produce a high 

bandwidth (about 8Hz at -3dB) of direct force control. Furthermore, because the linear 

actuators lack any gearing or other high-friction components, FINGER is highly back-

drivable. 
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3.3.2. Passivity Based Adaptive Control 

One successful model-based adaptive controls system was implemented by [62] and 

expanded by [105]. This approach follows [75], which defines the adaptive control as 

 
   

   

ˆ
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r P d D d

P D
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F Ya K x x K x x

Ya K x K x
  (3.1) 

where 
rF  is the assistive force applied by the robot, x  is an 1n  vector of generalized 

coordinates of the robot (subscript d denotes desired), Y  is an n m  matrix of functions of 

known parameters and system dynamics  , , , , ,d d dx x x x x â  is an 1m  estimate of system 

parameters ,a and PK  and DK are symmetric, positive-definite gain matrices. In (3.1), the 

terms PK x and 
DK x  are the proportional and derivative feedback portions of the control 

and ˆYa is a model of system dynamics.  In this application, ˆYa  is used to model state-

dependent neuro-muscular impairment. The regressor matrix, Y is a sparsely populated, 

quasi-diagonal matrix with the form of 
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and g is a 1p  vector ( m np ) of radial basis functions (RBFs) that spans the workspace of 

the robot with elements defined by 

  2 2exp ,ng    nx μ   (3.3) 
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where the center of the thn  radial basis function is .nμ  The standard deviation, ,  specifies 

the width of the RBFs and may be selected to allow proper overlap. Adaptation of the 

amplitudes of the RBFs is achieved by 

    
1

1ˆ ˆ1 ,T T T


  a Y YY Ya Γ Y s   (3.4) 

where   is the decay time constant and Γ is a diagonal, positive-definite gain matrix. The 

first term governs the “assistance-as-needed”; it exponentially decays the weights in order to 

address the tendency of patients to allow a stiff controller to take over [62]. The second term 

in (3.4) updates the parameter estimates according to the error defined by the sliding surface, 

,s which is defined as 

 , s x Λx   (3.5) 

where Λ is a diagonal constant gain matrix that specifies the ratio of position error to 

velocity error. The adaptive controller described above was modified in [105] by splitting up 

the desired trajectory into multiple segments and utilizing a separate â vector for each, thus 

reducing the need for fast adaptation which increases controller stiffness. The adaptive 

control approach presented in this paper also improves controller compliance, but unlike 

[75], it does so with a continuous workspace model of patient impairment, that is state-

dependent. This impairment model represents the inability of a patient to generate forces 

during movement as a function of both movement position and direction. 

3.3.3. Inertial Adaptive Control Model 

In [62] the regressor matrix Y does not include viscous or inertial components. This limits 

complexity, but it also restricts the types of dynamic movements that can be effectively 

assisted. The following describes the implementation of the inertial and viscous components. 
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Since physical validation will be completed on FINGER, the model can be reduced to a 

single DOF. This is for experimental validation and is not a limitation of the approach, 

which can be expanded for multi- DOF robotic devices. For the single DOF robotic device 

FINGER, we define an impairment model according to  

  1 ,ng w g w x xY   (3.6) 

where 1 ng   are n  RBFs distributed from full extension to full flexion of the finger, and 

.dw x x   By using radial basis functions, the system mass is not required to be constant 

across the range of motion, and more closely match the inertial ability (as mass) of the 

patient as a function of position. The corresponding system parameter vector is 

 
1 γ γ

ˆ b k ,
T

n    a   (3.7) 

where 1 n   are the amplitudes of the respective radial basis functions and k  and b are 

adapted stiffness and damping, respectively. 

3.3.4. State-Dependent Adaptive Control 

Many stroke survivors exhibit significant weakness in one direction (typically extension) 

over the other [106-109]. Due to this phenomenon, (3.6) is modified to account for possible 

variation in patient impairment between flexion and extension. To achieve this, a separate 

parameter vector is used for flexion and extension, such that (3.6) becomes 
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where  

  1 .
T
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The system parameter vector was expanded from (3.7) to   

 
1 α α 1 β β

ˆ b k b k
T

n n      a   (3.10) 

where n  represents the amplitude of the thn  radial basis function in flexion and n  

represents the corresponding amplitude in extension. Combining the amplitudes with the 

RBFs creates distribution models of the effective “mass” in flexion and extension that 

describes the inability of the subject to create forces necessary to accelerate their fingers 

according to a desired trajectory. These “mass” distribution models are a function of 

position and defined for a single mass distribution model, m, a flexion specific model, ,Fm

and an extension specific model,  ,Em according to: 
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The hyperbolic tangent functions included in (3.8) activate either the first or second set of 

radial basis functions based on the direction of the desired velocity.  They also remove the 

discontinuity that occurs as the desired velocity crosses zero. Thus, in the small region 

around zero (approximately ±.02 m/s) both the flexion and extension sets of parameters will 

be proportionally updated and will both influence output. This method could be expanded to 

a spatial robot by using two sets of radial basis functions for each Euclidean direction. 

3.3.5. Experimental Protocol  

Four experiments were conducted to validate the presented adaptive controller. For each 

experiment, four unimpaired subjects, securely connected to FINGER (see Figure  3.1), were 

guided by a simple visual interface that displayed two markers on a radial path (see 
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Figure  3.2). One marker corresponded to the position of the user’s finger and the other 

marker represented the desired location. The participants were instructed to follow the 

desired marker which followed a minimum jerk trajectory between two points pseudo-

randomly distributed between the bounds of FINGER’s functional workspace. This point-to-

point trajectory operated at 1.5 Hz, regardless of movement size. Each of the three 

experiments was repeated with adaptation based on a direction specific (using the model 

defined by (3.8), (3.9), and (3.10)) and a single mass distribution (using the model defined 

by (3.6) and (3.7)) model.  

These four experiments were designed to investigate the ability of the proposed approach to 

adapt to directionally dependent patient impairment. In order to simulate impairment, 

directional viscous force fields were superimposed with the robot.  

In the first experiment, only the inertia and friction of the device (both relatively low) 

impeded the performance of the participants. For the second procedure, the desired 

trajectory and visual feedback were unchanged. However, a significant viscous field was 

superimposed in the flexion direction. The experiment was then repeated with the viscous 

field superimposed in the extension direction. This impeded the ability of the subject to 

perform the flexion or extension task. 

The third experiment follows the same procedure as the second with the inclusion of the 

forgetting term with a force decay rate of 1  . The fourth experiment followed the same 

procedure as the second, except that the artificial viscous field was removed suddenly after 

40 seconds. All four experiments are summarized in Table  3.1. 
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Figure ‎3.1. Finger INdividuating Grasp Exercise Robot (FINGER) viewed from the top. FINGER can 

individually guide the index and pointer fingers through a naturalistic grasping motion. 

 

Figure ‎3.2. The visual interface during experiments. The blue marker shows the desired angle/position 

and the yellow marker shows the actual angle/position. 
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Table ‎3.1. Summary of the experiments. 

Test Task Controller   Force Field 

1 

Min. jerk 

tracking at 

1.5 Hz 

Both with and without 

direction specific 

adaptation. 

  None 

2 

Min. jerk 

tracking at 

1.5 Hz 

Both with and without 

direction specific 

adaptation. 

  
Viscous field applied opposing either 

flexion or extension. 

3 

Min. jerk 

tracking at 

1.5 Hz 

Both with and without 

direction specific 

adaptation. 

1 
Viscous field applied opposing either 

flexion or extension. 

4 

Min. jerk 

tracking at 

1.5 Hz 

Both with and without 

direction specific 

adaptation. 

  

Viscous field applied opposing 

flexion or extension for the first 40 

seconds. 

 

During testing the controller gains and adaptation parameters were set to 1.15,PK   

0.575,DK   0.02,  and 0.5.   Furthermore, 15n   RBFs were evenly distributed with 

20.007 m .   The magnitude of the superimposed viscous field was 1 N s
m

C  in all 

pertinent experiments. 

3.4. Results 

The results from the first experiment shown in Figure  3.3 illustrate how RBF coefficients 

adapt with the either the direction specific or a single mass distribution models. The figure 

shows the four subject average of the converged mass models for both flexion, ,Fm  and 

extension, ,Em using the direction specific model for adaptation. It also shows the converged 

mass model, ,m  when adaptation was based on a single mass distribution. In all cases, 

adaptation is limited near both ends of the workspace (full flexion and full extension) 
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because the desired trajectories lack significant velocity and acceleration in those regions 

(and thus mass adaptation is limited). 

 

Figure ‎3.3. Estimated average mass distribution of four subjects from the first experiment. The blue and 

green markers are the mass distribution in the direction specific model and red is the single mass 

distribution. 

With careful inspection of Figure  3.3, it is clear that when direction specific adaptation is 

present, the mass model for flexion has greater amplitude near full extension ( 0x m ). 

Conversely, the mass model for extension has greater amplitude near full flexion (

0.114x m ). A possible explanation for this phenomenon is that larger motions require 

higher accelerations which cause faster adaptation, as evident in (3.6), and larger flexion 

motions must start near full extension. Thus, the largest adaptation for the flexion model 

appears near full extension. The same argument is valid for extension motions and the 
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extension mass model. However, adaptation with a single mass distribution does not take 

advantage of this propensity and all weights increase/decrease regardless of the direction of 

motion.   

 

Figure ‎3.4. Estimated average mass distribution of four subjects with a viscous field applied in flexion 

from the second experiment. The blue and green markers are the mass distribution in the direction 

specific model and red is the single mass distribution. 

In the second experiment, a viscous force field was superimposed on the subjects separately 

during either flexion or extension. Figure  3.4 is analogous to Figure  3.3 and shows the mass 

distribution using the direction specific and single mass distribution models with the viscous 

field applied in flexion. Because the force field was applied in only one direction, the results 

show a clear difference in the direction specific modeling versus the single mass 

distribution. 
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Figure  3.5 shows the position error of a subject under the two adaptive control schemes. 

Position errors are slightly smaller when the direction specific adaptive control is used. 

Since the viscous field was applied in flexion, the position error doesn’t have a zero mean; 

the subjects have to overcome the force field and are behind the desired trajectory. This 

causes the error to be biased toward positive numbers.  The results from extension were 

similar.  

 

Figure ‎3.5. Position error using the two adaptive control schemes from the second experiment for one 

patient. 

Figure  3.6 demonstrates how the adaptation gains evolve throughout a typical trial when the 

viscous field was applied to subject in the flexion direction. The two adaptive controller 

schemes were used to assist the subject to follow the same desired trajectory. Figure  3.6 (a) 

shows the instantaneous mean of the mass parameters, M , M and M , versus time. It is 

observed that, as suggested by Figure  3.4, in the direction specific controller, the average 

mass parameters are smaller than the ones in the controller with single mass distribution. 
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Since there is no apparent stiffness in the system, one could predict a zero estimated 

stiffness. However, this is not the case when the single mass distribution adaptation is used. 

In contrast, the direction specific adaptation settles to the predicted zero stiffness as shown 

in Figure  3.6 (b). 

 

Figure ‎3.6. Parameter adaptation for the second experiment with a viscous field applied in flexion. The 

solid lines are the directional specific adaptation and the dashed lines are the directional independent 

adaptation. 

Figure  3.6 (c) shows how the two damping parameters are independently adapted in the 

direction specific adaptation. The parameter along the direction that the force field was 
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applied (flexion) continues to adapt while the coefficient associated with extension goes to 

zero.  

In the third experiment, the procedure from the second experiment was repeated with the 

forgetting portion of the control included ( 1  ). Figure  3.7 shows the parameter adaptation 

of a trial with a viscous field applied in extension. 

 

Figure ‎3.7. Parameter adaptation for the third experiment with 1   and a viscous field applied in 

extension. The solid lines are the direction specific model and the dashed lines are the single mass 

distribution. 

In the final experiment, the direction specific adaption and a directional force field was 

applied separately in both directions. However, the force field was removed after forty 
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seconds. As a result, the damping coefficient estimate corresponding to the direction that the 

force field was applied increased until forty seconds and then suddenly went to zero as force 

field turned off as predicted by the model. This is shown in Figure  3.8 for a case where the 

viscous field was applied in flexion. 

 

Figure ‎3.8. Direction specific model parameter adaptation for the fourth experiment with a viscous field 

applied in flexion for the first 40 seconds. The solid lines are the damping coefficients and the dashed 

lines are the stiffness coefficients. 

3.5. Discussion and Conclusion 

This paper describes an adaptive control algorithm for robotic assisted movement therapy 

that includes direction specific mass distributions for modeling neuro-muscular impairment. 

Previous work in impairment modeling lacks inertial terms or directional dependence which 

limits its ability to effectively assist with dynamic motions and direction specific 

impairment. By including direction specific mass distributions modeled with RBFs the 

proposed adaptive controller can tailor its assistance to individual patients. Combined with 

the assistance-as-needed force decay, this approach decreases control effort, which is 

important to promote participation and effort from the patient.  



71 
 

 
 

The direction specific model was compared with the single mass distribution, performing 

with less error. Furthermore, in the presence of a superimposed asymmetric force field, the 

single mass distribution increased stiffness due to its inability to learn the direction specific 

behavior. However, with the proposed controller, which includes a direction specific model, 

the adapted stiffness did not exhibit this increase.  

Future efforts will focus on implementing the adaptive control approach on a multiple DOF 

system.  In addition, an expansion of the RBFs to consider the full state space (variable 

velocity rather than movement direction only) will also be implemented. Future experiments 

are also planned with impaired and unimpaired subjects to better understand how to model 

neuro-muscular impairment after stroke. Final validation will include therapeutic evaluation 

of the proposed approach with impaired subjects. 
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Chapter 4. Design and Integration of a 4DOF Parallel Robot for Upper Extremity 

Motion Therapy 

Various robots have been developed by researchers for motion therapy of the arm and hand 

as discussed in Chapter 1. These devices can be categorized into two main groups of end-

effector based and exoskeleton based robots. Although using exoskeleton based robots can 

help with guiding patients in particular joint space trajectories, design of such devices can be 

complex due to joint alignment issues. End-effector based systems, on the other hand, have 

simpler designs and standard robot designs or industrial robot arms can be employed to 

reduce design complexity. In this research, a four-degrees-of-freedom (DOF) parallel robot 

was designed and optimized that can assist with arm motions in a large workspace through 

its end-effector. The parallel topology was chosen because unlike serial robots, the actuators 

don’t move with robot and hence lower impedance robots can be achieved with the same 

output power as serial robots.  

4.1. Mechanical Design 

4.1.1. Robot topology 

The robot design is based on the parallel robot proposed in [110, 111] that has three 

translational degrees of freedom and one rotational degree of freedom about a fixed axis. 

This robot architecture can provide high performance in terms of power transmission with 

no passive links. A 3DOF version of this mechanism, called Delta platform, has been widely 

used in different industrial and research settings. The schematic of the robot is shown in 

Figure  4.1, where R and U represent revolute (single rotating joint) and universal (two 

rotating joints with intersecting axes), respectively. The mechanism is based on four 
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independent kinematic chains between ground and the end effector. Link 1 on each chain is 

actuated independently with an actuator that is directly connected to the base. 

 

Figure ‎4.1. Schematic of the robot. The vertical line on the left is the ground and the vertical line on the 

right is the robot end-effector. 

Figure  4.2 shows a schematic of the robot. The special location of links relative to each 

other is shown in Figure  4.2 (a). The first link is connected to the base through a revolute 

joint. This link is then connected to the second link through a universal joint. The second 

link is connected to the third link through another universal joint and the third link is 

connected to the end-effector through a revolute joint Figure  4.2 (c). Each wing has its own 

first and second link and the third link is shared between two of the chains as can be seen in 

Figure  4.2. A handle, equipped with suitable wrist and arm support will be attached to the 

end-effector to interface with patients. The kinematics of the robot is such that the end-

effector, and hence patient’s hand, can move in three directions and rotate about z axis as 

shown in Figure  4.2 (b) [111]. The two third links move parallel to each other with a fixed 

orientation at all times as can be seen in Figure  4.2 (d). In other words, the rotation axis of 

the revolute joint between Link 3 and the end-effector always remains vertical. It is possible 

to replace link 2 with a parallelogram [111] as shown in Figure  4.2 (bottom-right). Using 
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parallelograms can increase the structural stability and make manufacturing easier as it 

requires revolute joints only.   

 

Figure ‎4.2. Schematics or the robot. a) The four gray links are Link1, the red links are Link 2, blue links 

are Link 3.  b) end-effector motion. c) Structure of one chains of the robot between the base and the end-

effector. d) The equivalent structure with a parallelogram. Black circles are revolute joints. 

The possible degrees of freedom of the patient’s hand when attached to the robot end-

effector with the current configuration are illustrated in Figure  4.3. Although the current 
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downward facing design of the robot only allows for wrist extension-flexion, it is possible to 

rotate the entire robot around x-axis or y-axis to allow for wrist pronation-supination or 

radial deviation-Ulnar deviation instead.    

 

Figure ‎4.3. Possible motions of arm and hand when attached to the robot’s end-effector, i.e. translation 

in x, y and z and wrist flextion-extension. 

4.1.2. Weight Counter-balance 

As can be seen in Figure  4.2 (a), robot’s weight always pushes the end-effector down. It can 

put extra load on the actuators and a portion of their power always goes to cancel robot’s 

own weight. This issue can be partially addressed by using linear actuators instead of 

rotational actuators in a configuration shown in Figure  4.4. In this configuration, Link 1 is 

extended back and forms a slider-crank mechanism with the linear actuator. If the linear 

actuator has a heavy-enough thrust rod and a correct geometry is chosen for the robot, some 

of the robot’s weight can be counter-balanced by the actuators weight. The full cad model of 

the robot is shown in Figure 4.5. 

  



76 
 

 
 

 

Figure ‎4.4. One of the kinematic chains of the robot and the counter-balance mechanism. The counter-

balance torque is provided by the weight of the actuator thrust rod and the extension of Link1. 

 

Figure ‎4.5. The CAD model of the robot. 

 

  

Link 1 

Link 3 

Parallelogram 

Linear Actuator 
Revolute joint 

Revolute joint 
Robot’s weight 

Counter-balance 
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4.1.3. Actuation 

Each chain can be actuated individually by using rotational actuators to turn the revolute 

joint between the base and the first link. To achieve good power output, these actuators 

require high gear ratio that can consequently increase robot impedance. As mentioned in 

Chapter 1, a key characteristic of rehabilitation robots is backdrivability. Using such gearing 

systems can severely decrease the backdrivability of the robot. To address this issue, a linear 

brushless electric actuator (Dunkermotoren STA2504) was used. This actuator doesn’t have 

any gearing and is very backdrivable. It also is directly force controllable and has a very 

accurate built-in position encoder. To drive the actuators, we used the manufacturer’s 

recommended current drive (Copley Controls XSJ-230-10). Table  4.1 lists some mechanical 

and electrical specifications of the actuator. 

Table ‎4.1. Actuator specifications. 

Specification Value Units 

Peak force 156 N 

Continuous stall force  51.2 N 

Peak current 20 Apk 

Continuous current 4.62 Arms 

Force constant 11 N/Arms 

Stroke 309 mm 

Thrust rod density 3.5 Kg/m 

4.2. Kinematics 

4.2.1. Forward and inverse kinematics 

Figure  4.6 shows thi  quarter of the robot. Each quarter has an internal and an external 

kinematic loop. The internal loop, 'i i i iOH Y S RO  is the same as the kinematic chains shown 

in Figure  4.1 and includes the origin, Link 1, Link 2, Link 3 and the end-effector. The 

internal loop equation can be written as 
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 i i i i i    P A L D E X ,  (4.1) 

where 
iP  is the position vector of the Link 1 revolute joint of the thi  chain as shown in 

Figure  4.6 (bottom-right), X  is the end effector position vector, iD  is the vector between 

the thi  chain’s third links universal joint and revolute joint (see bottom-right of Figure  4.6 ), 

and iE  is the vector between the end-effector center and its revolute joint as shown in 

Figure  4.6. 

The external loop i i iO H Q  , i.e. the actuator slider-crank mechanism, includes the base, the 

actuator thrust rod and the first link’s extension (see Figure  4.6). The loop equation can be 

written as  

 i i i B C q ,  (4.2) 

where  iq  is the thrust rod vector, iC  is the vector of the first link’s extension and iB  is the 

vector from the actuator pivot to the first link’s pivot (see Figure  4.6). Equation (4.1)  and 

(4.2) can be simplified to the following algebraic equations 

 
 

 

, , , , 0
1,..., 4

i i

i i

f x y z
i

q g

 







  (4.3) 

where i  is the rotation angle of the thi  the angle of i iH Y  as shown in Figure  4.6, , ,x y z  and 

  are the coordinates of the end-effectors and its angle and i iq  q  . Equation (4.3) can be 

written as 

 

            
2 2 2 2
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i i

a A b A z A L

b
q a b C C a b

a

    

 

      

  
        

  

  (4.4) 
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Figure ‎4.6. Each kinematics chain’s internal and external kinematic loops (top) and the details of vectors 

(bottom). Chain numbers are marked in the bottom-right diagram. 

where iA  A , iL  L , iC  C , i  is the angle of rotation vector of the thi  Link1, 

1, ,4i   and a  and b  are shown in Figure  4.6 (top). Using the chain numbering shown in 

Figure  4.6 (bottom-right), the values of ia  and ib  can be found to be: 
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.  (4.5) 

The forward kinematics can be calculated directly using (4.4). Since there is no coupling 

between 1 4, ,q q  , given , ,x y z  and  , one can solve for the actuator motions 1 4, ,q q

individually using (4.4). However, due to , ,x y z  and   coupling in (4.4), the forward 

kinematics problem is not trivial and numerical methods should be employed to solve for 

, ,x y z  and   when only 1 4, ,q q  are known. The following iterative Newton’s method can 

be used : 

 

1

1

,n

n n





  
      x

F
x x F

x


  (4.6) 

where  
T

x y z x ,  1 4

T
    and  1 4

T
f fF .  

4.2.2. Manipulator Jacobian 

Jacobian is the mapping between the joint-space and work-space velocities. It can also be 

used to find the actuator forces that are equivalent of the external forces exerted to the end-

effector. Since the only rotation of end-effector is about the fixed z-axis, the manipulator 

Jacobian is the same as the analytical Jacobian. It can be derived by taking the derivative of 

(4.3): 
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  (4.7) 

where  1 4g gG  . Using the above equations the Jacobian can be found as: 

 

11

1 1

x q



      
      

     

F F G
J J J J

x  
.  (4.8) 

4.3. Dynamics Model 

Robot dynamics can be determined using Lagrange’s method. In order to use Lagrange’s 

method, one should define the kinetic and potential energy of the robot as a function of some 

generalized coordinates and their time derivatives. Here, the vector of the end-effector 

position coordinates and orientation  
T

x y z x  is used as the vector of generalized 

coordinates. 

4.3.1. Kinetic Energy 

To find the kinetic energy, we must find velocities of the end-effector, Link1, Link2, Link3 

and actuator of each kinematic chain. Velocity of the end effector is X  and velocity of the 

left and right Link3’s are 
i X E , where k   is the angular velocity of the end-

effector. Hence, the combined kinetic energy of the end effector and the two Link3’s is 

 
1

2

T

e eKE  x M x  (4.9) 

where 
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  3 3

2

2

2

e s

e
s

e

m m

m D
I

 
 
 
  

I 0

M
0

, 

em  and sm   are masses of the end-effector and Link3 respectively, 
eI  is the end-effector 

polar moment of inertia and 3 3I  is identity matrix. Taking the time derivative of  (4.1), it is 

possible to show that the velocity of center of Link 2 is  

    
1

2
L i i i ii

    V X E u A .  (4.10) 

Assuming that the center of mass of each parallelogram is at its center, the kinetic energy of 

the four parallelograms can be written as 

    
4

1

1

2

T

L L L Li i
i

KE m


  V V ,  (4.11). 

where Lm  is the mass of the parallelogram assembly. This kinetic energy can be simplified 

to  

  
2

1 11 1 1

2 4 4 4 2

T T T T T T T

L L r x x x L L x L
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KE m    

    
     

 
x M J J J J J J J J J J x x M x   (4.12) 

where 
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and s  and c  represent  sin   and  cos   respectively. The kinetic energy of each  

Link1 and its extension is 

 
2 2

11 1

2 4 2

T T T TA C
A A C x x A

m A m C
KE I I  

  
    

 
x J J J J x x M x ,  (4.15) 

where Am  and Cm  are the masses and AI  and CI  are the moment of inertia of Link1 and its 

extension, respectively. Finally the kinetic energy of the four actuators can be calculated as 

 
1 1

2 2

T T T

a a aKE m x J Jx x M x   (4.16) 

where am  is the mass of each actuator thrust rod. Here, the small rotational velocity of the 

actuators is neglected. The total kinetic energy is now 

  
1

2

T

e L A a e L A aKE KE KE KE KE       x M M M M x   (4.17) 

4.3.2. Potential Energy 

The end-effector and the two Link3’s always have the same elevation of z . So, their 

potential energy can be written as 

  2e e sPE m m gz    (4.18) 

where g  is the acceleration of gravity. The potential energy of the parallelograms can be 

obtained from (4.1) as 

  
4

12

L
L i i i i

i

m
PE



     A X E D g ,  (4.19) 

where  0 0
T

gg . It can be rewritten as 
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The potential energy of the four Link1’s and their extensions is 

    
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2
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The potential energy of the four actuator thrust rods can be obtained using (4.2) as 
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that can be simplified to  
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where La is the length of the actuator thrust rod. The total potential energy is  

 a e L A aPE PE PE PE PE      (4.24) 

4.3.3. Lagrange Equation 

The Lagrangian of a multi-body mechanical system is defined as 

 KE PE L   (4.25) 

For an n-degrees-of-freedom holonomic system with a vector of generalized coordinates 

n nx , the equations of motion are 

 i

i i

d
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dt x x
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L L
,  (4.26) 
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where U  is the vector of generalized forces. Using the above equation, one can show that 

robot’s equations of motion have the following form: 

      , T

x q

   M x x C x x x N x F J F   (4.27) 

where  
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and 

 
PE




N
x

.  (4.30) 

4.4. Optimization 

The structural dimensions of the robot can be determined by finding the solution of a 

constrained optimization problem. The optimization parameters are listed in Table  4.1. 

Throughout this chapter the robot is assumed to be fully symmetrical with 1 4
   , 

2 4
  , 3

3
4

  , 4
5

4
   and 

x yD D  . The cost function is defined considering the 

following four criteria: 

 Force isotropy 

 Mechanical advantage 

 Workspace size 

 Counter-balancing 
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The values of robot parameter that result in a good performance in terms of the above 

criteria, that at the same time satisfy a set of geometric constraints can be used to build the 

robot. Both the cost function and the constraints will be discussed in the following sections.  

Table ‎4.2. Optimization variables. 

Parameter Description 

L  Parallelogram length 

D  End-effector length 

1D  Link3 length 

2D  Link3 width 

xD  Horizontal distance between actuator 

A  Link1 length 

C  Link1 extension length 

a  Actuator horizontal offset from Link1 pivot 

b  Actuator vertical offset from Link1 pivot 

cz  z of the center of the work-space 

xW  Work-space width 

yW  Work-space length 

zW  Work-space height 

4.4.1. Cost Function 

A robot configuration is called isotropic if it can develop the same amount of force or 

velocity in all work-space directions in that configuration. In configurations that are close to 

robot singularities, the robot loses isotropy. At singular configurations, the robot cannot 

develop any force/velocity in certain directions. It means that singular configurations are not 

isotropic. A good measure of workspace isotropy is condition number of the Jacobian. It is 

defined as 

 
 
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max1
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J

J J
J

  (4.31) 
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where .  represents matrix induced 2-norm and 
max and 

min  are the maximum and 

minimum singular values of J . Condition number is always positive and greater than one, 

with one meaning fully isotropic and larger numbers meaning less isotropy. As mentioned 

above, each configuration or robot pose has a condition number. An optimized robot has a 

small condition number almost everywhere in its active workspace. Therefore, one can use 

the average of condition number as a measure of a good robot isotropy. Choosing N  points 

in the active workspace of the robot, we can calculate the average condition number as 

  
1

1 N

i

i

K k
N 

  x .  (4.32) 

Another criterion considered here is the robots mechanical advantage. The actuators have 

limited force/torque capacity and this capacity can be very low in highly backdrivable 

actuators. So, the robot should have a high mechanical advantage. The work-space to join-

space force mapping is described by the robot Jacobian as 

 
T

q xF J    (4.33) 

where  1 2 3 4

T

q F F F FF  is the vector of actuator forces and 
T

x x y z zF F F      

is the vector of end-effector forces in x, y and z direction and torque about z axis. The 

highest mechanical advantage at any robot configuration is achieved when the ratio of the 

output force to the input force is maximized: 

 max max
q q

T

qx T

q q




 
F F

J F
J

F F
.  (4.34) 

So, the optimization problem should maximize the average 2-norm of the inverse Jacobian. 

It is well-known that size of the workspace has an inverse relationship with mechanical 
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advantage of the robot. So, if only mechanical advantage is used as cost function, the 

resulting robot will have a very small usable workspace. To prevent this situation, the 

optimization cost function should have a work-space volume term. Now, the solution will be 

a trade-off between work-space size and the mechanical advantage. Finding the workspace 

boundary is not simple and calculating the volume of entire workspace can be 

computationally expensive. So, the calculations are carried out over a cubic subspace of the 

workspace with width xW  and 
yW  in x and y directions and zW  in z direction. Also, the 

desired end-effector angle bounds is chosen to be ,
4 4

 


 
  
 

. Due to robot symmetry, the 

center of this designated work-space is constrained to lie at 0, cx y z z   .   

The robot should not fall off in case it turns off unintentionally. Also, it would be very 

beneficial in terms of actuator power if the robot can counter-balance some of its own 

weight. The optimization cost function includes a term to improve the counter-balance 

ability of the robot. Under no actuator force, the robot goes to an equilibrium state where 

robot weight is balanced. The distance from the location of end-effector at equilibrium and 

the center of workspace can be used as a function that needs to be minimized. Due to 

symmetry of the robot, the equilibrium lies on the line of 0x y    . Now, using (4.30), 

it is possible to find the equivalent weight of the robot as a function of z at 0x y    . To 

parameterize this equivalent weight function, the mass of links can be written as a function 

of the parameters listed in Table  4.2. The masses are 
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  (4.35) 

where   is the density of aluminum, Lr  is the radius of each parallelogram link, st  is the 

thickness of link3, eA , AA  and CA  are the cross section areas of the end-effector, Link1 and 

its extension, respectively. Now, the equivalent weight can be calculated as 

   3 0e x y
w z

  
 N ,  (4.36) 

where N  is the same as (4.30). The equilibrium is at the point z  where   0ew z  . The 

optimization problem cost function then can be expressed as 

    
2

3
1 2 4

1

1 N

i ci
i x y z

C
H C k C C z z

N W W W





     J ,  (4.37) 

where 1C , 2C , 3C  and 4C  are constant weights corresponding to isotropy, mechanical 

advantage, work-space volume and counter-balance, respectively. 

4.4.2. Constraints 

The upper and lower limits of the optimization variables are listed in the right column of 

Table  4.3. These constraints are either due to geometric or manufacturability limitations. 

The linear constraints are listed in the middle column of Table  4.3. The first two constraints 

are defined in order to avoid results in which the end-effector is larger than the base. The 

third constraint prevents possibility of the Link1 extensions to hit each other. The forth 
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constraint is imposed to keep the entire cubic work-space below the robot. The remaining 

linear constraints are required for reasons such as manufacturability.  

There are also some nonlinear constraints that need to be met that are listed in the left 

column of Table  4.3. Due to mechanical limitations, the angles 
1 4  should be larger than 

zero and smaller than 
2


 everywhere in the designated workspace. The minimum and 

maximum of 1 4 can be found intuitively. For example, 1  is minimum when the end-

effector is at / 2xx W   , / 2yy W  , / 2c zz z W   and / 4  , and is maximum when 

the end-effector is at / 2xx W  , / 2yy W , / 2c zz z W   and / 4   . So, the first two 

nonlinear constraints oversee these minimum and maximum angles. Other than software 

safety features, it is very important for the robot to have mechanical safety features that 

prevent the robot hitting the user. One such limitation can be achieved by constraining the 

configuration in which the end-effector is closest to the user, i.e. y is minimum. It is possible 

to show that 

  
22

min 1
2

x
x

D
y L D D D      .  (4.38) 

The next nonlinear constraint, therefore, can be defined as min 0.5y m  .  

Since the linear actuators have a limited stroke, a constraint is needed to guarantee that this 

limitation will not be violated anywhere in the designated work-space. The motion of the thi   

actuator is maximum when 0i   and is minimum when 
2

i


  . So, the required stroke 

can be calculated as 

    
2 22 2S a C b a b C      .  (4.39) 
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 Therefore, the next nonlinear constraint is 
actS S , where 

actS  is the stroke of the linear 

actuators. 

The elevation of the designated work-space cannot be so low that the robot cannot reach. 

The end-effector reaches its lowest configuration when 
2

i


  , 1, ,4i  , and the 

minimum elevation is 

 

22

2 1
min 2

2 2

DD
z A L D

  
        

   
  (4.40) 

The lowest point in the designated work-space is 
2

z
c

W
z  . Therefore, the next nonlinear 

constraint can be defined as 
min

2

z
c

W
z z  . The next two constraints are defined so that the 

robot has good counter-balancing behavior: The equilibrium should lie somewhere in the 

designated work-space, so, 
2

z
c

W
z z  . Moreover, there might be a solution with two 

equilibrium points where the second one is higher than the desired equilibrium. This second 

equilibrium might act as an attractor and push the robot up. To avoid the optimization 

program to reach to such a solution, we should constrain the robot to always have one 

equilibrium point. It is possible to show that always 

  min 0ew z  .  (4.41) 

Since the equilibrium is the point where   0ew z  , adding the constraint  max 0ew z   

guarantees existence of only one equilibrium. maxz is the highest elevation of the end-effector 

and can be found to be: 
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2 2

2 1
max 2

2 2

2 2 2 2

DD
z L A D A

   
            

   
  (4.42)      

Table ‎4.3. Optimization constraints. 

Bound constraints Linear constraints Nonlinear constraints 

0 1L   

0.1 1D   

10.1 2 1D   

2 1D   

0 1xD   

0 1A   

0 1C   

0.5a   

0 0.5b   

1 0cz    

0.4 1xW   

0.4 1yW   

0.3 1zW   

2 xD D D   

1 xD D  

2 xC D  

2

z
c

W
z    

A L  

C b  

22D D   

a C   

0
2

i


   

min 0.5y    

actS S  

 
2 2 0.42C a b     

2

z
c

W
z z   

 min 0ew z   

 

4.4.3. Optimization Method and Results 

The uniform grid spacing used to calculate (4.37), was 4 cm in the x, y, and z directions and 

8


 in   direction. The kinematics, cost function and all the constraints were programmed in 

Matlab® and the “fmincon” function was employed to solve the problem using the interior 

point method [112]. The second column of Table  4.4 shows the admissible initial values and 

the third column shows the optimized results. The constants used in (4.37) were 1 2 1C C  , 
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3 20C   and 
4 100C  . The value of 

3C  is chosen to normalize the portion of the cost 

function pertaining to the designated work-space volume to the minimum admitted volume 

of 0.4 0.4 0.3cm cm cm  . Similarly, the value of 4C  is chosen to normalize the distance 

between the workspace center to equilibrium point to 10 cm. 

 Figure  4.7 shows the Jacobian condition number values (top) and the Jacobian norm 

(bottom) in the designated workspace for 0  . The four lower corners of the designated 

work-space have the highest condition number and norm. These two values, however, are 

uniform on the rest of the work-space.    

Figure  4.8 shows the equivalent weight of the end effector as a function of z . The distance 

between cz  and the equilibrium is 24.84 cm and it is located at the lowest level of the 

designated work-space. 

Table ‎4.4. The initial and optimized variables. 

Parameter Initial Value (m) Optimized Value (m) 

L  0.5050 0.5899 

D  0.1524 0.1090 

1D  0.1614 0.1414 

2D  0.0050 0.2959 

xD  0.3048 0.4049 

A  0.400 0.5672 

C  0.1778 0.1869 

a  0.0762 0.0371 

b  0.2908 0.3620 

cz  -0.6000 -0.7566 

xW  0.4000 0.5666 

yW  0.4000 0.400 

zW  0.3000 0.4968 
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Figure ‎4.7. The condition number (top) and norm of Jacobian matrix throughout the designated work-

space at 0  .  

 

Figure ‎4.8.  Equivalent weight ew  as a function of robot elevation z . The height of center of the 

designated work-space cz  is shown by a dashed line.  
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4.5. Velocity Estimation 

Many robotic rehabilitation strategies require a smooth online velocity signal for their 

control systems to operate. The simplest method that can be used to find the end-effector 

velocity of the robot is to take numerical time derivative of the actuator position signals and 

use (4.7) and (4.8) to obtain the end-effector velocity. Although the actuators used in this 

robot can output a very high resolution position signal, direct time derivate of these signals 

is prone to noise due to the measurement and discretization errors. An extended Kalman-

filter (EKF) can be used to obtain fine and dependable velocity signals. This EKF works 

based on the relationship between position, velocity and acceleration, as well as the robot 

kinematics. The input to the EKF can be obtained from an inertial measurement unit (IMU) 

installed at the center of the end-effector. IMU’s, however, are expensive and we can use 

two simple analog 3-zxis accelerometers installed on the two Link3’s so that the z-axis of 

the accelerometers are along the rotation axis of the Link3 revolute joints as shown in 

Figure  4.6. The position vector of the left and right accelerometers are  
T

L L L Lx y zx  

and  
T

R R R Rx y zx  , respectively.   

 

Figure ‎4.9. The location of the 3-axis accelerometers mounted on the two Link3’s. 

Using the kinematics of solid bodies, 

 
1

2

L

R

  

  

x x E

x x E




  (4.43) 
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Where   is the angular velocity vector of the end-effector and x , 
1E  and 

2E  are shown in 

Figure  4.6. As mentioned before, the two Link3’s don’t rotate and hence the two 

accelerometers only have a translational motion. Since 
2 1 E E , adding and subtracting  

(4.43) yields: 

 

1

2

2

L R

L R





 

x x
x

x x
E

  (4.44) 

 The above equations can be simplified to 

 

        

2

2

2

1
cos sin .

L R

L R

L R

R L L R

x x
x

y y
y

z z
z

y y x x
D

  










   

  (4.45) 

The relationship between the acceleration and output voltage of the accelerometers is: 

 i i ia V b    (4.46) 

Where ia  is the acceleration along the thi  axis relative to ground, iV  is the output voltage of 

the thi  channel,   is the accelerometer sensitivity and ib  is a constant or slowly varying 

bias. Assuming process and measurement noise covariance are  tQ  and  tR , 

respectively, and defining the estimation state vector and input vector as 

 

 

1 6

1 6

T

T

b b x y z x y z

V V

    



s

u

,  (4.47) 
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the process dynamics can be found as 

 
      

    

,t t t

t t

  


 

s s u w

y s v

f

h
,  (4.48) 

where     ,t N tw 0 Q  and     ,t N tv 0 R  and y , i.e. EKF output, is the vector of 

the actuator position measurements. Taking the time derivative of (4.45) and using (4.46) 

and (4.48), the function     ,t ts uf  can be found as  

 

 

      

 

 

      

1 4 1 4

2 5 2 5

1 4 1 4

2 2 5 5 4 4 1 1

0

0

,

2

2

2

cos sin

x

y

z

t t V V b b

V V b b

V V b b

V b V b V b V b

D









  

 
 
 
 
 
 
 
 
 
 
 

    
 
 

   
 
 

   
 
 

       
 
 

s uf

,  (4.49) 

And h  is the inverse kinematic equation relating the end-effector position and orientation to 

actuator positions as given by (4.4). The EKF predict-update law is  

 

             

             

       
1

ˆ ˆ ˆ,

T

T

t t t t t

t t t t t t t

t t t t


  

   



s s u K y s

P F P P F K H P Q

K P H R

f h

  (4.50) 
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where  

 

 
   

 
 

ˆ ,

ˆ

t t

t

t

t









s u

s

F
s

H
s

f

h
 . (4.51) 
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Chapter 5. Internal Model Based Adaptive Control for Robotic Movement Therapy 

after Stroke 

To be published. 

Abstract— This paper presents an adaptive control approach for robotic movement therapy 

that learns defects in patient's neuromuscular output and assists accordingly. Unlike previous 

control strategies, this approach uses a healthy internal model as a template for model-based 

movement therapy. The controller adaptively learns and fills the gaps in patient’s ability to 

generate inertial forces impaired by stoke so the assistance received by the patient mimics 

missing motor control forces that would be generated by a healthy person. To test this 

method, a two dimensional model of a human arm with impaired neuromuscular control was 

simulated performing reaching movements in the horizontal plane. The results from 

simulation demonstrate the potential efficacy of the proposed controller. 

5.1. Introduction 

Using robotic devices for therapy after stroke has been a rapidly growing field of research 

during the last several decades. It has been demonstrated that rehabilitation robots can be 

effective if used in a consistent manner and their therapeutic efficiency is comparable to that 

of conventional therapy methods [3, 78, 79].  

Recent research suggests that patient voluntary participation and effort is very important in 

enhancing motor plasticity [113]. Also, receiving excessive assistance may limit patient 

motor output [82], i.e. patients tend to let the robot  take over completing task. On the other 

hand, if the robot’s assistance level is too low, the patient may not be able to complete the 

desired motion. So, providing only the minimum assistance required for a specific therapy 

task is a key feature of a robotic rehabilitation device.  



100 
 

 
 

To address these issues, researchers have developed assist-as-needed (AAN) control 

strategies that limit the assistance level while maintaining task completion and engagement 

[15]. These control strategies include static [85] and adaptive approaches [2, 114, 115].  For 

a review of control strategies for robot assisted rehabilitation, see [15]. 

An internal model is a neural mechanism that predicts the outcome of motor commands 

[116]. In presence of biological feedback delay, existence of such a model is necessary for 

performing fast and coordinated movements. It has been suggested that motor learning 

cannot be achieved solely based on rote learning [117]. After neural injuries such as stroke, 

the existing internal model is no longer appropriate as it is not able to predict disturbances 

caused by damage. So, an important goal of robotic rehabilitation is re-establishing the 

internal model [117]. 

A passivity-based adaptive AAN controller was implemented in [75] that learned an 

unstructured model of patient impairment.  The controller included a force decay term that 

reduced the impairment model when tracking errors were small, preventing the robot from 

“taking over” the desired motions [115]. One shortcoming of this approach was its inability 

to generate inertial forces. This limited the robot’s ability to appropriately assist with fast 

and coordinated movements. It is possible to overcome this issue by increasing adaptation 

rate, but this results in higher robot stiffness and reduced compliance. An alternative 

solution was proposed in [105] that used separate models for each target motion.  

In [118], a controller was proposed that included inertial terms as well as directional 

dependency in the unstructured model of impairment. The main shortcoming of the 

proposed controller was that it only allowed for single degree-of-freedom motions. 

Moreover, although the mass model used in this method was a function of position and 
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direction of motion, it was an incomplete model that was unable to accurately represent the 

inertial forces required for moving articulated limbs such as human arm. 

In both [105] and [118], radial basis functions (RBF’s) were used to form the unstructured 

model of a patient’s impairment, i.e. their ability to generate forces. Using an unstructured 

model, as opposed to the typical serial-chain manipulator model structure used in adaptive 

control, is necessary due to the nature of impairment after stroke; each stroke is unique in 

and impaired motor control varies from patient to patient.  

In this paper, we present an adaptive controller that learns a model of stroke-impaired 

human motor control. The impairment model includes representation of neuromuscular 

output for generating forces both statically (to overcome gravity, etc.) and dynamically (for 

creating limb acceleration). In the following sections, we describe the control algorithm and 

its mathematical basis. Next, several simulated planar reaching experiments are presented in 

order to validate the presented controller.  

5.2. Methods 

5.2.1. Motor Control Model 

During robot-assisted movement therapy, the human limb and the robot become connected 

in some way, and as such have combined dynamics. In the case of an end-effector type 

upper-extremity robot, the connection point is the human hand. The physical system of hand 

and robot can be modeled as 

      , , h rM x x C x x x G x x f f      (5.1) 

where M and C   are the system’s generalized mass and centrifugal-Coriolis matrices, G  is 

the gravitational and viscous force field of the system, rf  is the robot generalized force 



102 
 

 
 

vector and 
hf  is the force applied by the person’s hand. Equation (5.1) is expressed in the 

hand coordinate system x , which is the normal earth-referenced Cartesian frame. 

We can assume that the hand force is the sum of three components: a stabilizing feedback 

term, an internal model for inertial dynamics, and an internal model of the external 

environment [116, 119]. The resulting motor output is  

      ˆ ˆˆ , ,d

h p df M x x C x x x G x x K x K x       (5.2) 

where ˆˆ ,M C  and Ĝ  are approximations of ,M C and G  of the hand with the same 

mathematical structure, dx  is the desired hand trajectory, x  is the position error and 
pK  and 

dK  are stabilizing proportional-derivative (PD) gains. Ideally, for a healthy person, the 

aforementioned approximations converge to the actual matrices during motor learning, i.e, 

ˆ ,M M  Ĉ C and Ĝ G  so that 

      , ,d d

h p df M x x C x x x G x x K x K x       (5.3) 

Stability of this model can be verified by substituting (5.3) in (5.1) and assuming no robot 

control force. This model can be extended to represent impairment by distorting the 

parameters of the model.  

It is well known that the model in (5.3) is linear in its parameters [120] and can be written as 

        , , , ,M x x C x x x G x x Y x x x      (5.4) 

where Y  is a regressor matrix with a known structure and   is a vector containing 

parameters. Similarly, the first three terms on the right hand side of (5.3) can be rewritten as  

         *, , , , , ,d d d dM x x C x x x G x x Y x x x x      (5.5) 
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where *  is the parameters estimated by the internal model. For a healthy person, one can 

assume that there are only modest limitation on *  in (5.5) so that it can converge close to 

 , so that a healthy person can reasonably estimate the dynamics of their environment in 

order to achieve a functional internal model. Note that viscous, elastic or other types of 

environments could be included in the model, but without loss of generality, only inertial 

effects of environment are considered. For instance, this model includes learning inertial 

dynamics of a robot connected to hand or heavy objects manipulated by person. 

Impaired people, on the other hand, are more severely limited in their ability to estimate the 

internal model parameters. This can be modeled by imposing limitation on * in (5.5). This 

limitation, for instance, can be a modeled as a set of constraints on individual parameter 

magnitudes. These limitations can be a function of hand position and/or velocity to represent 

patients’ lack of control of limb motions in certain areas of space or certain directions.  

Considering the deficiencies mentioned above, the motor controller can be modeled as 

 
     

 , , , ,

d

h d d d

d d

p d d

f M M x C C x G G

K x K x Y x x x x 

     

  
  (5.6) 

where , ,d d dM C G  represent the deficiencies in mass, Coriolis and gravity components of the 

internal model and d  is the vector of limited estimated parameters. An appropriate robot 

controller can have the following form: 

 

ˆ ˆˆ d

r d d d rp rd

d rp rd

f M x C x G K x K x

Y K x K x

    

  
  (5.7) 
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where  ˆˆ ,d dM C  and ˆ
dG  are deficiency estimates and 

rpK  and 
rdK  are the stabilizing 

proportional and derivative gain matrices. Substituting (5.6) and (5.7) into (5.1) yields the 

following closed loop dynamics 

     ,d

d d d p rp d rdMx Cx M x C x G K K x K K x          (5.8) 

where 
dM , dC , dG  are estimation errors and d  is the vector of internal model parameter 

estimation errors. The above dynamics can be shown to be linear in parameter and can 

written in the form 

      , , ,d

p rp d rd dMx Cx K K x K K x Y x x x         (5.9) 

which is the suitable form for adaptive control design. For instance, one can use gradient 

adaptation law: 

 
1ˆ ,T

d Y s     (5.10) 

where   is the adaptation rate and is a positive definite matrix and x x  is the sliding 

surface with  a diagonal matrix with positive diagonal entries. Furthermore, to increase 

compliance and voluntary effort, and make the controller AAN, a decay term similar to the 

one in [62] can be added to (5.10): 

  
1

1 1ˆ ˆT T T

d Y s Y YY Y  


    ,  (5.11) 

where   is the forgetting rate. 

5.2.2. Unstructured Modeling 

To implement the controller described above, one can use (5.7) with an explicit structure of 

the regressor matrix Y , obtained based on dynamics of the system (5.1). It is shown to be a 
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good model for predicting force fields generated by hand during reaching movements [121]. 

In the approach presented in this paper, however, an explicit structure is not used for two 

main reasons. Firstly, in a structured representation, internal model parameter vector   is 

not a function of position and/or velocity that makes it hard to include position/velocity 

specific impairments in the model. The second reason is that structured representation of 

(5.2) is accurate if the robot is very light-weight and its dynamics can be easily modeled. If 

the robot has considerable inertia compared to hand, user’s CNS forms an internal model of 

the robot’s inertial forces and the structured representation of (5.2) will not be accurate 

anymore. 

To create an unstructured model, we used radial basis functions (RBF). Using enough 

number of RBF’s, it is possible to accurately approximate any function [122]. Let’s start 

modeling by considering the symmetric n n   mass matrix M . Using R  RBF’s scattered 

appropriately in the space, each entry of M  can be approximated as 

     ,

1

R

ij k ij k ij

k

M x x m m 


    (5.12) 

where 
ijM  is the entry of M  in the thi row and thj  column, 

,ij km  is the thk  weight function 

corresponding to 
ijM ,  k x  is the thk radial basis function defined as  

  
2

exp
2

k

k

x
x






 
  

 
 

  (5.13) 

where 1[ ]R   , ,1 ,[ ]T

ij ij ij Rm m m , k  is the location of the thk RBF and   is 

the RBF dilation that is considered to be the same for all RBF’s.  Note that M  is symmetric 

and i.e.
ij jim m . 
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It is known that the centrifugal/Coriolis terms can be obtained as the product of the 

Christoffel symbol of the first kind of M and the generalized velocity [120]: 

 
1

1
.

2

n
ij kjik

ij k

k k j i

M MM
C x

x x M

   
   

    
   (5.14) 

Substituting (5.5) into (5.7), 
ijC  can be rewritten as 

  
1

1

2

n

ij k ij j ik i jk k

k

C L m L m L m x
 


     (5.15) 

where iL  is an n n  diagonal matrix defined as 

  
  ,

.
0 ,

i i j
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The same procedure can be applied to the gravitational matrix G  as follows: 

    
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As mentioned before, it is assumed that ,d dM C  and dG  have the same structure as M , C  

and G , and only their parameters are limited, hence the estimates ˆ
dM , ˆ

dC  and ˆ
dG  can be 

modeled using equations (5.12)-(5.17) and only by hatting the parameters. To find the 

regressor matrix Y , the above models can be substituted in (5.7): 
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By factoring the ˆ
ijm  and ˆ

ig  terms and putting them in the parameter vector 
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the regressor matrix iY  can be obtained. 

5.2.3. Experimental Procedure 

A two DOF arm was modelled to be capable of performing reaching movements to eight 

target points, each 15 cm from the center as shown in Figure  5.1. The motor control law was 

the same as (5.3), but was a function of joint space variables. Since motion is planar, 

gravitational model terms in (5.1), (5.3) and (5.18) were excluded. Center of mass of both 

upper arm and forearm was assumed to be in the middle of each segment. Simulation 

parameters are listed in Table  5.1. Both the controllers and the equations of motion of the 2 

DOF arm were simulated in the Simulink® graphical programming environment. 

The home position of desired trajectories is 0.35 m in front of the shoulder and the hand 

reaches to targets each 0.15 m in eight different directions as shown by blue lines in 

Figure  5.1. The desired trajectories are simple minimum jerk reaches with 1 sec duration. 

Impairment is simulated by multiplying the unimpaired motor control model (5.3) by a 

weight function that gradually varies from 0.1 to 1 as a function of hand position. A zero-

mean band limited Gaussian noise with variance of 0.001 N.m was also added to the 

calculated joint torques in the impaired motor control model. The gray area in Figure  5.1 

shows the impairment region. 

During simulated experiments, the arm reaches to each of the 8 target points in a 

randomized order.  
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Figure ‎5.1. Illustration of the simulated reaching motions. The gray area is where impairment exists in 

the model. 

 

Table ‎5.1. Arm simulation parameters. 

 Upper arm Forearm 

Mass 2 kg 1.5 kg 

Moment of inertia 0.015 kg.m
2 

0.018 kg.m
2
 

Length 0.33 m 0.35 m 

Stiffness       
15 6

6 15

 
 
 

 N.m/rad Viscosity      
2.5 1

1 2.5

 
 
 

N.m.s/rad 
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5.3. Results 

The results of reaching with un-impaired and impaired motor control models is shown in 

Figure  5.2.  The effect of impairment on the accuracy of motion is clearly visible in the 

affected grey area. 

 

Figure ‎5.2. Performance of simulated unimpaired (left) and partially impaired motor control (right). 

Gray region represents impairment region. 

Figure  5.3 shows results of the proposed controller applied to the simulated impaired arm for 

different values of learning time constant ( )diag   . In all simulations, 
rpK  and rdK were 

1(18) .diag N m  and 1(6) . .diag N s m , respectively.  

Performance of the proposed controller was compared to that of the adaptive control 

presented in [62] that doesn’t include explicit learning of inertial effects. All the controller 

parameters are the same and are   11.8 .rpK diag N m ,   10.3 . .rdK diag N s m  and 

 10diag  s.  The gains are chosen very small to compare performance of the two 

controllers with a very low effective stiffness. The results are shown in Figure  5.4. 
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Figure ‎5.3. Simulation results of the controller assisting the impaired arm with different learning rates. 

 

Figure ‎5.4. Simulation results of the proposed controller (right) and the non-inertial AAN [62] (left). The 

red line shows the simulation of the healthy motor performance (5.3).  
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5.4. Conclusion 

This paper presents an adaptive control algorithm for robotic movement therapy that 

includes inertia learning components. By including these inertial terms, a controller structure 

was formed that has a mathematical structure similar to mathematical structure of the 

internal model that CNS uses to generate forces required for fast and coordinated notions. A 

computer model of arm and motor control that was impaired in a certain region was used to 

test the proposed controller. It can be verified that this model works as predicted and since it 

is capable of learning inertial forces, it is capable of assisting patients during fast movements 

without increasing its apparent stiffness. 
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Chapter 6. Discussion and Conclusions 

Various aspects of this research had been discussed in previous chapters. In this chapter, the 

main concepts, contributions and conclusions of this research are discussed. New devices 

and adaptive control methods for robotic rehabilitation after stroke were developed. This 

research includes the following major works: development of a single DOF finger 

rehabilitation robot FINGER, implementation and results of an adaptive run-to-run control 

to modulate patient engagement, analyzing patient finger individuation ability after stroke, 

development of a state-dependent adaptive control for robotic rehabilitation therapy, 

development of a 4 DOF parallel robot for upper extremity movement therapy including 

modeling and optimization and finally development of an adaptive control for rehabilitation 

robotics that takes inertial effects into account. 

6.1. FINGER Robot 

FINGER was designed to have a very low friction and inertia and be very backdrivable to be 

suitable for implementing many rehabilitation therapy control architectures. The structural 

dimensions of the planar mechanism of FINGER were obtained by solving an optimization 

problem. This mechanism was an 8-bar mechanism and was optimized so that its output has 

the minimum tracking error relative to a predetermined desired trajectory obtained from 

motion capture of natural motions of multiple healthy subjects. Also, many constraints were 

imposed to guarantee safety and manufacturability of the robot. A graphical user interface 

was coupled with FINGER that was basically a video game similar to Guitar Hero®. To 

successfully hit each not, the patient should flex their finger corresponding to the steaming 

not to a certain location and at a certain time.  
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6.2. Modulating Success Rate 

To keep the patient’s engaged, it is very important to be able to modulate patients’ level of 

engagement during therapy. One potential way of doing so, is by controlling the success rate 

through the level of assistance received from the robot and assuming that engagement is 

maximum a certain success rate. The success rate can be changed by making the task more 

difficult to do by the subjects, e.g. by imposing limited time constraints, or by decreasing the 

assistance level provided by the robot. In this research, the second method was used. In case 

of the game similar to Guitar Hero®, after each note, depending on if the patient’s success in 

hitting the note, the controller gain was increased or decreased by a certain value that 

guarantees a final probability of success. 

The above method was tested on multiple stroke patients with hemiparesis and its ability to 

modulate success rate was observed. Patient effort was also estimated by measuring the 

force generated by them at some intentionally blocked control notes. It was observed that 

patient effort has a reverse correlation with their success that was in accordance with motor 

learning theories. A similar method was used to quantify finger individuation ability and its 

correlation with impairment level was observed.   

6.3. State-Dependent Adaptive Control 

In  Chapter 3, a state-dependent adaptive control was proposed and tested on FINGER. Both 

inertial effects and directional dependent impairment effects were modeled in the control 

system. To include directional dependency, two distributed mass models, corresponding to 

finger flexion and extension, were introduced to the model. It was observed that the 

controller adapts two these two models depending on severity of impairment at each 
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direction. In this experiment, healthy subjects were tested and artificial viscous fields were 

superimposed to the robot input to emulate impairment.    

6.4. Parallel Robot for Upper Extremity Impairment 

In  Chapter 4, development of a 4 DOF parallel robot for hand and arm movement therapy 

was presented. This robot’s architecture is very similar to that of Delta platform, but has an 

additional end-effector rotation about a fixed axis. It can be used for large translational 

motions of the hand and wrist flexion/extension. One of the main advantages of this robot is 

that it can be made very light weight and backdrivable. Also, it can be manufactured 

relatively easily because of its symmetry and that most of the joints are not actuated. Only 

the joints that are directly connected to the ground are actuated. It also increases the output 

power density of the robot and decreases the robot inertia as the actuators are fixed on the 

ground. The robot was modified to be able to counter-balance a good portion of its own 

weight. It can reduce the load on the actuators at and smaller actuators can be used to get the 

same power from the robot. 

The kinematics of the robot was derived as well as its dynamics model using the Lagrange’s 

method for simulation purposes. To find the structural dimensions of the robot, an 

optimization program was used. This program used the interior point method to find the best 

dimensions that result in a good combination of robot isotropy, mechanical advantage, 

work-space size and counter-balance.  Also, multiple constraints were considered in solving 

the optimization problem to control different aspects of the solution. For example, lengths of 

links cannot exceed a certain value to prevent very large robot size and cannot be so small to 

ensure manufacturability; the workspace size had a minimum that is needed for practical 

movement therapy tasks; actuator stroke was limited by the maximum stroke of the selected 
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linear actuators; and the minimum distance between the robot end-effector and used was 

limited as a safety factor.   

6.5. Adaptive Control with Modeling Inertial effects 

In this research an adaptive control algorithm for robotic movement therapy was proposed 

that includes inertia learning components. It is well known that the CNS uses an internal 

model of person’s limbs in order to estimate the muscle forces needed for fast and 

coordinated motions. The controller proposed in this research includes has unstructured 

inertial terms that can emulate the internal model formation and execution. A computer 

model of arm and motor control that was impaired in a certain region was used to test the 

proposed controller. It can be verified that this model works as predicted.            
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