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Abstract

My thesis contains two separate chapters. In the first chapter, I focus on what consumers express

about their dining experience. I present a case study using Yelp restaurant review data on what affects

restaurant customers’ sentiment responses to dining out. The case study uses a sentiment-analysis

method to extract and generate sentiment indices from 175,879 text-based Yelp restaurant reviews.

I then examine the relationships between the sentiment indices and ratings and what factors(food,

service, expenditure, and social) affect consumer dining experience more than others. In the second

chapter, I find that online consumer reviews can be dependent upon the type of review platform. Since

online review platforms vary, platforms will have different subsets of customers leave reviews and the

detail of those reviews may vary. Platforms that attract more satisfied consumers will tend to have

more inflated averages. Previous research has shown that platforms may have fake reviews, but given

platform differentiation, even if all the reviews are real, consumers can still receive biased information

from online reviews. These findings are beneficial for online platform design and provide empirical

evidence for information design theory.
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Chapter 1: What factors affect consumers’

dining sentiments and their ratings: Evidence

from restaurant online review data

1.1 Introduction

A research interest focused on the use of big data in sensory and consumer science has been steadily

growing in the recent years. For example, researchers have started to look at new data sources (e.g.,

social media, Vidal et al., 2015) as alternative or complementary to traditional consumer research.

They are also looking at new types of variables (e.g., emoticons and text from tweets, Vidal et al., 2016;

Schouteten et al., 2019) to measure emotions. In addition, new research tools (e.g., machine learning

Heng et al., 2018) are being used to analyze these new types of data.

The goal of this paper was to measure food-related consumer sentiments and affective responses

from online review data. Online reviews refer to customer opinions and experiences posted on online

review or retailing platforms. For example, Yelp enables its users to leave ratings and text reviews about

their dining experiences at restaurants. Grocery shoppers on Amazon or Walmart can give ratings and

reviews about the food or beverages they purchased. In this paper, I used Yelp restaurant review data

to analyze food-related sentiments. From the new data, I focused on consumers’ text reviews where

sentiments were more explicitly documented than the overall star-rating score. I used sentiment analysis

and semi-automatic content analysis as tools to measure and analyze sentiment words expressed in the

text reviews.

There are three advantages of using online review data to study consumer dining sentiments. First,

it provides spontaneous consumer sentiments in natural consumption settings. This can provide more

realistic data about consumer dining experience compared with other kinds of data. Benefits of using

spontanous consumer data has been firmed by Vidal et al. (2015). Second, it contains comprehensive

information. For example, in the Yelp dataset that I used, contained consumer characteristics like

review count, user account age, etc. The Yelp data also contains business features like parking, allows

pets, has WiFi availability, etc. Third, it is supported by large sample sizes, and are readily available on

many major platforms. For example, in the Yelp dataset there are millions of restaurant related reviews.

Apart from Yelp, there are many other platforms that can provide restaurant review information, like

Opentable, Google My Business, etc.

Previous research using online review data can be broadly divided into two categories: (i) computer
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science research focusing on developing big data algorithms that used online review data as tools to

test the algorithms (see, e.g., Carbon et al., 2014; Huang et al., 2014; Yu et al., 2017) and (ii) business

and marketing related research to predict consumer choice, product sales and make marketing strategy

decisions (see Chevalier and Mayzlin, 2006; Liu, 2006; Anderson and Magruder, 2012; Liu and Park,

2015; Luca, 2016; Felbermayr and Nanopoulos, 2016; Campbell et al., 2017). However, literature using

online review data to analyze food-related consumer sentiment is relatively scarce. To the best of my

knowledge, the research that most closely match the current study was done by Nakayama and Wan

(2018, 2019). Nakayama and Wan (2018) studied the different sentiment words usage between American

and Japanese consumers toward five dining factors (food quality, service, ambience, price fairness, and

others) of Japanese restaurant. In Nakayama and Wan (2019), they further considered the different

usage of sentiment words among 10 kinds of Japanese cuisine (Ramen, Sushi, Tempura, etc.). There are

two main differences between my paper and Nakayama and Wan (2018, 2019). First, rather than using

consumer rating as a standard to identify positive and negative sentiment (4 and 5 star were considered

as positive sentiment; 1 and 2 star were considered negative sentiment), I extracted and generated

sentiment indices from text reviews using sentiment analysis. Second, I used a restaurant fixed effect

model to consider the relationship between sentiment words in a customer’s review and rating, and to

evaluate/assess what factors can affect the usage those sentiment words.

My contributions to sensory and consumer science literature were three-fold: First, I provided insight

into consumer sentiment studies from a new angle by using online review data. Second, I identified the

topics (food, service, social, and expenditure) which were linked to consumers’ usage of sentiment words.

Third, I further identified the relations between these topics and consumers’ rating of restaurants.

1.2 Materials and Methods

Data

The Yelp Dataset Challenge program provides access to the Yelp review dataset in 10 metropolitan

areas in the United States and Canada.1 The dataset is updated every year and contains 4.5 million

reviews (see Figure B.1 for an example) across local businesses such as restaurants, shopping malls, and

services, all of which were generated by Yelp users from January 2005 to December 2017.

The master data file contained six subsets. “Yelp review” contained variables such as business ID,

stars (a business’s numerical rating), date, and text review. “Yelp business” contained variables such

as business ID, name, address, city, postal code, and categories. “Yelp business attributes” contained

business ID and other 81 variables describing features such as whether the business has parking, allows

1https://www.yelp.com/dataset/challenge. Last accessed 09/18/2019.
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pets, has WiFi availability, etc. “Yelp check-in” shared users’ locations on their social media account.

“Yelp tip” was only available through the Yelp mobile application and displays high-frequency words

extracted from the text reviews. “Yelp user” contained variables such as review count, user account

age, friends, and elite status (Yelp certified, high-quality review provider), and average stars by the

user.

Figure 1.1: Yelp customer review example

Note: User name, user location, user photo, and restaurant name were intentionally removed.

I used review data from the Yelp restaurant dataset for the city of Las Vegas, Nevada. I used the

data from Las Vegas rather than from all 10 cities in the dataset because, first—and unlike most other

cities included in the dataset–Las Vegas is primarily a tourist destination. Such consumers are less

likely to reside in the city and therefore rely more on online review platforms rather than their past

experiences or the experiences of other locals. Local consumers, who have past experience or established

expectations for certain restaurants, are less likely to post reviews when a dining experience is close
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to their expectations. Consequently, reviews from local consumers tend to be more extreme (either

positive or negative) and become less representative. Second, processing all 10 cities’ worth of data (4.5

million observations) would require higher computational capacity than I had available.

I took four steps to construct my dataset from the original Yelp dataset: First, I selected all the

restaurants in Las Vegas from 2005 to 2017 contained in the “Yelp business” subdataset and obtained a

list of all the restaurant names and their unique business IDs assigned by Yelp. Second, using the unique

business IDs, I merged the “Yelp business” and “Yelp review” subdatasets to obtain a panel dataset

containing 310 Las Vegas restaurants with 175,879 reviews from 2005 to 2017. The unit of observation

was review by day. Third, I used textual analysis tools (discussed in section 2.3) to generate sentiment

indices and topic variables from the text reviews. Finally, I collapsed the daily observations into monthly

averages to deal with the fact that many restaurants were not reviewed on a daily basis. After data

processing, the dataset contained 20,864 observations from 310 Las Vegas restaurants over 156 months

(from January 2005 to December 2017). The panel dataset was unbalanced due to restaurants entering

and exiting the market.

Data processing

The dataset was cleaned and maintained by Yelp.com. The text reviews were processed by the

Linguistic Inquiry and Word Count (LIWC) software (introduced in section 2.3), which automatically

performs tokenization, stemming, and stop words removal. I did not perform a normalization step on

the text. Instead, I normalized the numerical sentiment indices generated from the sentiment analysis.

Sentiment analysis

In order to extract positive and negative sentiment words contained in a restaurant review text,

I used a lexicon-based sentiment-analysis method (Pennebaker and Francis, 1996; Tausczik and Pen-

nebaker, 2010; Pennebaker et al., 2015), which involved two important steps: First, I used a dictionary,

constructed by linguistic researchers, of positive and negative sentiment words. Second, I calculated

the number of positive and negative sentiment words used in a review to generate positive and negative

sentiment indices for the text review. I employed the LIWC text analysis software dictionary—which

draws from up-to-date linguistics and psychology research—to identify the sentiment words from each

restaurant review text. The dictionary contained basic emotion and cognitive words often used in so-

cial, health, and personality psychology studies as well as words commonly used in text messages and

social media posts. The dictionary contained 6,400 words (including word stems),2 which had been

categorized into a wide range of psychological groups (e.g., affection, cognition, logic). The word stems

2For example, enjoy* is a word stem. The LIWC text analysis software will match any words with the same first five
letters (e.g., enjoyable, enjoyment)
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were used to compute the sentiment indices.

For my research, I were interested in categories of positive sentiment words and negative sentiment

words, which contained 406 words (e.g., :), happy, lmfao) and 499 words (e.g., :(, piss, lame), respec-

tively. It is worth noting that not only words that could be linked to emotions (e.g., happy, sad) were

contained in the dictionary but also words that express positive or negative affective responses to the

restaurant experiences (e.g., delicious, pricey). These affective response words in the LIWC dictionary

were developed through sentiment analysis related linguistic research (e.g., Pennebaker et al., 2015).

Sentiment analysis allowed one to capture consumer’s dining sentiments through counting direct emo-

tion words, and through affective response words which could indirectly reflect a consumer’s dining

experience. The validity of the dictionary had been cross-checked by experts by using different types of

text materials, including social media posts, news, and historical documents.

As defined by LIWC, a positive (negative) sentiment index was the fraction of positive (negative)

words in the total number of words used in a of review. For example, in the Yelp review shown in figure

B.1,

Everything was delicious!! The staff has wonderful service. Would come back here everytime

I’m at the [restaurant name]3!! Love the food.

“delicious,” “wonderful,” and “love” were counted as positive sentiment words, and there were no

negative sentiment words. The review had 21 words, so the positive sentiment index was 14.29 ((3/21)×

100) and the negative sentiment index was 0 ((0/21)× 100).

Semi-automatic content analysis

By definition, “content analysis is a research technique for making replicable and valid inferences

from texts (or other meaningful matter) to the contexts of their use” (Krippendorff, 2018, p. 24).

Content analysis has been used before to study food-related consumer behaviour. For example, Vidal

et al. (2015) used content analysis to manually categorize tweets into six themes and 15 subthemes

and then analyzed what people express in four dining contexts (breakfast, lunch, dinner, and snack).

However, content analysis is a time-consuming process. If Vidal et al. wanted to analyze their whole

samples, the categorization process would take two researchers 840 hours each to manually identify the

themes of 64,000 tweets. In the end, their strategy was to randomly choose 16,000 of 64,000 tweets

to analyze. Analyzing tweets is already time consuming, but using content analysis on online reviews

data will take researchers even more time, for two reasons: (1) Text reviews have a higher average word

count (129 words on average for Yelp reviews) than tweets (a maximum of 280 characters during the

3Restaurant name was intentionally removed. One potential concern was that whether a restaurant’s name could
contain sentiment words. In that case, a consumer’s reference to the restaurant’s name can be erroneously counted in the
sentiment indices. In fact, less than 1 percent of restaurant name contains sentiment words.
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period under analysis). (2) My study includes 175,879 text reviews, almost twice as many as in the

study by Vidal et al.

To address the time-consuming nature of content analysis, I used a compromise content analysis

method, a semi-automatic content analysis method. Wu et al. used this method to study gender

discrimination in posts from an anonymous online forum. Instead of manually categorizing all of the

posts, Wu et al. chose the 10,000 most frequently used words in all posts and manually categorized

them into 15 themes with the help of canned software. Following Wu et al., I categorized the most

frequently appearing words into predefined groups and identify words in each review that fall into these

categories.

For this article, the categorizing work was done by one researcher with more than two years ex-

perience with food-related research and checked by two other researchers. First, I counted the word

frequency of the all 175,879 text reviews and kept the top 300 with the most frequently used words

(see Appendix A for a list of word frequencies).4 Figure 1.2 displays a word cloud of the top 300

words. Second, I excluded sentiment words from the word list. After excluding sentiment words, I got

263 high-frequency topic words, which I categorized into five groups: “food,” “service,” “expenditure,”

“social,” and “miscellany.” Table 1.1 reports samples of each category (see Appendix B for details).

For each text review, I counted occurrences of topic words in each category5. Then, for each of the

five groups, I defined the value of group words as the fraction of high-frequency topic words in that

category to the total high-frequency word count across all the categories. The sum of the values of

the five group variables should be 1. For example, there were three high frequency topic words in the

sample review text from section 2.3: “staff” and “service” (in the “service” category) and “food” (in

the “food” category). Hence, the value of “food” was 1/3, the value of “service” was 2/3, and the values

of “expenditure,” “social,” and “miscellany” were 0/3.

Table 1.1: Example words of each topic category.

Category No. Words Examples
Food 84 chicken, dinner, steak

Service 17 server, waiter, staff
Expenditure 5 worth, expensive, money

Social 8 friend, people, husband
Miscellany 149 give, look, star

Notes. I first counted the most frequent 300 words of all text reviews. Then I excluded sentiment words
from the frequency word list. After excluding sentiment words, we got 263 high-frequency topic words, which I
categorized into the five groups. See Appendix B for details about words in each topic category.

4“Stop words” such as “in,” “a,” and “the” were not included in the word-frequency count.
5The 263 high-frequency topic words covered more than 99% reviews in my dataset.
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Figure 1.2: The most frequent 300 words in Yelp text reviews

Hypotheses

The purpose of this paper was to provide insight into consumer sentiment studies from a new angle

by using the sentiment analysis method. As shown in Figure 1.3, my two specific tasks are (1) show

that consumer sentiments in text reviews are linked to rating. (2) review topics (food, service, social,

and expenditure) are related to consumer sentiments.

Figure 1.3: Hypothesis testing

First, by using survey data, previous scholars had shown that positive sentiments were positively

correlated with food rating and negative sentiments were negatively correlated with food rating (Ed-

wards et al., 2013). I wanted to show that the usage of sentiment words extracted from online restaurant
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text reviews also had such relations with numerical rating. To be specific, I wanted to show that higher

ratings are related to a higher proportion positive sentiment word usage in text reviews and a lower

proportion of negative sentiment word usage.

Hypothesis 1 H1: A rating is positively (negatively) related to the positive (negative) sentiment index.

I tested Hypothesis 1 using a fixed-effects model, a widely used econometric technique for analyzing

panel data (see, e.g., Piepho and Kalka, 2003). The advantage of using a fixed-effects model is that

it will mitigate bias and endogeneity issues caused by unobservable restaurant characteristics. For

example, factors like restaurant location, decoration, or cuisine style (e.g., French, Italian, Japanese)

could affect both a consumer’s sentiment and rating for the restaurant. By using a fixed-effects model, I

can control for such factors even though these variables are not included in the dataset. My estimating

equation is

Ratingit = β0 + β1SPSIit + β2SNSIit + αi + εit, (1.1)

where Ratingit refereed to the rating of restaurant i at time t; SPSI and SNSI were the standard-

ized positive and negative sentiment indices, respectively;6 αi was the restaurant fixed effect for each

restaurant i; and εit was the disturbance term.

Second, one of the goals of this paper was to inform researchers about factors that affected consumer

sentiment word usage in online reviews. Previous research had already shown that understanding

consumer sentiment was important for business success because consumer purchasing decisions were

affected by emotions (Ladhari et al., 2008). Hence, I categorized words in text reviews into “food,”

“service,” “social,” “expenditure,” and “miscellany” categories and tested whether these topics affect

the consumer sentiment indices:

Hypothesis 2 H2: The “food,” “service,” “social,” and “expenditure” categories can affect consumers’

positive and negative sentiment indices.

In hypothesis H2, I am concerned with whether these topic groups had significant impacts on the

positive and negative sentiment indices. Moreover, I were interested in which topics had larger impacts

on sentiments. I have demonstrated the advantages in using a fixed-effects model for the first estimating

equation and used this method again:

SPSIit = γ0 + γ1Foodit + γ2Serviceit + γ3Expenditureit + γ4Socialit + σi + εit, (1.2)

6The main reason to standardize is that I were interested in comparing the impact of the positive and negative sentiment
indices on ratings. Standardization made such a comparison plausible. See Cheadle et al. (2003); Marty et al. (2017);
Garneau et al. (2018) for the standardization procedure and examples using standardized variables.
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SNSIit = γ′0 + γ′1Foodit + γ′2Serviceit + γ′3Expenditureit + γ′4Socialit + σi + εit, (1.3)

where SPSIit and SNSIit were the standardized positive and negative sentiment indices of restaurant

i at month t, respectively; Food, Service, Expenditure, and Social were fractions of the word count in

that category compared to the word count in all categories;7 σi was the restaurant fixed effect for each

restaurant i; and εit was the disturbance term.

1.3 Results

Summary statistics

After data processing and textual analysis, my dataset includes the following variables: Yelp business

ID, business name, date of review, star-rating of the restaurant, positive sentiment index, negative

sentiment index, word count per review, and fractions for each category of words in review.

Table 1.2: Summary statistics. Yelp rating is a numerical scale from one-star to five-star with whole
star increment. Values in sentiment analysis and semi-automatic content analysis are percentage.

Variables Mean Std. Dev. Max Min Observations
Yelp Review

Rating 3.7 0.8 5.0 1.0 20,864
Word Count 129.9 74.4 955.0 3.0 20,864

Sentiment Analysis
Pos. Sentiment Index 6.7 2.5 37.5 0 20,864
Neg. Sentiment Index 1.1 0.9 25.0 0 20,864

Semi-automatic Content Analysis
Food 0.37 0.11 1.00 0 20,860

Service 0.13 0.08 1.00 0 20,860
Expenditure 0.02 0.03 0.51 0 20,860

Social 0.03 0.03 0.50 0 20,860
Miscellany 0.45 0.11 1.00 0 20,860

Notes. Positive (Negative) Sentiment Index of a review was defined as the fraction of the numbers of positive
(negative) sentiment words in the review to the numbers of the word count of the review. The value of topics
(Food, Service, Expenditure, Social, and Miscellany) in semi-automatic content analysis were defined as the
fraction of high-frequency topic words in that category to the total high-frequency word count across all the
topics.

Table 1.2 reports summary statistics for the panel dataset. From the table, I observed that (1)

the mean rating was 3.7, with a standard deviation of 0.8, indicating that the average rating was over

three and half stars and the one standard deviation change of rating was from three stars to four and

half stars. The rating distribution was skewed toward five stars, which meant most consumers were

7I excluded “miscellany” category to avoid multicollinearity because the total share of the five categories is equal to 1.
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satisfied with their dining experience. (2) The average word count was 130.0, with a standard deviation

of 72.3. One standard deviation change from the mean was from 57.7 words to 202.3 words. Most

reviews were between one or two short paragraphs. (3) From the sentiment analysis, the mean positive

sentiment index was 6.7, with a standard deviation of 2.5, and the mean negative sentiment index was

1.1, with a standard deviation of 0.9. This is consistent with previous literature that positive words

were much more likely to be used than negative words when describing food-related sentiments (Gmuer

et al., 2015). The positive sentiment index exhibited more variation than did the negative sentiment

index. (4) From semi-automatic content analysis, the mean of “food” was 0.37, which meant that, on

average, food-related words made up 37% of the most frequently used words in all five categories. After

“food”, the order of mean from high to low was “service” (0.13), “social” (0.03), and “expenditure”

(0.02) categories (Since “miscellany” was not a variable of interest, I did not include that category when

ranking the means).

Relationships between consumer rating and sentiment indices

Table 1.3: Estimation results for equation (1). Yelp rating is a numerical scale from one-star to five-star
with whole star increment. Std. Pos. (Neg.) Sentiment Index is percentage.

(1) (2) (3) (4)
Variables Rating Rating Rating Rating

Std. Pos. Sentiment Index 0.649*** 0.478*** 0.436*** 0.435***
(0.00973) (0.00924) (0.00871) (0.00880)

Std. Neg. Sentiment Index -0.564*** -0.452*** -0.454***
(0.00861) (0.00812) (0.00811)

Constant 3.785*** 3.792*** 3.786*** 3.836***
(0.00531) (0.00484) (0.00438) (0.0116)

Observations 20,864 20,864 20,864 20,864
R-squared 0.176 0.316 0.450 0.454
Year FE NO NO NO YES

Restaurant FE NO NO YES YES
Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Notes. Std. Pos. (Neg.) Sentiment Index is the fraction of the numbers of positive (negative) sentiment words
to the numbers of total word count and then normalized by z-score. Year FE is the year fixed-effect which
was used to control for some yearly time-varying factors (yearly-inflation). Restaurant FE is the restaurant
fixed-effect which was used to control for time-invariant restaurant factors (restaurant locations, cuisine style,
and etc. )

Table 1.3 summarizes the estimation results of equation 1.1, which were used to test Hypothesis1,

under different specifications. In column (1), I included only the standardized positive sentiment index

(SPSI) as an explanatory variable for my baseline specification. The results suggested that SPSI was
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positively related to the restaurant rating, consistent with hypothesis H1.

I included the standardized negative sentiment index (SNSI) in the second specification and reported

the results in column (2) of table 1.3. There were three findings worth noting under this specification:

First, the results suggested that SPSI (SNSI) was positively (negatively) related to the restaurant rating.

Second, the point estimates of SPSI (β1) were reduced significantly compared to the results in column

(1), implying that SNSI should be included in the estimating equation and that failing to do so will

incur bias in the estimated β1. Third, by adding the SNSI variable, the R2 was improved from 0.176

to 0.316, which suggested that SNSI could also explain a significant portion of the variation in the

outcome variable. Overall, about 32% of variation in the restaurant ratings could be explained by the

combination of the two sentiment indices.

By adding restaurant fixed effects, αi, to the second specification, I had created a standard fixed-

effects model. Restaurant fixed effects, αi, controlled for any restaurant characteristics that did not

change over time (e.g., restaurant location). I expected that the point estimates for SPSI and SNSI

(β1 and β2) could change after adding fixed effects as they reduced the omitted variable bias in those

estimates. Column (3) of table 1.3 shows the estimation results. I observed a mild change in both

β1 and β2: Compared to the estimates in column (2), both β1 and β2 were reduced by roughly 10%,

suggesting that the point estimates in column (2) could be biased. Moreover, the R2 increased by 0.134

(0.45−0.316), which was the additional variation of the dependent variable explained by the restaurant

fixed effects. This also implied that the sentiment indices explained a much higher share of the variation

(31.6%) compared with time-invariant factors (13.4%).

Finally, as a robustness check, I added the year fixed effect αT to the estimating equation. This fixed

effect controlled for some time-varying factors (yearly price inflation for example) in the disturbance

term that could lead to changes in β1 and β2. From column (4) of table 1.3, I found that after adding

year fixed effects, estimated coefficients of SPSI and SNSI changed by less than 1%. This indicates that

my results are robust. Second, the R2 was changed by 1% after I included year fixed effect in my model.

Overall, results from column (4) suggested that results from the standard fixed-effects model (column

3) were robust, making it my preferred specification.

Overall, the results from the standard fixed-effects model had four main implications: First, SPSI

(SNSI) was significantly (p < 0.01) positively (negatively) related to rating, consistent with hypothesis

H1.

Second, the impacts of positive and negative words on ratings were roughly the same. My results

suggested that a 1-standard-deviation increase in the SPSI and SNSI will lead to a 0.436 unit (that is,

roughly half a star) increase and a 0.454 unit (again, roughly half a star) decrease in rating, respectively.

From the summary statistics, I found that consumers tended to use more positive than negative words
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in reviews, but more positive words did not translate to a higher impact of positive sentiments on

ratings.

Third, the R2 reports that 45% variations in ratings were explained by SPSI, SNSI, and the restau-

rant fixed effect, of which 32% was explained by sentiments and 13% was explained by restaurant fixed

effect. Hence, in my estimation, sentiment index explained most of the rating variations that was ex-

plained by the model. It meant that consumer rating was highly related to consumer sentiments instead

of other time-invariant restaurant factors.

Which topics affect consumer sentiment word usage most?

Table 1.4: Estimation results for equation 1.2 and 1.3. Std. Pos. (Neg.) Sentiment Index is percentage.
Topics are percentages.

(1) (2)
Variables Std. Pos. Sentiment Index Std. Neg. Sentiment Index

Food 0.747*** -0.0829**
(0.0375) (0.0410)

Service 1.493*** 0.528***
(0.0534) (0.0584)

Social -0.0176 -0.224*
(0.124) (0.136)

Expenditure 0.612*** 0.271**
(0.116) (0.127)

Constant -0.547*** -0.00584
(0.0194) (0.0212)

Observations 20,860 20,860
R-squared 0.136 0.103
Restaurant FE YES YES

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Notes. Std. Pos. (Neg.) Sentiment Index is the fraction of the numbers of positive (negative) sentiment
words to the numbers of total word count and then normalized by z-score. The value of topics (Food, Service,
Expenditure, Social, and Miscellany) were defined as the fraction of high-frequency topic words in that category
to the total high-frequency word count across all the topics. Restaurant FE is the restaurant fixed-effect which
was used to control for time-invariant restaurant factors (restaurant locations, cuisine style, and etc.)

Table 1.4 shows that the R squares of the equation (2) and (3) were both close to 0.1. This meant

that around 10% variance were explained. There were two implications: 1) since only 10 percent of

variations were explained by the topic variables, predictions using these variables alone would not be

accurate. 2) The statistical significance of those topic variables indicated that a predictive model could

include such variables to improve accuracy of predictions. Second, I can observe that “food,” “service,”

and “expenditure” affected both consumer positive and negative sentiment word usage significantly but
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“social” did not affect SPSI significantly. I rejected hypothesis H2, which assumed that all topics can

affect consumer sentiment word usage. Besides qualitatively analyzing which factors had impacts on

sentiment word usage, I were also interested in which topics impacted the magnitude of rankings.

In table 1.4, the coefficient before food meant that if we replaced a review that only contained

“miscellany” topic with a review that only contained “food” topic, the SPSI will increase 0.747 and

SNSI will decrease -0.0829. Also, the coefficient before service meant that if we replaced a review that

only contained “miscellany” topic with a review that only contained “service” topic, the SPSI will

increase 1.493 and SNSI will increase 0.528. I am able to observe that all the coefficients were the

topic SPSI (SNSI) relative to “miscellany” topic. Since the relative SPSI (SNSI) were less intuitive, we

“recovery” them to the absolute topic SPSI (SNSI) by adding the SPSI (SNSI) of miscellany topic.

Topic-specific SPSI and SNSI, which I defined as the SPSI or SNSI when reviews contained only

one topic (“food,” “service,” “expenditure,” “social,” and “miscellany”) are shown in table 4. When

we calculated topic-specific SPSI (SNSI), we took the “miscellany” SPSI (SNSI) as my baseline, since

the “miscellany” SPSI (SNSI) was the SPSI (SNSI) when reviews did not contain any of the other four

topics. As long as we knew the “miscellany” SPSI (SNSI) and the SPSI (SNSI) changes when reviews

changed from “miscellany” to one of the other four topics, we can obtain the other four topic-specific

SPSI (SNSI).

Topic-specific SPSI and SNSI are found in table 1.4. By adding the constant term (γ0)8 to each

topic point estimate in column (1),9 we got the topic-specific SPSI. For example, the “food” SPSI

was 0.2 (0.747 + (−0.547)), which suggested that, on average, if a review only contained food-related

words, the SPSI of the review was 0.2. Topic-specific SNSI was derived in the same way. Summarizing

the results from column (1) and (2), the SPSI ranked by topic from high to low was “service,” “food,”

“expenditure,” and “social.” Topic SNSI ranked from high to low was “service,” “expenditure,” “food,”

and “social.”

There are three main implications: First, service affected consumer’s sentiment word usage the

most when they were eating out. “Service” had the highest SPSI and SNSI among the four topics;

reviews focused on service contained a higher proportion of sentiment-related words (both positive and

negative) than other topics. One explanation for this is that restaurant service reflected interactions

between consumers and restaurant staff (e.g., waitstaff, managers). I found that this kind of communi-

cation was more likely to stir up frequent sentiment word usage than other types of interactions (e.g.,

with food). However, the “social” category—which also described communications—did not have as

much of an impact as “service.” One possible explanation is that service-related reviews described

8The constant term γ0 meant the SPSI when reviews contained only “miscellany”-related words.
9The estimated coefficient of each topic in column (1) meant the SPSI changes if reviews change from only containing

“miscellany”-related words to reviews containing only words related to the specific topic.



14

interactions between consumers and restaurant staff, while social-related reviews described interactions

among consumers. Since my data are restaurant reviews, consumers tended to only report restaurant-

related communications rather than their own social activities. If future scholars are interested in what

consumers said about their own social activities, Vidal et al. (2015, 2016) provides an example, using

social media data (Twitter) to explore what people said in four dining circumstances (breakfast, lunch,

dinner, snack).

Second, social-related words in reviews were used for social context description. “Social” had the

lowest SPSI and SNSI. This suggested that reviews focused on social aspects contained fewer sentiment

words than other topics. One plausible explanation was that when consumers mentioned social words

in their reviews, they were describing social context rather than expressing themselves sentimentally.

For example, one kind of common review involving social-related words was “...We always come here

for family birthdays” which had no sentiment content.

Third, compared with the “expenditure” topic, consumers used more positive sentiment words and

less negative sentiment words about “food.” The SPSI of “food” was higher than that of “expenditure”

and the SNSI of “food” was lower than that of “expenditure.” Consumers were probably more satisfied

with the “food” topic compared with the “expenditure” topic.

Which topics affect consumer rating most?

From the summary statistics in table 1.2, we knew that consumers were satisfied overall with their

dining experience (i.e., the positive sentiment index was higher than the negative sentiment index and

average rating was skewed to five stars). But we did not know which topics were most pleasing to

consumers relative to others..

Next, I considered the topic-specific rating. I plugged the topic-specific SPSI and SNSI into equation

(1.1) to obtain the topic-specific ratings: From high to low these were “service” (3.95), “food” (3.91),

“expenditure” (3.69), “social” (3.56), and “miscellany” (3.55). These ratings indicated the average

rating for reviews containing only words related to each category. There were two implications: First,

“service” and “food” received ratings above the average sample rating (3.7). Topic-specific ratings of

“expenditure” and “social” were lower than the average sample rating, suggesting that restaurants that

want to improve their business ratings should focus on expenditure and social aspects. We also knew

that “social”-related words did not contain as much sentiments relative to “expenditure”-related words.

Second, consumers felt most satisfied with “service,” which received the highest rating among all

topics. Consumers used the most frequent positive and negative sentiment words toward restaurant

services, but positive words dominate negative words. It is worth clarifying that a consumer did not

experience both positive and negative service experiences at the same dining experience. One possibility
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is that some consumers felt good about a restaurant, while others felt bad about it, but a more plausible

scenario is that some restaurants received more positive sentiment words about their service while others

received more negative sentiment words about theirs.

1.4 Discussion

I found that the average rating was skewed to five stars, suggesting that consumers were overall

satisfied with their dining experiences. This is consistent with previous literature. For example, most

emotions expressed in food-related tweets, either through words or emoticons and emoji, were positive

rather than negative (Vidal et al., 2016). Even if there were more positive sentiment words in consumer

reviews, the magnitude of the impact of positive and negative sentiment indices on reviews’ ratings was

almost the same. But still we cannot rule out a possibility that consumers who have an extremely good

dining experience are more ready to leave reviews than consumers who have an extremely bad dining

experience. The answer to this question was not obvious and cannot be solved by my dataset.

Restaurant ratings were positively related to SPSI and negatively related to SNSI, consistent with

Canetti et al. (2002); Macht (2008); Edwards et al. (2013). This finding suggested that the sentiment

index system (SPSI and SNSI) used in this case study was a good index to describe overall consumer

satisfaction. Evidence from subsection 3.2 analysis also supported my argument. From the regression

analysis, a considerable portion of rating variations (32%) was explained by sentiment indices. Future

researchers can use the SPSI and SNSI sentiment index as one of predictors to predict consumer ratings

in many food-related circumstances, including dining and grocery shopping. Evidence from the field

of computer science research (Lei et al., 2016) supported adding sentiment factors to rating prediction

algorithms to improve the accuracy of rating predictions.

When talking about “service topic”, consumers used more sentiment words than other topics. I

speculated that service involves interpersonal interactions, which can evoke strong sentiment. This

finding is in agreement with Walls et al. (2011), who studied the luxury hotel industry and find that

human interaction can affect customers’ experiences. Even if “service” were linked with the most

frequent sentiment word usage (both positive and negative), “service” still received the highest rating

among all topics. All of the above findings led to one important point: service is important. However,

restaurant owners must also consider that excessive service may also change consumer attitudes for the

worse (Lin et al., 2019).

Social-related words had the least associated sentiment word usage (either positive or negative),

compared with other topics. The purpose of online review platforms is to describe and evaluate a

product or service. Reviewers’ focuses were on product or service rather than other “external” things.

In contrast, when posting on social media platforms, consumers’ usually express their thoughts and
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feelings and talk about their private lives. For instance, Vidal et al. found that in food related posts

from Twitter people frequently mentioned social contexts, especially referencing to their friends and

family. Furthermore, when these social contexts were mentioned, the topic of the tweets focused on

the user’s social life and positive sentiments were usually expressed. As the audience for social media

posts are usually friends and family, users are expected to be more likely to share their sentiments in

these platforms. Since the audience of online reviews were restaurant owners and other consumers,

consumers were less likely to expose their private lives. If future research can connect consumers’

social media accounts with their online review platform accounts, this unique dataset could provide

more comprehensive information about consumer behaviors on different platforms, thereby improving

predictions of consumer behavior.

1.5 Limitations

In my case study, I manually categorized the most frequently used 300 words into five topics and

calculated the fraction of each topic for each review. The top 300 words may not be enough to capture all

consumer-concerned topics. The manual categorizing method limited my capacity to include more words

in my topics. However, there is a trend toward using machine learning methods to categorize topics.

Heng et al. (2018) used Latent Dirichlet Allocation (LDA) to automatically categorize coffee-shopping

reviews from Amazon.com and found that service, physical, feature, flavor, and subjective expression

can affect consumers’ purchasing decisions. Future scholars can exploit the big-data advantage of online

reviews to train their text-categorizing algorithms and categorize text reviews automatically,which will

allow the word coverage of each topic to increase exponentially.

Data availability is an issue worth mentioning. For the research, I used Yelp data from the Yelp

Dataset Challenge program, which gave researchers open access to Yelp review data. However, review

platforms do not commonly provide their review data to researchers. In most situations, researchers

need to collect these data by themselves. One common technique to collect data from websites is to

use the web-scraping technique. Data displayed on websites can only be viewed by visiting its URL

(uniform resource locator). Web-scraping is a kind of precoded software that can visit a particular

website’s URL and copy data from it to the user’s local storage. Researchers can compile a customized

web-scraping software by using Python or use a precoded package from R (Munzert et al., 2014).

The text analysis method I used in this paper was the semi-automatic content analysis method. It

was different from a simple word count analysis, which calculated individual word counts in text data

and had been deemed “uninformative at best and misleading at worst” (Vidal et al., 2015, p. 67). Vidal

et al. (2015) recommended content analysis to analyze text data from Twitter, but this method requires

a considerable time for researchers to analyze each text and extract its meaning in context. Hence, I
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used a compromise method that aggregated word count by topics. I was only concerned with how

topic-related words affected consumer sentiment word usage, rather than with the impacts of individual

words. For this purpose, my method was good enough.

It is important to note that after tokenization and stop word removal, words were considered out of

their original contexts. There was a risk that the original meaning of the review may be misinterpreted.

For example, if a review says “did not love the food”, after tokenization and stop word removal, only the

words “love” and “food” would be associated to that review. The next question would be how serious

this problem was in my analysis? The developers of the LIWC software discussed this situation based

on probabilistic models of language use (https://liwc.wpengine.com/how-it-works/). Their conclusion

was, if the lengths of the texts are over 50 words, even if the misclassification problem does exist, it

will not impair conclusions to a serious degree. Since the average word count of Yelp text review was

about 130 words, I believed that the impact of misclassification problem was very mild.

In sentiment analysis, the dictionary included not only emotion words but also consumer’s affective

responses toward their dining experience. Actually, the underlying assumption being made was that

these affective words can reflect consumer’s emotions indirectly. For example, the word “delicious”

was assigned as positive sentiment in the LIWC. The underlying assumption was that when consumers

wrote such a word in their review, they were likely to feel positive of their food.

1.6 Conclusion

I found that (1) consumers used more positive sentiment words than negative sentiment words

in their Yelp restaurant text reviews. (2) The proportion of positive sentiment words in reviews was

positively related to ratings; the proportion of negative sentiment words in reviews was negatively related

to ratings. (3) Relative to food, consumers used more sentiment words (both positive and negative)

when they were discussing restaurant service. (4) Consumers used the least sentiment words when they

were discussing social-related topics compared with the other topics (food, service and expenditure).

(5) Consumers rated restaurant service higher than they rated food.

My immediate contribution to sensory and consumer science study is providing a new insight to food-

related consumer sentiment research by using online review data. Also, I found that online review data

can provide comprehensive information for consumer behavior research. Admittedly, the 300 most-

frequent words may not fully cover all consumer concerns, and the semi-automatic content analysis

method may lose some estimation precision. However, as I claimed, my primary purpose in this paper

was to provide insights into consumer sentiment studies from a new angle. For future researchers, it

would be beneficial to explore more advance text analysis method to analyze online review data.
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Chapter 2: Two-sided online review manipulation:

sellers and platforms

2.1 Introduction

In the past three decades, e-commerce companies have evolved from small garage companies to

business giants in this world. As of the first quarter of 2020, Amazon joins the trillion-dollar club,

Yelp has more than 35 million average monthly mobile application unique users and 211 million cumu-

lative reviews worldwide, and Expedia reaches 2.2 billion revenue. These fast-growing companies not

only provide convenient purchasing channels for consumers, more importantly, but they also serve as

consumers’ opinion communication platforms by allowing them to leave reviews. Online reviews have

become one of the most important information sources for consumers’ purchasing decisions (Anderson

and Magruder, 2012). Many consumers rely heavily on online reviews to guide their online purchasing

decisions. Especially as spending habits change, as during the COVID-19 period, online reviews gain

importance.

When product quality is unknown, online reviews can provide helpful guidance for consumers.

Economists have long studied the relationship between experience goods and consumer information

(Akerlof, 1970; Nelson, 1970). Some of the first online reviews appeared on eBay and research has

shown that there are small price effects due to the reviews of the seller (Melnik and Alm, 2002), and

these reviews are more important for inexperienced sellers (Livingston, 2005). Research also shows that

online platforms have an incentive to promote high-quality sellers (Nosko and Tadelis, 2015; Jaffe et al.,

2017).

Since online reviews gain huge impacts on consumer purchasing behaviors, review incentives begin

to emerge. For example, an extra half-star increment at Yelp can increase restaurants up to 19% more

reservations (Anderson and Magruder, 2012); also for Yelp, an extra one-star increment can lead to

5%-9% revenue increment. However, due to this attractive lure, businesses begin to manipulate with

reviews to maximize their benefit. These manipulation behaviors can cause consumers’ welfare loss,

consumers’ trust crisis (Anderson and Magruder, 2012), and in the long run, online review industry

shrink (Luca and Zervas, 2016). Hence, the correctness and accuracy of online information used by

consumers are critical.

Results of the existing literature about review manipulation are mixed. Some research shows that

there are widespread fake reviews in online platforms (Mayzlin et al., 2014; Luca and Zervas, 2016).

However, other research shows that there is no significant review manipulation in online platforms (An-
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derson and Magruder, 2012). To the best of my knowledge, the research that most closely matches my

research was done by Mayzlin et al. (2014). In Mayzlin et al. (2014), by using a differences in differences

approach, the authors examined the review difference of two hotel review platforms (TripAdvisor and

Expedia) for different types of hotels. By assuming consumer homogeneity between the two platforms

and no fakes reviews at Expedia, the authors assume that the rating difference between the two plat-

forms comes from fake reviews posted by sellers at TripAdvisor. However, in my paper, I provide an

alternative explanation for the rating difference between review platforms. I assume review incentives

are not necessarily limited to fake reviews posted by sellers. Review platforms also have motivations

and measures to change the incentives or even possibly manipulate reviews.

In this paper, I find that review platforms influence online reviews by affecting the writing behavior

of consumers. To be specific, I compare the restaurant online review differences of Las Vegas, Nevada,

between two online review platforms, Yelp and another industry-leading restaurant review platform.

I find that the average rating of the industry-leading platform is a half star higher than Yelp for the

same restaurants. By using the fixed-effects model, I explain the half star difference by inferring that

the industry-leading platform intentionally attracts satisfied consumers to leave positive reviews. The

reason that platforms can attract positive reviews is that there are costs for consumers to leave reviews

(e.g. time cost for writing text reviews) and only consumers with a negative experience have enough

motivation to leave reviews. Hence, if platforms can reward users to leave reviews, those positive

consumers would have enough motivation to write reviews.

My immediate contribution to the review platform literature is that I find a new alternative explana-

tion for average rating difference across platforms. This finding is meaningful for the future supervision

of online review platforms. Furthermore, my paper provides empirical evidence for the information

design theory literature (Sobel, 2020).

2.2 Data

My dataset is constituted by two components: Yelp review data and an industry-leader online

restaurant reservation platform(hereafter platform O) review data. This unique long panel dataset

contains reviews from 2007 to 2017 of 257 common restaurants at Las Vegas, Nevada, in the two

platforms. It contains 155,568 review observations with Yelp and 219,386 observations with platform

O. In this dataset, I have seven variables including, user name, restaurant name, restaurant address,

review date, numerical rating, text review, and word count of each text review. Please see appendix A.

for data processing.

From table 2.1, we can first observe that platform O has more observations than Yelp (219,386 vs

155,568). This finding might be counter-intuitive, because anyone can leave reviews on Yelp but only
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Table 2.1: Summary statistics

Variables Obs. Mean Std. Dev. Min Max
Yelp

Rating 155,568 3.9 1.3 1 5
Word Count 155,568 123.5 117.2 1 982

Platform O
Rating 219,386 4.3 1.1 1 5
Word Count 219,386 48.4 44.4 0 401

consumers who booked and honoured their reservations can leave reviews on platform O. However, if

we consider that platform O is able to encourage consumers to leave reviews by giving them rewards,

this finding makes sense. Second, I find that platform O has a higher average rating than Yelp (4.3

vs 3.9). The standard deviation of ratings is slightly higher for Yelp reviews (1.3) than for reviews at

platform O (1.1). For the same restaurants during the same time period, users rated restaurants higher

in platform O than Yelp. Third, I observe that word count of text reviews at platform O are shorter

than Yelp (48.4 vs 123.5). The one standard deviation of Yelp and platform O word count is from 6.3

to 240.7 and from 4 to 92.8 respectively. Also, the maximum word count at Yelp is more than twice at

platform O (982 vs 401). In short, under the reward policy of platform O, platform O attracts more

reviews than Yelp. These reviews have higher ratings and shorter content than Yelp.

2.3 Theory

In this section, I discuss the existence of platform differences and explain the mechanism of platform

incentives. The average ratings (for the same restaurants) between the two platforms have a half star

difference. There are three possible reasons for this rating difference. First, sellers posted fake reviews.

Second, heterogeneous consumers between the two platforms. For example, consumers at platform O

are on average nicer than Yelp. Third, review platforms change the consumers’ threshold of leaving

reviews.

In my model, I assume that (1) there is no restaurant manufactured fake reviews at platform O. I

am able to make this assumption is because platform O only allows consumers who booked on platform

O and honored the reservations to leave reviews. In other words, the cost for restaurants to post fake

reviews are too high. (2) Also, there is no restaurant manufactured fake reviews at Yelp. The validity of

this assumption comes from the fact that Yelp has an unique and powerful fake review filter algorithm.

The algorithm uses state-of-the-art machine learning techniques to analyse numerous confidential user

background data (e.g., user’s review history, location, login history, etc.) to detect fake reviews1. It is

important to notice that I cannot promise that there is not even a single fake review at Yelp. However,

1See Yao et al. (2018) for more details about Yelp review filter algorithm.
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most manufactured fake reviews are eliminated by Yelp’s filter.

Differences in reviews can be explained by consumers’ incentives. (see appendix B for theoretical

model details). For consumers, I assume that there is a cost for them to leave reviews. Consumers will

only leave reviews when their benefit of leaving a review is higher than their cost. Also, I assume that

consumers who have a good experience are less motivated to leave reviews than consumers who have a

bad experience. If platforms notice this feature and want to increase the number of reviews, their best

strategy is to attract those consumers who are satisfied with their dining to leave reviews. In order to

stimulate these consumers to leave reviews, platforms need to send them rewards to leave reviews.

Review platforms have motivations to encourage consumers to leave reviews, since having more

reviews is a good signal for online review platforms (e.g., increase platforms’ advertisement premium

and stock price). Furthermore, these additional reviews are more positive than negative. Platforms

are able to attract more restaurants to contract with them by promoting restaurant average rating at

their platforms. Even if there is a cost for such incentives (the need to pay rewards to consumers), they

may be able to transfer these costs to restaurants partially or entirely. Hence, they may have enough

motivation to change the consumers’ incentives. However, it is worth noticing that platform O is able

to give rewards to consumers while Yelp cannot. This is because platform O can identify consumers’

identities through booking information and restaurant feedback. Without consumer identity verification,

it is imaginable that the reward policy would attract speculators that did not dine at the restaurant.

2.4 Empirical Method

The empirical model estimates whether (1) consumers at the two platforms are homogeneous and

(2) platform O lowers consumers’ leaving review threshold. These results may give evidence towards

the existence of different platform incentives at platform O.

I estimate the relationship of the numerical rating and word count of the text review between

Yelp and platform O. Numerical rating and word count are the two most important components of a

review. Numerical rating represents an overall dining evaluation, and word count is able to reflect more

details about consumers’ dining experience. Evidence of similar rating and word count between the

two platforms is a signal of homogeneous consumers between the two platforms. In order to control

other factors that may affect rating, I use standard fixed-effect model and month dummy variable to

control impacts from restaurant(location, cuisine style, decoration, price, and etc.) and time. I use

two dummy variables to test the intercept and slope differences between Yelp and platform O. The

estimation equation is given by:
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Ratingit = β0 + β1Y elp+ β2Wordcountit + β3Y elp ∗Wordcountit

+
∑
t

γtσt + αi + εit
(2.1)

where Ratingit is the average rating of restaurant i at month t, Y elp is an indicator function that is

equal to one if the observation is from Yelp; if Y elp=0, the observation is from platform O. Wordcountit

is standardized average word count of restaurant i at month t.2 σt is a month dummy variable, αi is

restaurant fixed-effect, and εit is the error term.

2.5 Results

Table 2.2 shows the estimation results from equation 2.1. First, we observe that the coefficient for

Y elp is -0.51 and significant at 1%. This implies that given a word count of zero, platform O has higher

ratings than Yelp. The coefficient for Wordcount is -0.39 and significant at 1%. Hence, the word count

and rating are negatively correlated. The more contents consumers would like to write, the lower rating

they would like to assign. This implies that bad mood normally motivates people to express more.

Table 2.2: Estimation result of equation 2.1

Variables Rating
1yelp -0.510***

(0.0190)
Wordcount -0.390***

(0.0183)
1yelp*Wordcount 0.00488***

(0.000302)
Constant 4.045***

(0.0332)

Observations 23,028
No. of restaurants 254
R-squared 0.140
Restaurant FE Yes
Month Dummy Yes
Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

The coefficient for Y elp ∗Wordcount is 0.00488 and significant at 1%. This intersection term tests

the slope of rating and word count differences between Yelp and platform O. Its coefficient is positive

and significant means that the slope of Yelp, with respect to the word count, is less steep than platform

2Wordcount has been standardized using a Z score, such that Wordcount = Word Count−87.15
62.79

since 87.15 is the mean
and 62.79 is the standard deviation for the sample that contains both Yelp and OpenTable. Hence the -.39 implies that
if the review is one word longer, the expected rating would change −.39 ∗ 1/62.79 = −0.006.
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O. However, it is small relative to the absolute value of coefficient for Wordcount. Hence, we can deem

that the slopes of Yelp and platform O are similar enough that given any world count within the range

of the sample, the expected review is higher on platform O than for Yelp. From table 2.1, we know

that the average rating for Yelp and platform O is 3.9 and 4.3 respectively; the average word count is

123.5 and 48.4. From figure 2.1, we can see clearly that the two platforms attracted a different subset

of consumers to leave reviews. Platform O attracts more satisfied consumers than Yelp.

Figure 2.1: Rating and word count scatter

I make two adjustments for better data display: (1)data is collapsed to yearly level. (2)6 outliers, whose word
count over 300, are dropped.

The slope of Yelp is also negative(-0.39+0.00488). This result shows both consumers at the two

platforms tend to write more words when they have bad dining experience (low rating). Hence, based

on these evidence, I assume that consumers at the two platforms have other similar features (rating

rubric, taste, and etc.). Furthermore, I conjecture that consumers are homogeneous between the two

platforms. In short, we have evidence for homogeneous consumers and for the existence of varying

platform incentives.

2.6 Conclusion

In this paper, I find that review platforms are able to affect consumer reviews by changing consumer

review behaviors. This finding provides a new perspective for online review platforms. It is beneficial

for future researchers to explore more possible ways of information manipulation, besides analyze fake
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reviews. Broadly, variety online review platforms and their different information display designs provide

the potential to study the impacts of information display frames on consumer behaviours.
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Appendix A: data processing

It takes us three steps to construct the dataset. First, I construct the Yelp dataset. The Yelp

review data comes from the Yelp dataset challenge program which provides free access to about 4.5

million local-business (restaurants, coffee shops, barbers, and etc.) and consumer reviews across 10

metropolitan areas in United States and Canada. This dataset contains comprehensive consumer (e.g.,

numerical rating, text reviews, and etc.) and business description variables (e.g., whether the business

has parking, allows pets, has WiFi availability, and other 78 variables). I extract restaurant reviews of

Las Vegas from these data to build the Yelp dataset. Due to two reasons, I choose Las Vegas as the

sample: (1) unlike most other cities in the Yelp dataset challenge program, Las Vegas is a tourist city.

Hence, most of the reviews on Las Vegas restaurants are left by tourists. Compared with tourists, local

consumers have established their expectations about local restaurants, which make them less likely to

leave reviews without undergoing extreme dining experiences. Therefore, reviews from tourists are more

representative than local residents. (2) Processing the all 10 metropolitans outperforms my computer

processing capacity.

Second, I use web-scraping technique to collect restaurant consumer review data of Las Vegas at

platform O. I collect 6 variables including user name, restaurant name, restaurant address, numerical

rating, text reviews and review date. Also, I dropped all reviews out of the range of January 2017 to

December 2017.

Third, I merge the two sub-datasets by restaurant name and address. Before matching, I adjust

all restaurant name spelling to lower case for higher successful matching probability. For unmatched

restaurants, I manually check their restaurant name spelling and address. Finally, I obtained 257

matched restaurants from the two platforms.
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Appendix B: A simple model

Model set up

I assume that there is one restaurant, n (n ∈ Z+, n > 1) identical consumers, and two online review

platforms(platform A and platform B) in the economy. Further, I assume that platform A encourages

consumers to leave reviews by sending them rewards. Platform B chooses not to send rewards to con-

sumers.

I assume that consumers are able to obtain utility from their dining process. Before dining, all

consumers share the same expected dining utility.

E(u(c)) = ū (B.1)

here, c is consumer’s dining quality; u(·) is consumer’s utility function, u(·) satisfies u′(·) > 0, u′′(·) < 0;

ū is consumer’s expected dining utility.

After dining, consumers are able to observe the real dining quality. The quality is either good or

bad. I assume that consumers with good dining quality would assign five stars to the restaurant and

1 star with bad dining quality. Also, I assume that consumers with bad dining quality are more likely

to influence with reviews (leave long reviews) than consumers with good dining quality. It is because

consumers are more emotionally sensitive to bad quality than good quality. Also, writing reviews is

one of consumers’ outlet for their accumulated emotions. Hence, the utilities of good and bad dining

quality are:

u(cgood) = ū+ γ (B.2)

u(cbad) = ū− θ (B.3)

where cgood is good dining quality; cbad is bad dining quality; γ is the utility bonus of good quality; θ is

the disutility of bad quality; since a bad quality dining has more impacts on consumers’ dining utility

than a good one, I assume θ > γ.

Based on real dining quality and expected dining quality, consumers make their review writing decisions

(leave reviews or not and length of text reviews). I assume that the more difference between consumers’
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expected dining quality and real dining quality, the more likely consumers would like to influence with

reviews. The willingness to leave review function is:

W (creal) = f(|u(creal)− E(u(c))|) +m+ ε (B.4)

here, W (·) is the final word count wrote by consumers; f(·) is the word count function, which is a

monotonic increasing function of the difference between consumer real dining quality and expected

dining quality(f ′(·) > 0, assume there is a, a > 0, subject to f(x) = 0 if x ≤ a; f(x) > 0 if x > a;

also, γ < a < θ); m is the extra words wrote by consumers who are motivated by the platform A’s

rewards(for consumers with platform B, m = 0); ε is the disturbance term, which follows standard

normal distribution.

Consumers’ review writing decisions

After substituting consumers’ expected utility (equation B.1), good and bad dining utility (equation

B.2 and B.3) into consumers’ willingness to leave review function (equation B.4), we obtain consumers’

review writing decisions. Below are the word counts that consumers left under good and bad dining

quality respectively:

W (cbad) = f(θ) +m+ ε (B.5)

W (cgood) = f(γ) +m+ ε (B.6)

Figure B.1 shows consumers’ different leaving review decisions between the two platforms. From

figure B.1, I have two findings: first, for good dining quality, platform B users don’t have enough mo-

tivations to leave reviews. While after receiving rewards, users from platform A would like to leave

reviews. Since their experience are good, consumers wouldn’t tend to influence with long reviews.

Hence, users with platform A would assign five star ratings (assumed in model set up) and write short

text reviews. Second, for bad dining quality, both of users on the two platforms would like to influence

other consumers with long reviews. Reviews on the two platforms would be one star ratings with long

text reviews. At the same time, text reviews at platform A are longer than platform B because users

with platform A motivated by extra rewards.

We can observe that the difference of reviews between the two platforms depends on the ratio of good

and bad consumer dining experiences. If there are more positive consumers than negative, platform A

would have more reviews, higher ratings, and shorter text reviews than platform B. While if most of
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consumers feel negative about their dinners, platform A still has more reviews and higher ratings than

platform B but with longer text reviews.

Figure B.1: Consumers’ review writing decisions between the two platforms
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