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Abstract

In recent years, with the ever increasing operating frequencies, signal-power integrity

analysis in high-speed interconnect systems is becoming increasingly important. Passivity

is an integral property of such analyses, as a non-passive system may produce complexities

when interfaced with other systems. Passivity needs to be verified and ensured during

macromodelling of large interconnects systems. In general terms, a system is regarded as

passive if it consumes energy.

Due to the importance of passivity in global systems simulation, many theories and

methods addressing passivity verification and enforcement have been proposed. This thesis

conducts a study of system passivity, starting from an overview of macromodeling of intercon-

nect systems. Passivity definitions from various perspectives, conditions and requirements

for passive systems and different available passivity verification and enforcement methods

are presented.

In this thesis paper, four main contributions have been made: (i) we demonstrated a

technique to verify passivity by realizing a 1 port system in the circuit domain, (ii) we

have developed three algorithms to compute zeros from partial fraction form of rational

function to assess passivity, and (iii) we develop a technique using 3-point data samples to

extrapolate frequency domain response of macromodels to DC-point as a pre-processing of

data before simulation of macromodels and (iv) We made a Python implementation of Second

Order Arnoldi Passive Model Order Reduction (SAPOR) method. All these methods are

successfully tested on several analytic and simulated examples that represent interconnect

macromodeling systems to show accurate performance of the proposed techniques.
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CHAPTER 1

Introduction

1.1 Research Motivation

Signal and power integrity analysis has a great impact in the design and characterization

of digital circuits and communication systems. These characterizations of high-speed in-

terconnected systems are getting increasingly dependent on reduced-order macromodelling

methods [1–6]. Often these macromodels are extracted from electromagnetic simulation or

from direct measurement in the form of admittance, impedance, scattering or hybrid pa-

rameters. Electrical interconnects are greatly facilitated by the rational macromodels since

they can be easily converted into SPICE-compatible netlists, that allows signal and power

integrity analyses using typical simulation software tools. These macromodels must be de-

signed accurately to preserve the accurate response of the system. In macromodels, one of

the most fundamental and sensitive properties is passivity. It can be easily violated during

reduced-order modeling which affects circuit behavior, especially when the macromodel is

interfaced with other networks. Henceforth, verification and enforcement of passivity during

the derivations of macromodels have become a topic of intense research.

Noteworthy endeavors have been undertaken lately for the advancement of powerful and

effective passivity verification and enforcement. Over the previous two decades, the topic

of enforcing passivity has achieved significant consideration in the literature. Plenty of

techniques and efforts have been demonstrated by researchers. Taking this into account,

this thesis paper provides a chronicled advancement of the hypothesis relating to passivity

verification and enforcement of linear systems.

This thesis concentrates on passivity verification along with enforcement. Before unfold-

ing the contributions of this thesis in later chapters, we begin with some preliminaries about
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existing passivity verification and enforcement schemes in linear systems.

1.2 Definition of Passivity

A passive system is a system that is incapable of producing energy and can consume en-

ergy only from the sources that excites it [7, 8]. Particularly, the system must absorb and

accumulate energy before having the capacity to give back this energy externally. Mathe-

matically, a system is passive if the accompanying condition is true for the combined net

energy consumed by the system x(t) up to any arbitrary time t [9],

εx(t) =

∫ t

−∞
|x(τ)|2dτ ≥ 0 (1.1)

Furthermore, a system is denoted as strictly passive if it consumes energy, and it is passive

if it does not produce energy. The specific analytical interpretation of passivity is dependent

on the representation used to define the system.

1.2.1 Early Definitions

In 1954, a broad definition of passivity was proposed by Raisbeck [10] that a linear time-

invariant n-port system represented by an open-circuit impedance matrix, Z(s) = [Zµv(s)],

is defined as passive only if the hermitian matrix Z(s)+Z∗
′
(s) is positive semi-definite in the

right half-plane. An extremely thorough definition of LTI passive networks was described

by Youla et al. in 1959 [11]. The condition for an n-port network to be passive is:

∫ t

−∞
vT (τ)i(τ)dτ ≥ 0 (1.2)

for all t and all admissible port voltages v(t) and currents i(t). This equation is valid for

impedance or admittance representation.
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The definition of passivity is similar for scattering representation, [11] which is as follows,

∫ t

−∞
[aT (τ)a(τ)− bT (τ)b(τ)]dτ ≥ 0 (1.3)

where a(t) and b(t) are the incident and reflected power waves at the ports respectively.

These definitions are valid for lumped and distributed systems alike.

In 1966, Resh [12] and Kuo [13] presented the Raisbeck proposition with a slight modi-

fication. In 1969, Wohlers [9] gave explicit validation using the theory of distribution. The

aforementioned definition has two noteworthy shortcomings. There might not be any state

that stores zero energy, or there might be multiple states having zero energy stored in case of

a nonlinear network. Additionally, the network could portray non-passive properties when

it is initiated in a state where (1.2) is invalid.

To overcome the above problems, a new theory by Wyatt et al. [14] defined passivity in

analog systems that are also nonlinear. This definition shapes the premise for a generalized

nonlinear definition of passivity for digital networks. Chua et al. defines passivity in [15]

that the voltage current pairs {v(t), i(t)} are called admissible if

∫ b

a

|〈v(t)i(t)〉|dt < +∞ (1.4)

for all real a and b. A network is passive if there exists a real-valued function E of the initial

state x0 such that

∫ T

0

|〈v(t)i(t)〉|dt+ E(o0) ≥ 0 (1.5)

for all admissible pairs {v(t), i(t)}, all T ≥ 0 and all initial states x0
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1.2.2 Laplace Domain Definition

In the Laplace domain, passivity of a system is interconnected with two important concepts,

Positive realness and Bounded Realness. A system represented with immittance matrix

is passive if the corresponding transfer function is positive-real. A transfer matrix H(s)

represents a passive linear system if it meets the following conditions [9]:

1) each element of H(s) is defined and analytic in <e(s) > 0;

2) HH(s) +H(s) > 0 for all s such that <e(s) > 0:

3) H(s∗) = H∗(s)

For systems with scattering matrix representation, passivity depends on the bounded-

realness of the transfer function. A transfer matrix H(s) represents a passive linear system

if and only if

1) each element of H(s) is defined and analytic in <e(s) > 0;

2) I −HH(s)H(s) > 0 for all s such that <e(s) > 0:

3) H(s∗) = H∗(s)

The superscripts H and ∗ denote transpose conjugate and the complex conjugate, respec-

tively.

From the presumption of strict stability, poles are not permitted on the imaginary axis

for the scattering form of system, and condition (1) has to be valid for <e(s) > 0. Although

conditions (1) and (3) are easy to fulfill, satisfaction of condition (2) poses serious numerical

difficulties. This fact roused critical research endeavors in the most recent years, aiming at

the realization of quick and strong calculations for passivity verification and enforcement

models.

1.3 Passive Macromodelling

Building a reduced-complexity behavioral description of a device or a system of devices

retaining the significant property of passivity is referred to as Passive Macromodelling. Pas-
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sivity Verification and Enforcement methods consist of two primary approches, a) Passive

Macromodelling and b) a two-stage process that first recognizes an underlying model, and

after that enforces passivity through an appropriate perturbation process. These two ap-

proaches have been illustrated in Figures 1.1 and 1.2 respectively. In this section, we have

discussed about the most common passive macromodelling techniques.

Passivity Verification & Enforcement

Passive Macromodeling
Step 1 : Passivity  

Verification

Model Order 
Reduction 

(MOR)

Vector 
Fitting

Krylov
Subspace 

Techniques

Asymptotic 
Waveform 
Evaluation

Step 2 : Passivity  
Enforcement

Passive Reduced-
Order 

Interconnect 
Macromodelling

Algorithm

Parameterized 
Model Order 

Reduction

Figure 1.1: Passive Macromodelling Techniques
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1.3.1 Model Order Reduction Techniques

Model order reduction (MOR) techniques fulfill the requirement for accurate, downsized,

compact models [16]. These models are combined to form an approximate yet detailed rep-

resentation of the whole system. Starting with a number of ODEs, MOR techniques produce

confirmed passive reduced-order models. Projection or truncation processes are used to ob-

tained compressed models. With the ever-increasing scale of circuits and efforts to decrease

the order of system magnitude, the traditional model order reduction (MOR) approach pre-

serves fundamental system properties like passivity. The most notable model order reduction

techniques include Padé Approximation [17] and AWE [18], Complex Frequency Hopping,

Krylov subspaces [19, 20], the Arnoldi process and PRIMA.

Asymptotic Waveform Evaluation:

Padé approximation based reduced order modeling schemes have been identified to be effec-

tive measures for different modelling and simulation techniques. The asymptotic waveform

evaluation (AWE) [21] was one of the first Padé based schemes. The basis for this technique

is moment matching. When the Padé approximation based model order reduction technique

is used in dynamic models, it does not preserve the passivity. A few unstable zeros and poles

cause this non-passivity. A distinct passive model of reduced order can then be achieved

by implying some stable zeros and poles by retaining the estimation property of the Padé

approximant as much possible.

Krylov Subspace Techniques:

The Krylov subspace block is another projection technique for the estimation of multi-port

system models of reduced order. We can define a Krylov subspace as a series of vectors
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produced by a predefined matrix and a vector in following equation (1.6).

Kn(A, r) = span{r, Ar,A2r, ...., An−1r} (1.6)

where A is a matrix, r initial vector, the nth Krylov subspace Kn(A, r) is a sequence of n

column vectors. Half as many moments are matched by Krylov subspace models compared

to Padé approximation based models and these models are always passive. Another well-

known Krylov-subspace algorithm is the Arnoldi process [22]. Arnoldi based models are

not characterized by Padé approximation, and accordingly, all in all, the accuracy is not as

precise as a Padé based model of equal order.

Passive Reduced Order Interconnect Macromodelling Algorithm

(PRIMA):

Passive Reduced Order Interconnect Macromodelling Algorithm or PRIMA is an Arnoldi

based reduction process. In [23], it has been established that PRIMA preserves passivity of

reduced order models for typical RLC circuits. A block interpretation of the Arnoldi process

is first utilized by PRIMA and then reduced order models are obtained by mapping the

matrices. These matrices mapped onto the Arnoldi basis vectors represent the RLC transfer

function. The fact that PRIMA ensures the passivity is proved by experimental results which

is important for time domain analyses.

Parameterized Model Order Reduction:

The variation-induced issues are recognized by Parametric MOR or variational MOR [24]

(VMOR) techniques in circuit and system modeling. Typical cases are geometric varia-

tions [25] and process uncertainty [26]. PMOR is valid for both linear and nonlinear sys-

tems. [27] proposes a unique parameterized model order reduction technique which produces

parametric downsized models. A powerful and steady sequence of passivity preserving MOR
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method ensures the global passivity of the parametric reduced order model. A domain

of positive interpolation operators are the basis for the sequence of MOR methods. The

PMOR algorithm retains the three conditions mentioned in section 1.2.2 over the unified

design space.

PMOR methods ensure the passivity of systems when the original behavioral depiction

of the circuit is passive. But the problem associated with it is the unavailability of such a

behavioral model (circuit). Hence, different attempts have been undertaken for the char-

acterization of macromodels in time or frequency domain. Despite providing very precise

estimation, the general output of such methods is not always a passive model.

1.3.2 Vector Fitting

One of the most successful approaches for extracting macromodels of linear interconnects

and LTI systems, is achieved by applying frequency domain fitting techniques to measured or

simulated data in the frequency domain [28–33]. The first approximation is made via a ratio-

nal function. Followed by an equivalent circuit or synthesis of a state space form to facilitate

simulation with a circuit simulator. A fascinating development in passive macromodelling

occurred in the late 1990s when the vector fitting (VF) algorithm was first introduced. Since

its first introduction [28], it has emerged as a widely used technique for macromodel gener-

ation from frequency domain data obtained via measurement or simulation. We can obtain

reduced order state space macromodels by rational curve fitting algorithms [28–33] from

frequency-domain responses presented by scattering, admittance, or impedance matrices;

with a view to identifying dominant pole-residue pairs expressed in a partial fraction form.

The poles and residues are selected such that the resultant fitted transfer function becomes

passive. Thus, it is possible to approximate the tabulated transfer function via a summation

of rational functions with complex poles p1, p2, . . . , pn and complex residues q1, q2, . . . , qn:

H(ω) ≈
n∑
i=1

qi
ω − pi

(1.7)
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The algorithm of vector fitting developed in [28] produce one possible technique to provide

such a representation. The associating impulse response can be obtained analytically and

can be expressed as the following sum:

H(t) ≈
n∑
i=1

qie
pit (1.8)

Beyond the measurement frequency bandwidth, where there is no fitting restriction as

well a minimal errors in the frequency-domain data may end up in generating a non-passive

model. Therefore, vector fitting does not always ensure passivity of the rational approxi-

mated macromodel generated through it. Under the circumstance, substantial research effort

has been given to ensure passivity, and different enforcement techniques in literature can be

utilized to serve the purpose.

1.3.3 Loewner matrix Interpolation

Loewner matrix (LM) interpolation is a very recent macromodelling technique mentioned

in [34]. It is able to display great scaling in the number of ports and poles for both lumped

[35, 36] and distributed [37–39] networks. This technique facilitates use by generating a

macromodel directly in the descriptor state space system (DS) framework directly. And the

method retains passivity very accurately in a system of increasing order. As a matter of

fact, producing a reduced order macromodel at the expense of minimization in preciseness

is valuable.

1.4 Existing Passivity Verification Techniques

A system is passive when the total energy entering into a system is non-negative throughout

time. This definition implies a specific interpretation of passivity related to the system

transfer function. The implication on the transfer function is outlined for general linear time-

invariant (LTI) systems in that it has to be Positive Real for immittance representations and
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Bounded Real for scattering representations. We shed light into these passivity constraints

for state space representation of the system in the accompanying sections. These conditions

will lead to some useful passivity verification and enforcement schemes for interconnect

systems. Figure 1.2 illustrates a number of passivity verification and enforcement techniques.

The classical method of passivity verification for macromodels is done by sweeping frequency

along eigenvalues of the real part of the admittance matrix. However, this methodology

experiences a few disadvantages, for example, the maximum frequency and the range of the

sweep has to be precise for accurate outcome. Likewise, it fails to distinguish the precise

areas of violation.

Dissipation Inequality

Positive Realness

Imaginary Poles of 
Residue Matrices

Eigenvalues of 
Hamiltonian Matrices

Passivity Verification

Convex 
Optimization

Eigenvalue 
Perturbation

Pole-Residual 
Perturbation

Singular Value 
Decomposition

Passivity Enforcement
Frequency Sweep

Singular Value 
Manipulation

Figure 1.2: Passivity Verification and Enforcement Techniques
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1.4.1 Linear Matrix Inequality

Positive/bounded realness described in 1.2.2 forms the basis of the Linear Matrix Inequality

based passivity verification technique, which makes passivity of a system related to the

transfer function. H(s) is passive if and only if the following linear matrix inequality (LMI)

are satisfied.

−AtP − PA −PB + Ct

−BtP + C (D +Dt)

 ≥ 0 (1.9)

with P = P T ≥ 0. And the Bounded Real Lemma, i.e,


−AtP + PA PB Ct

BtP −I Dt

C D −I

 ≤ 0 (1.10)

with P = P T ≥ 0. We can assess the passivity of immitance systems by a) checking the

(Hermitian) symmetry and nonnegative definiteness of the residue matrices from the purely

imaginary poles (including s = 0 and s = ∞); b) taking the state space representation of

the system and checking their positive realness.

1.4.2 Hamiltonian Matrices

We can verify the passivity of a transfer function in any of the state space forms (scattering,

impedance, admittance or hybrid) by spectral properties of Hamiltonian matrices. Checking

the presence of purely imaginary eigenvalues in the corresponding Hamiltonian matrix is

a general test for passivity [40]. If there are one or more purely imaginary eigenvalues

found, the system is considered non-passive. The state–space system is passive if there are

no imaginary eigenvalues in the corresponding Hamiltonian matrix [41] given by equation

(1.11):
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M =

A−B(D +Dt)−1C B(D +Dt)−1Bt

−Ct(D +Dt)−1C −At + Ct(D +Dt)−1Bt

 (1.11)

The formulation of this technique using a Hamiltonian matrix, being independent of fre-

quency – is the main advantage. Hence, the absence of imaginary eigenvalues inherently

suggests that the associated macromodel is passive. Here, we present an example to validate

this technique to verify the passivity of a system. We consider one passive and one non-

passive system described by the state space representation {A,B,C,D}. The Hamiltonian

matrix of the non-passive system exhibits purely imaginary eigenvalue which is verified by

the largest singular value of the transfer matrix. The singular value is greater than 1 for all

frequencies for the non-passive system. The validation of this method has been illustrated

in Figure 1.3.

It is absolutely necessary to know the frequency locations accurately for which the real

part of the eigenvalues turn from positive to negative, if we require a faster passivity enforce-

ment. Conventionally, frequency regions that have violations have detected eigenvalues of

Hamiltonian matrix M that is associated with the state space model [6,42,43]. When D+Dt

is a positive definite matrix, the real part of the symmetric admittance matrix F ((ω0)) is

singular if ω0 is an eigenvalue of the associated Hamiltonian matrix M . We can infer from

this statement that a purely imaginary eigenvalue of the Hamiltonian matrix M detects the

frequency at which F (ω) is singular (i.e., the macromodel becomes non-passive).

1.4.3 Singular Value Decomposition Method

In the novel work by Campbell et al., a different approach for verifying passivity by applying

singular value decomposition of the S-matrix is demonstrated [44]. The macromodeling can

be expressed as:

H(s) ≈ N(s)

D(s)
=

N∑
n=1

cn
s− αn

+ d (1.12)
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Figure 1.3: Validation of using Eigenvalues of Hamiltonian Matrices to verify Passivity.
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where H(s) is the transfer function of the system, cn is the nth residue and αn is the

nth pole. The system can be represented in the state space form, followed by a curve fitting

process, as follows

ẋ(t) = A.x(t) +B.u(t)

y(t) = C.x(t) +D.u(t)

(1.13)

where, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n, D ∈ Rm×m are the system, input, output and

feed-forward matrices respectively. Moreover, x ∈ Rn is the state , u ∈ Rm is the input and

y ∈ Rm is the output of the system, respectively and d
dt
x(t) is denoted by ẋ. The system

transfer function of the system can be rewritten as follows:

H(s) = C.(sI − A)−1B +D (1.14)

Here, s is the Laplace variable, s = ω and ω is the angular frequency in (rad/sec). The

condition for the system to be passive requires that the Hermitian matrix associated with

the H(s) be non-negative definite and unitary, so that the norm of the S-matrix has to be

less than or equal to 1, that is, ‖ S(ω) ‖2 ≤ 1. This implies that the maximum singular

value of S has to be less than or equal to 1 for all frequency ω, for the passivity criterion to

hold. Mathematically, we can express it as:

max
i,ω

σi ≤ 1 ∀σi(ω ∈ σ(S(ω)) ∀ω (1.15)

Where σ denotes the singular values of H(ω). The system will be passive if and only if

these singular values, σ are less than or equal to one.

1.4.4 Frequency Sweeping

The frequency sweeping method is another convinient way to check passivity. In [45], a

frequency sweeiping method has been proposed which is called the reciprocal frequency
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sweeping. It checks passivity by dividing the frequency axis into its original and reciprocal

segments by the largest frequency fmax of the S-matrix, then sweeps the two parts indi-

vidually. This method is based on the bounded real lemma. Frequency sweeping method

described in [46] is to check the positive (or bounded) realness of H(s) at a set of sampling

points s = ωk(k = 1, 2, ...) along the imaginary axis. The concept is basic, yet the calcu-

lations are not dependable. Despite adaptive sampling and a reciprocal sampling methods

that have been discussed in [46] and [45] respectively, some regions show non-passivity in

the vicinity of sampling points and passivity can not be accurately verified by finite sam-

pling. In [47], two sweeping methods have been proposed for checking passivity of descriptor

systems: extended reciprocal sweeping method and unit circle sweeping method. Frequency

sweeping methods are very efficient in terms of accuracy and locating passivity violations,

which makes consecutive procedures easier.

1.4.5 Generelized Hamiltonian Pencil

Compared with the standard state space equivalents, passivity tests of descriptor system

(DS) are explored much less. In [48], we find a new method for passivity test of descriptor

systems (DSs) called the generalized Hamiltonian method (GHM). For any system basis, this

method is capable of testing passivity of Descriptor systems without nominal realization.

This is a frequency-independent method and requires less time in system disintegration.

Also, GHM works well where Hamiltonian method fails, and it identifies passivity violations

more accurately than frequency sweeping techniques. Furthermore, the GHM method of

passivity test has been expanded for immittance Descriptor systems [49] and S-parameter

descriptor systems [50].
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1.5 Existing Passivity Enforcement Techniques

Passive macromodeling techniques grew very rapidly based on several published technical

papers on passivity enforcement. The exertion of passivity enforcement is more challenging

than curve fitting. Passivity can be enforced by implying the conditions using a number

of different methods. These imply a relation between the passivity conditions and the ele-

ments of the transfer function and state space representation, individually. Hence, passivity

enforcement schemes involve more numerical complexities than the complexities involving

rational curve fitting techniques. In addition, since ensuring passivity includes more con-

straints than any other fundamental properties of systems, it is necessary to take care of

the potential loss of accuracy cautiously. These constraints gave rise to noteworthy research

attempts in the past few years. Existing passivity enforcement methods include convex opti-

mization methods [51], Eigenvalue Perturbation Method [42,46,52], Frequency Pole-Residual

Perturbation [53–56], Singular Value Manipulation [44] and Local compensation [57].

1.5.1 Convex Optimization Method

Passivity enforcement using convex formulation introduced in reference [58] is described on

the basis of Linear Matrix Inequality (LMI) [41] conditions. Unfortunately, this method is

not computationally effective, that is it requires more memory to run in practical situations.

Convex formulation guarantees the passivity of the system matrix with the least modifica-

tion. Additionally, it requires a very small number of operations and the modified system

is precisely accurate. But the main disadvantage of this method is the substantial measure

of computation required for the algorithm. The number of variables is N(N + 1)/2 + NP .

If we assume that the number of states N is larger by a large margin than the number of

ports P , then the leading term is in the order of O(N2). Typically, the total expenditure

for determining an LMI optimization is in the order of O(K3). Therefore, the resulting cost

in this technique approximately becomes O(N6). Other than small-scale models that have



17

a small number of states, this formulation is incapable of handling most systems. More re-

cently, advancement on the convex optimization scheme [59] has shown that it is possible to

obtain the passive macromodel in a limited number of iterations within a satisfactory level

of preciseness.

1.5.2 Eigenvalue Perturbation Method

The eigenvalue perturbation method falls into the class of spectral perturbation of reasonably

characterized Hamiltonian matrices. Specific identification of passivity violations is possible

through a Hamiltonian matrix from its imaginary eigenvalues which are derived from the

state space model. But since the matrix size is equivalent to twice the number of model

states, the numerical extraction of eigenvalues require more time for larger models. Thus,

transformation of large scale macromodels may turn out to be very demanding. Recent

developments [60–62] have reduced the Hamiltonian matrices to half of their actual size

for passivity verification. The half size test matrices reduces the computational cost by a

factor of eight. But it can only be derived in case of symmetric singular matrices. Another

shortcoming of this method is convergence as it is based on non-convex formulation. In

[63–65], different approaches have been applied to make the eigenvalue method more effective.

More recent work [66] on eigenvalue perturbation presents an inverse eigenvalue method. It

is an advanced iterative method to ensure passivity in admittance matrices associated with

a system.

1.5.3 Pole-Residual Perturbation Method

Pole-Residual perturbation is the method in which we can enforce passivity by perturbing

poles/residues. The first class of such methods are perturbation of the residue matrix to

make required modification to the system to ensure passivity which are described in [53–55].

In [54,55], the perturbation has been applied to the whole residue matrix. In [56], poles are

modified to enforce passivity but the perturbation has been applied individually at each pole.
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These methods are not globally optimum. However, [67] proposed an innovative passivity

enforcement method which changes both zeros and poles in steps of iteration while explicitly

keeping the error level minimum at each iteration step.

1.5.4 Singular Value Manipulation

Macromodels based on S-parameters have an implication on the singular values in the fre-

quency domain that they have to be unitary bounded for the model to be passive. So,

another way of restoring passivity is to manipulate the singular values to make it less than

unity at all frequencies. The authors in [68] present an enforcement method that searches

for the minimum perturbations needed for passive realization.

Some other passivity enforcement is based on schemes assuming that the macromodel is

strictly stable. This technique ensures the explicit enforcement of the passivity conditions

at some precisely chosen frequency points that confers to assert condition (2) as

minλ{Φ(ω)} ≥ 0, ∀ω (1.16)

Equation (1.16) is characterized at an accurately specified collection of distinct frequency

samples. The modification of singular value is executed at the frequencies that do not satisfy

equation (1.16), directing toward eliminating passivity violations and reinforce passivity

globally.

1.5.5 Recent Advancement on Enforcement

Very recent developments [69–75] include more advanced techniques of passivity enforcement,

i.e, passive macromodeling method that results in close-to-band (CTB) violations [70] by

extending frequency samples efficiently, sensitivity-weighted passivity enforcement method

[71] especially for Power Distribution Networks (PDN). In [72, 73], the author presents two

enforcement methods based on localization. These methods cut down the memory as well
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as computation time by a significant order in comparison to Bounded Real Lemma based

convex formulations. In contrast with the conventional passivity enforcement schemes, [74]

comes up with a data pre-processing approach to reduce data passivity violations before

model extraction followed by passivity enforcement, working towards an accurate model

interpretation. On the other hand, a post-enforcement optimization technique is proposed

in [75]. This technique takes a passive model which is not so accurate as the initial point,

and searches locally in order to find the local optimum.

1.6 Thesis Contribution

The main contributions focus on Passivity Verification and Enforcement. The work proposed

in this thesis can be summarized as follows:

1. A passivity verification and enforcement technique has been proposed based on sys-

tem poles and residues. This method also successfully determines the passivity violation

frequencies. This methods enforces passivity by minimally changing the magnitude of the

frequency response. A future topic of work can be to enforce passivity minimally changing

the magnitude response as well as the phase of frequency response.

2. Since passivity can be verified by looking at the location of the system zeros at

the Laplace-plane, we have also proposed some more passivity verification techniques based

on computing the zeros by finding the local minima in the s-plane. We first develop an

algorithm to compute the real zeros. This method is then further developed for identifying

the complex zeros by searching the 2-dimensional Laplace s-plane for local minima. This

method has been improved more to distinguish the zeros if the system suffers from noise.

The improved algorithm computes the system zeros successfully from noise affected data.

3. Modern frequency domain measurement equipment cannot simultaneously cover high

and low frequency ranges with good resolution and accuracy. Therefore, it becomes critical

to extrapolate the data into the DC region before using it in the simulations. In this thesis,

we also develop a technique to extrapolate frequency domain response of macromodels to
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DC-point using 3-point data samples.

4. With increased range of frequencies, we constantly need to make compact behavioral

models from large scale circuits. Model Order Reduction is a great technique to fulfill this

need along with preserving the fundamental properties like passivity of the system. In this

thesis, we have implemented a Second Order Arnoldi based Passive Model Order Reduction

(SAPOR) [76] method in the python programming language. This method preserves the

passivity of the system by generating an orthogonal projection matrix. By projecting this

matrix on our sample system, we reduce the system by a large order. We have presented

some numerical examples to validate these results.
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CHAPTER 2

Verification and Enforcement of Passivity through Direct Minimal

Modification of Equivalent Circuits

The passivity verification and enforcement method described in this chapter has been pub-

lished in the conference paper entitled ”Verification and Enforcement of Passivity through

Direct Minimal Modification of Equivalent Circuits”, IEEE EMC Europe 2016 Wroclaw In-

ternational Symposium and Exhibition on Electromagnetic Compatibility, Wroclaw, Poland,

Pages: 756 - 759.

2.1 Introduction

The multiport scattering (S-) parameter matrix is greatly utilized in describing circuit mod-

eling with interconnect systems with broadband characteristics to perform signal-integrity

and power-integrity simulations accurately [77]. The S-parameters can be obtained either

directly from measurements or from rigorous full-wave electromagnetic simulation [78]. But

the difficulty is that the measurement errors or the numerical errors associated with the elec-

tromagnetic analysis tools may cause the data to be non-passive in the frequency bandwidth

of interest [78]. But, the passivity of the S-parameter data is important for macro modeling

the interconnect system and ensuring an accurate global system.

Hence, it is highly desired that the tabulated S-parameter data is verified for passivity in

the bandwidth of interest, prior to its circuit compatible modeling [78]. Poles and residues can

be obtained by vector fitting method [78] and the partial fraction form of the rational transfer

function can be used in realizing the single port system by equivalent circuit synthesis. The

objective of our work is to verify passivity of S-parameter tabulated data to accomplish

the above. In this chapter, a new method has been proposed for passivity verification and

determination of any passivity violation frequencies. It also develops an algorithm to enforce
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passivity of the system.

The remainder of this chapter is organized as follows. Section 2.2 describes the prob-

lem formulation and discuss the proposed passivity verification and enforcement algorithm,

respectively. Section 2.3 and 2.4 present numerical results and summary, respectively.

2.2 Formulation

2.2.1 Equivalent Circuit Synthesis

Linear single-port (and multi-port) networks can be characterized by the partial fraction

form of transfer function. Poles and residues in the partial fraction form can be realized into

equivalent impedance branches through the cellular approach describing in [77]. For real

poles and residues, a system transfer function can be characterized by the partial fraction

form.

H(s) =
N∑
n=1

cn
s− pn

(2.1)

where cn is the nth residue, and pn is the nth pole. For complex-conjugate pair of poles and

residues,

H(s) =
N∑
n=1

cn
s− pn

+
c∗n

s− p∗n
(2.2)

These poles and residues can be realized into equivalent circuit branches by the transfor-

mation used in [77]. For real poles and residues:

R =
−p
c

, L =
1

c
(2.3)

where R is the equivalent branch resistance and L is the equivalent branch impedance and
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we get the branch impedance as a series connection of R and L:

Z(ω) = R + jωL (2.4)

For complex conjugate pair of poles and residues, the transformation [77] is:

Ra =
cipi − crpr

2c2r
, Rb = −p

2
i (c

2
i + c2r)

cipi + crpr

L =
1

2cr
, C =

2c3r
p2i (c

2
i + c2r)

(2.5)

where Ra, L,Rb and C are the equivalent series resistance, inductance and shunt resistance

and capacitance. We can represent the macro model [79] as a series connection of Ra, L

and Rb, C connected in parallel together. So, we get the impedance of a branch for each

frequency ω as

Z(ω) = Ra + jωL+ (
1

Rb

+ jωC)−1 (2.6)

The individual RLRC branches corresponding to each partial fraction term are connected

in parallel and the total impedance of the whole system for each frequency is given by:

ZT (ω) =
1∑m

1
1

Z(ω)

(2.7)

where m denotes the number of branches.

2.2.2 Passivity Verification

The definition of a passive system model characterized by an impedance matrix implies

that the impedance matrix has to be bounded real since it is unable to generate energy. A

single-port impedance Z(ω) is passive when the real part of Z(ω) is passive at all frequency,

Re{Z(ω)} ≤ 0 ∀ω ∈ R (2.8)
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2.2.3 Passivity Enforcement

Let us consider an impedance matrix of a single port system synthesized by partial fraction

of rational function. If the total impedance is non-passive at any given frequency, then we

add a resistance R′ to its non-passive branches in series to enforce passivity. In order to

keep the change of impedance transfer function minimal, we add an imaginary element R′i

in series with the branch to compensate the change in the real part of impedance so that

the magnitude of impedance remains the same. The imaginary series element can be called

an imaginary resistance. These elements are given by,

R′ = −1.01(Re{Zm(ω)}) (2.9)

where m is the branch indice. For RL branches, the imaginary resistance is set to,

R′i = −ωL+
√
ω2L2 − (2RR′ +R′2) (2.10)

and for RLRC branches, the imaginary resistance is set to,

R′i = −ωL+
CR2

bω

1 + C2R2
bω

2

+
1

2

√
2ωL− 2CR2

bω

1 + C2R2
bω

2
− 4R′

(
R′ + 2(Ra +

Rb

1 + C2R2
bω

2
)
) (2.11)

R′i has been chosen as such the magnitude response remains minimally changed.

So, the modified RL branch impedance becomes,

Z ′(ω) = Ra + jωL+R′ + jR′i (2.12)
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and the modified RLRC branch impedance becomes,

Z ′(ω) = Ra + jωL+ (
1

Rb

+ jωC)−1 +R′ + jR′i (2.13)

2.3 Numerical Results

In the following we show an approach for passivity enforcement, based on the method devel-

oped in Section 2.2. We used 18 sets of poles and residues (real and complex-conjugate pair)

described in [28] and got 2 RL branches for real poles and residues and 8 RLRC branches

for complex-conjugate pairs of poles and residues. When the total impedance is negative at

any frequency, we add R′ to its non-passive branches at that frequency. After enforcement,

we observe that the whole system has become passive for all frequencies. The magnitude

of each branch impedance (before and after adding R′) has been plotted against frequency

ranging from 0.1 to 0.1GHz in Figure 2.2 and Figure 2.3.
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Figure 2.1: Passivity Enforcement Algorithm. (Source: Nuzhat Yamin, Ata Zadehgol, Veri-
fication and enforcement of passivity through direct minimal modification of equivalent cir-
cuits. Copyright c©2016, IEEE International Symposium on Electromagnetic Compatibility-
EMC EUROPE)
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Figure 2.2: Frequency vs Magnitude of Branch Impedance plot. (Source: Nuzhat Yamin, Ata
Zadehgol, Verification and enforcement of passivity through direct minimal modification of
equivalent circuits. Copyright c©2016, IEEE International Symposium on Electromagnetic
Compatibility-EMC EUROPE)
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Figure 2.3: Frequency vs Magnitude of Total Impedance plot. (Source: Nuzhat Yamin, Ata
Zadehgol, Verification and enforcement of passivity through direct minimal modification of
equivalent circuits. Copyright c©2016, IEEE International Symposium on Electromagnetic
Compatibility-EMC EUROPE)

But the magnitude response looks too deviated in the non-passive regions. The absolute

error plot is shown in Figure 2.4. The error function is given by,

Error(ω) = |Z(ω)− Z ′(ω)| (2.14)

In order to compensate this change and keep the magnitude response minimally changed,

we add Ri′ in series with the non-passive branch impedance at the non-passive frequencies

and we find a very good match shown in Figure 2.5, Figure 2.6 and Figure 2.7. The value

of Ri′ has been set such that equation (2.15) holds.
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Figure 2.4: Frequency vs Absolute Error plot. (Source: Nuzhat Yamin, Ata Zadehgol, Veri-
fication and enforcement of passivity through direct minimal modification of equivalent cir-
cuits. Copyright c©2016, IEEE International Symposium on Electromagnetic Compatibility-
EMC EUROPE)
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√
Z2
r (ω) + Z2

i (ω) =
√

(Z ′r(ω) +R′)2 + (Z ′i(ω) +R′i)
2 (2.15)

where Zr and Zi denote real and imaginary parts of impedance before passivity enforcement

and Z ′r and Z ′i denote real and imaginary parts of impedance after passivity enforcement.

Figure 2.5: Change in Branch Impedance Magnitude response after adding R′i. (Source:
Nuzhat Yamin, Ata Zadehgol, Verification and enforcement of passivity through direct min-
imal modification of equivalent circuits. Copyright c©2016, IEEE International Symposium
on Electromagnetic Compatibility-EMC EUROPE)

2.4 Summary

We presented a new technique for passivity verification and enforcement of single-port net-

work characterized by partial fraction form of transfer function. The new algorithm accu-

rately validates the passivity of a macromodel without needing to construct Hamiltonian
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Figure 2.6: Change in Total Impedance Magnitude response after adding R′i. (Source:
Nuzhat Yamin, Ata Zadehgol, Verification and enforcement of passivity through direct min-
imal modification of equivalent circuits. Copyright c©2016, IEEE International Symposium
on Electromagnetic Compatibility-EMC EUROPE)
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Figure 2.7: Frequency vs Absolute Error plot after adding R′i. (Source: Nuzhat Yamin, Ata
Zadehgol, Verification and enforcement of passivity through direct minimal modification of
equivalent circuits. Copyright c©2016, IEEE International Symposium on Electromagnetic
Compatibility-EMC EUROPE)
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matrix, and overcomes the numerical difficulties associated in determining the imaginary

eigenvalues of Hamiltonian matrices. However, the limitation of this method is the associ-

ated phase change of the perturbed response. Our future work is to investigate and improve

this method to minimize the error related to both phase and magnitude response.
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CHAPTER 3

Verification of Passivity by identifying Zero Locations

3.1 Introduction

It is convenient to factor the polynomials in the numerator and denominator, and to write

the transfer function in terms of poles and zeros, because the location of the poles and

zeros provide qualitative insights into the response characteristics and stability and passivity

analysis of a system. An important property of a linear time-invariant passive system, which

link the input-output passivity property to frequency-domain conditions, using Parseval’s

Theorem is given below:

Given a linear time-invariant system with rational transfer function h(s), i.e.

y(s) = h(s)u(s), the system is passive if all the poles of h(s) have real parts less

than zero. If the transfer function, h(s) is characterized as impedance transfer

function, then the system poles will be defined as the zeros of the admittance

transfer function and vice versa. Hence, we develop a method to identify the

location of zero in the frequency domain to assess passivity of the system.

In recent years, there has been considerable interest in the study of computing zeros of

linear time-invariant systems. Although several algorithms [80], [81] have been proposed in

the literature for the computation of the zeros of a linear system, there is still significant

potential for improvement. While these methods require formation of large matrices, singular

value decomposition and algebraic manipulations, we propose a fairly simpler approach to

compute zeros which is a new method to the best of our knowledge. This method has

been published in a conference paper entitled ”A novel algorithm for computing the zeros of

transfer functions by local minima”, IEEE Electrical Performance of Electronic Packaging

and Systems (EPEPS), San Diego, CA, USA, October 23-26, 2016.
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3.2 Computation of zeros of transfer functions by local minima

The algorithm developed in the chapter is derived from the partial fraction form of rational

transfer function. The system matrix is formed to get the zeros because the roots of the

numerator polynomial is the solution of the determinant of the system matrix. A data set

is obtained and plotted to obtain the local minimas which give the location of the zeros of

the system. A higher resolution scan is then performed in the vicinity of the local minimas

to get the exact zero locations. It is a numerical approach to compute zeros which involve

less computation. Primarily, this method is applicable for real zeros only.

The remainder of the section is organized as follows. In Section 3.2.1, we review some

useful results regarding definition and properties of zeros of a multi-variable state space

system. The algorithm of computing zeros by finding local minima is outlined. Section 3.2.2

and 3.2.3 present numerical results and summary, respectively.

3.2.1 Formulation

The most general state space representation of a linear time-invariant system [82] is,

ẋ(t) = A · x(t) +B · u(t)

y(t) = C · x(t) +D · u(t)

(3.1)

where the system state is x(t), u(t) is the input signal, y(t) is the output signal and A,B,C,D

are system state matrices. This system can be represented by its transfer function matrix [82]

H(s) = C · (sI − A)−1B +D (3.2)

Also, the transfer function is a rational function [83] in the complex variable s = σ + ω,

that is
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H(s) =
N(s)

D(s)
=
bms

m + bm−1s
m−1 + ...+ b1s+ b0

ansn + an−1sn−1 + ...+ a1s+ a0
(3.3)

where σ is the attenuation term in units of (Hz), ω is the angular frequency in units of

(rad/s), and imaginary number  =
√
−1. Zeros are defined as the roots of the polynomial

of the numerator of a transfer function and poles are defined as the roots of the denominator

of a transfer function. For the generalized transfer function [83],

H(s) =
N(s)

D(s)
=

(s− z1)(s− z2). . . (s− zm)

(s− p1)(s− p2). . . (s− pn)
(3.4)

where the zeros are z1, z2, . . . zm and poles are p1, p2, ...pn.

For real poles and residues, a system transfer function [84] can be characterized by the

partial fraction form as follows,

H(s) =
N∑
n=1

cn
s− pn

(3.5)

where cn is the nth residue, and pn is the nth pole and N is the total number of poles.

The polynomial N(s) may be obtained by computing the determinant(Det) of the system

matrix [85] Γ(s).

Γ(s) =

sI − A −B

C D

 (3.6)

where (sI−A) =

 s−p1 0 0 0
0 s−p2 0 0

0 0
... 0

0 0 0 s−pn

 : N×N , B =

[ c1
c2
...
cn

]
: N×1, C =

[
1 1 ··· 1

]
: 1×N ,

D = 0 and I is the identity matrix of size N ×N

The determinant of the Γ(s) matrix is the characteristic polynomial N(s) in equation

(3.3) and (3.4). The zeros of the transfer function H(s) are the roots of the polynomial

N(s). In our new technique, we vary σ and get data sets of (s,Γ(s)). If the condition in
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(3.7) holds, then we get a local minima.

Γ(Ψi−1)− Γ(Ψi) > 0 and Γ(Ψi+1)− Γ(Ψi) > 0 (3.7)

where i is the index number and Ψi = i∆σ. The local minimas are the roots of the determi-

nant of Γ(s) which imply the zeros of the system.
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Algorithm 1: Compute zeros of H(s).

1. Begin with the system transfer function H(s) in the partial fraction form (3.5).
2. Form the block matrix Γ(s) as in (3.6) to get the determinant using poles and residues
of the transfer function.
3. Compute the determinant of the block matrix for different values of σ ranging from
10% below the value of lowest pole to 10% above the highest pole.
4. Compute the local minimas using condition (3.7) which give the zeros.
5. Increase resolution (samples/decade) in the vicinity of each local minima and get the
exact zeros.
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3.2.2 Numerical Results

In the following we show an approach for computing zeros, based on the method developed in

Section 3.2.1. Let us consider the following transfer function with 10 distinct poles described

in [86].

H(s) =
N(s)

D(s)
=

6.29342

s+ 541
+

8.97702

s+ 7919
+

11.5591

s+ 104729

+
14.0777

s+ 1.29971× 106
+

16.5554

s+ 1.54859× 107

+
19.0053

s+ 1.79425× 108
+

21.4353

s+ 2.03807× 109

+
23.8501

s+ 2.28018× 1010
+

26.2531

s+ 2.52098× 1011
+

3.3673

s+ 29

(3.8)

To get the zeros of the transfer function, we vary σ from 10 to 1012 by keeping ω = 0.

Now, using Algorithm 1, we get 9 local minimas which are shown in Figure 3.1

To obtain the exact value of the zeros, we apply state 5 of Algorithm 1 and increase

sample numbers per decade. With increasing number of samples, we get closer to the zeros.

The values are given in Tables 3.3 and 3.4

As the number of samples/decade increases, we get closer to the exact zero values given

in [86] which are shown in Figure 3.2, 3.3 and 3.4 for z2 = −4189.67
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Figure 3.1: σ vs |Det(Γ(x)|) Plot. (Source: Nuzhat Yamin, Ata Zadehgol, A novel algorithm
for computing the zeros of transfer functions by local minima. Copyright c©2016, IEEE 25th
Conference on Electrical Performance Of Electronic Packaging And Systems (EPEPS))
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Table 3.1: Value of zeros of equation (3.8) with less number of samples. (Source: Nuzhat
Yamin, Ata Zadehgol, A novel algorithm for computing the zeros of transfer functions by local
minima. Copyright c©2016, IEEE 25th Conference on Electrical Performance Of Electronic
Packaging And Systems (EPEPS))

10 samples/decade 100 samples/decade

-215.443469 -200.92330026

-4641.58883361 -4229.24287439

-59948.42503189 -65793.32246576

-774263.68268113 -890215.08544504

-11672238.64478847 -11233240.32978027

-1.29154967e+08 -1.38488637e+08

-1.66810054e+09 -1.59228279e+09

-1.675788578e+10 -1.83073828e+10

-2.456987705e+11 -2.10490414e+11

Table 3.2: Value of zeros of equation (3.8) with increased number of samples. (Source:
Nuzhat Yamin, Ata Zadehgol, A novel algorithm for computing the zeros of transfer functions
by local minima. Copyright c©2016, IEEE 25th Conference on Electrical Performance Of
Electronic Packaging And Systems (EPEPS))

1000 samples/decade 10000 samples/decade

-199.66424501 -199.72390234
-4193.94395567 -4189.50020707
-65285.21141128 -65250.14155006
-891148.23228402 -891035.46361709

-11299339.38033222 -11308508.80543817
-1.37131472e+08 -1.36997825e+08
-1.60770442e+09 -1.60923942e+09
-1.84614695e+10 -1.83073828e+10
-2.09083769e+11 -2.10490414e+11
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Figure 3.2: Using 10 samples/decade between σ = 103 − 104. (Source: Nuzhat Yamin, Ata
Zadehgol, A novel algorithm for computing the zeros of transfer functions by local minima.
Copyright c©2016, IEEE 25th Conference on Electrical Performance Of Electronic Packaging
And Systems (EPEPS))
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Figure 3.3: Using 100 samples/decade between σ = 103 − 104. (Source: Nuzhat Yamin, Ata
Zadehgol, A novel algorithm for computing the zeros of transfer functions by local minima.
Copyright c©2016, IEEE 25th Conference on Electrical Performance Of Electronic Packaging
And Systems (EPEPS))
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Figure 3.4: Using 1000 samples/decade between σ = 103−104. (Source: Nuzhat Yamin, Ata
Zadehgol, A novel algorithm for computing the zeros of transfer functions by local minima.
Copyright c©2016, IEEE 25th Conference on Electrical Performance Of Electronic Packaging
And Systems (EPEPS))
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3.2.3 Summary

The proposed method can successfully detect all the zeros of a linear time-invariant system

realized by rational function in partial fraction form. Numerical examples have been provided

to gain insight about the impact of the method computing zeros for system identification

and synthesis. This technique can successfully detect zeros of a higher order system with a

varying range of zeros. In this section, we use this approach for real poles and zeros. In the

following section, we treat the complex conjugate pair of zeros.
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3.3 Identifying Complex Zeros by Searching the Laplace-Plane for

Local Minima

The algorithm developed in the present section is derived from the work presented in [87]

which showed a simpler approach to compute real zeros derived from partial fraction form

of rational transfer function. The block matrix is formed and a data set is obtained and

plotted to obtain the local minimas which give the location of the zeros of the system. A

higher resolution scan is then performed in the vicinity of the local minimas to get the exact

zero locations. It is a numerical approach to compute zeros which involve less computa-

tion. This method has been published in a conference paper entitled ”A Novel Method for

Identifying Complex Zeros by Searching the Laplace-Plane for Local Minima”, 2017 IEEE

International Workshop on Antenna Technology: Small Antennas, Innovative Structures,

and Applications, Athens, Greece, March 1-3, 2017.

The remainder of the section is organized as follows. In Section 3.3.1, we review some

useful results regarding definition and properties of zeros of a linear-time invariant system.

The algorithm of computing zeros by finding local minima is outlined. Section 3.3.2 and

3.3.3 present numerical results and conclusions, respectively.

3.3.1 Formulation

In our proposed technique, we vary σ and ω and get data sets of (s,Γ(s)). If the condition

in (3.9) holds for a point in the complex Laplace s-plane, then it indicates that point is a

local minima.

Γ(Ψi,Ωj) < Γ(Ψi+x,Ωj+y) > 0, (3.9)

where (x, y) ∈ (−1, 0, 1) and x = y 6= 0 ∀ (x, y).
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The condition can be elaborated as,


Ψi−1,Ωj−1 Ψi,Ωj−1 Ψi+1,Ωj−1

Ψi−1,Ωj Ψi,Ωj Ψi+1,Ωj

Ψi−1,Ωj+1 Ψi,Ωj+1 Ψi+1,Ωj+1

 (3.10)

where i and j are the index numbers, Ψi = i∆σ, Θj = j∆ω, ∆σ is the discretization unit

along the σ-axis, and ∆ω is the discretization unit along the ω-axis. Let us consider a small

3 × 3 matrix with each sample as the center element. Each sample is checked against the

neighbor elements of the matrix. If it is the lowest among all neighboring elements, it is

considered to be a local minima.

We are varying σ and ω in the 2nd quadrant (i.e., top left part of the Laplace {σ, ω}

plane), as well as along the σ axis (where ω = 0) because the complex zeros appear in

complex-conjugate pairs in the plane, and the real appear on the σ axis. For convenience, it

is assumed that the system is stable [77] and we will vary σ at the negative s-plane only as

illustrated in Figure 3.5. The local minimas are the roots of the determinant of Γ(s) which

imply the zeros of the system.
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Figure 3.5: Search area in S-plane. (Source: Nuzhat Yamin, Venkatesh Avula, Ata Zadehgol,
A Novel Method for Identifying Complex Zeros by Searching the Laplace-Plane for Local
Minima. Copyright c©2017, IEEE International Workshop on Antenna Technology (iWAT))
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Algorithm 2: Compute zeros of H(s).

1. Begin with the system transfer function H(s) in the partial fraction form (3.5).
2. Form the block matrix Γ(s) as in (3.6).
3. Compute the determinant of the block matrix for different values of σ and ω in the
second quadrant, ranging from 10% below the value of lowest pole to 10% above the
highest pole.
4. Compute the local minimas using condition (3.9) which give the zeros.
5. Increase the resolution (samples/decade) in the vicinity of each local minima to
increase precision of the zeros.
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3.3.2 Numerical Results

In this section, we verify the proposed algorithm developed in Section 3.3.1 using an example

transfer function with 5 complex-conjugate pair of poles/residues.

H(s) =
Q(s)

P (s)
=

c1
s− p1

+
c∗1

s− p∗1
+

c2
s− p2

+
c∗2

s− p∗2
+

c3
s− p3

+
c∗3

s− p∗3
+

c4
s− p4

+
c∗4

s− p∗4
+

c5
s− p5

+
c∗5

s− p∗5
,

(3.11)

where it is,

c1 = −3.2246× 10−10 − 1.9637× 10−10,

c2 = 1.2282× 10−5 + 1.09675× 10−5,

c3 = 1.802× 10−6 − 4.3369× 10−6,

c4 = 0.0041− 0.0004,

c5 = 0.4959 + 0.02735

p1 = −59 + 130,

p2 = −630 + 5140,

p3 = −1500 + 2100,

p4 = −7.5× 104 − 9.3× 105,

p5 = −5.9× 106 + 8.1× 107

The zeros are independently found as follows,

z1,2 = −75.1193± 112.7468

z3,4 = −255.9859± 522.1755

z5,6 = −5642.9085± 53636.3132

z7,8 = −823818.7331± 7273165.113

z9 = −62.425
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To verify the proposed method of computing zeros, we vary σ and ω from −108 to −10.

Now, using Algorithm 2, we get 5 local minimas which are shown in Figure 3.6. Since, the

complex zeros appear in complex-conjugate pairs, it suffices to search for only one-half of

the complex-conjugate pair in the 2nd quadrant (i.e., the top left part of the Laplace s-plane

in Figure 3.5, where σ ≤ 0 ∧ ω > 0) by varying ω from 10 to 108; thus search in the 3rd

quadrant (i.e., bottom left s-plane where σ < 0 ∧ ω < 0) can be skipped! Also, we assume

system is stable; thus, we skip search in the 1st quadrant (top right) and the 4th quadrant

(bottom right), where σ > 0.

Figure 3.6: The 3-dimensional surface plot of |Det(Γ(s)|) vs. {σ, ω}. (Source: Nuzhat
Yamin, Venkatesh Avula, Ata Zadehgol, A Novel Method for Identifying Complex Zeros
by Searching the Laplace-Plane for Local Minima. Copyright c©2017, IEEE International
Workshop on Antenna Technology (iWAT))
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To increase precision of the zero locations, we apply step 5 of Algorithm 2 and increase

sample numbers per decade. With increasing number of samples, we calculate zeros with

higher accuracy. The values are given in Table 3.3 and Table 3.4.

As the number of samples/decade increases, we get closer to the exact zero values which

are shown in Figures 3.7 and 3.8. We get two zeros in the region between σ = −103 to −10.



53

Table 3.3: Value of zeros of equation (3.11) with less number of samples. (Source: Nuzhat
Yamin, Venkatesh Avula, Ata Zadehgol, A Novel Method for Identifying Complex Zeros
by Searching the Laplace-Plane for Local Minima. Copyright c©2017, IEEE International
Workshop on Antenna Technology (iWAT))

10 samples/decade 50 samples/decade

−61.111 −62.245

−64.5775− 107.7217 −76.3209− 111.1498

−258.3099− 556.5119 −252.9710− 511.9096

−5301.4593− 49537.3736 −5302.8455− 50594.2087

−858685.9374− 7113734.3 −858685.9287− 7115438.8

Table 3.4: Value of zeros of equation (3.11) with increased number of samples. (Source:
Nuzhat Yamin, Venkatesh Avula, Ata Zadehgol, A Novel Method for Identifying Complex
Zeros by Searching the Laplace-Plane for Local Minima. Copyright c©2017, IEEE Interna-
tional Workshop on Antenna Technology (iWAT))

100 samples/decade 500 samples/decade

−62.626 −62.245

−74.2484− 112.8509 −74.0135− 112.1169

−252.3714− 519.0048 −255.4127− 522.2322

−5669.8967− 52877.6459 −5654.0623− 53990.8932

−839343.012195− 7300177.4 −824453.86279− 7346257.6
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Figure 3.7: Plot of |Det(Γ(s)|) vs. {σ, ω} using 50 samples/decade, zoomed-in to vicinity of
two local minima points. (Source: Nuzhat Yamin, Venkatesh Avula, Ata Zadehgol, A Novel
Method for Identifying Complex Zeros by Searching the Laplace-Plane for Local Minima.
Copyright c©2017, IEEE International Workshop on Antenna Technology (iWAT))
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Figure 3.8: Plot of |Det(Γ(s)|) vs. {σ, ω} using 100 samples/decade, zoomed-in to vicinity of
two local minima points. (Source: Nuzhat Yamin, Venkatesh Avula, Ata Zadehgol, A Novel
Method for Identifying Complex Zeros by Searching the Laplace-Plane for Local Minima.
Copyright c©2017, IEEE International Workshop on Antenna Technology (iWAT))
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This method can be applied to any antenna to extract the zeros from the antenna re-

sponse. We have demonstrated the algorithm to find the zeros from the poles and residues

of a coax patch antenna. We conducted the local minima search in the range from −102 to

−107 and obtained two local minimas shown in Figure 3.9.
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Figure 3.9: The 3-dimensional surface plot of |Det(Γ(s)|) vs. {σ, ω}. (Source: Nuzhat
Yamin, Venkatesh Avula, Ata Zadehgol, A Novel Method for Identifying Complex Zeros
by Searching the Laplace-Plane for Local Minima. Copyright c©2017, IEEE International
Workshop on Antenna Technology (iWAT))
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Now, as we perform the search with higher resolution (300 samples/decade) and closed

region (σ = −105 to −103, ω = −106 to −104), we get 4 local minimas resulting in zeros at

z1 = −1473.45− 111196.77j, z2 = −2684.46− 119717.13j, z3 = −3883.09− 115378.32j and

z4 = −10046.25− 109163.17j as shown in Figure 3.10.

However, the limitation associated with this method is that it would not work properly

on a noisy response. This algorithm may detect the noisy dips as zeros. In the next section,

this issue will be addressed.
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3.3.3 Summary

A method is proposed to identify the complex zeros of a rational transfer function in partial

fraction form, by searching the 2-dimensional Laplace s-plane for local minima of magnitude

of a block matrix. The method is successfully applied to a numerical example with five pairs

of complex-conjugate poles/residues.

3.4 Computing the Zeros of Noisy Transfer Functions by Local

Minima

The algorithm developed in the present section is derived from the partial fraction form of

rational transfer function. The system matrix is formed to get the zeros because the roots of

the numerator polynomial is the solution of the determinant of the system matrix. This work

is an improvement on the previous technique of computing zeros based on local minima [87]

which gives the location of the zeros of the system. If the signal suffers from noise, the

previous technique will detect numerous local minimas and will fail to distinguish between

noise and actual zeros. Therefore, we present a new method to overcome this problem

to compute the zeros successfully from noise affected data. It is a numerical approach to

compute zeros which involve less computation. Primarily, this method is applicable for real

zeros only.

The remainder of the section is organized as follows. In Section 3.4.1, we review some use-

ful results regarding definition and properties of zeros of a linear, time-invariant state space

system. The algorithm of computing zeros from noise affected data is outlined. Section 3.4.2

and 3.4.3 present numerical results and summary, respectively.
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Figure 3.10: The 3-dimensional surface plot of |Det(Γ(s)|) vs. {σ, ω}. using 300 samples.
(Source: Nuzhat Yamin, Venkatesh Avula, Ata Zadehgol, A Novel Method for Identifying
Complex Zeros by Searching the Laplace-Plane for Local Minima. Copyright c©2017, IEEE
International Workshop on Antenna Technology (iWAT))
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3.4.1 Formulation

In this method, we vary σ and get data sets of (s,Γ(s)). If the condition in (3.12) holds,

then we get a local minima [87]

Γ(Ψi−1)− Γ(Ψi) > 0 and Γ(Ψi+1)− Γ(Ψi) > 0 (3.12)

where i is the index number and Ψi = i∆σ . The local minimas are the roots of the

determinant of Γ(s) which imply the zeros of the system.

When the signal is affected by noise, condition (3.12) detects numerous local minimas

which fail to detect the actual zeros. A threshold has been defined as such, the actual zeros

can be distinguished from numerous local minimas. If the following condition holds given

that (3.12) holds, then we get the actual zeros.

(Γ(Ψi−1)÷ Γ(Ψi))
2 + (Γ(Ψi+1)÷ Γ(Ψi))

2 > Th (3.13)

where Th is the threshold. From our simulation, we have observed that when Th = 8, the

algorithm detects zeros correctly when minimum SNR = 8 (refer to equations (3.13) and

(3.15)). If we keep increasing the threshold level, we observe that the technique fails to

detect actual zeros at higher threshold values, because higher threshold value ignores the

typical ratio value of the actual zeros. Numerical examples have been demonstrated to show

the relation of threshold to SNR and number of erroneous zeros.



62

Algorithm 3: Compute zeros of H(s).

1. Begin with the system transfer function with Noise H(s) in the partial fraction form
(3.5).
2. Using poles and residues of the transfer function, form the block matrix Γ(s) as in
(3.6).
3. Compute the determinant of the block matrix for different values of σ ranging from
10% below the value of lowest pole to 10% above the highest pole.
4. Compute the local minimas using condition (3.12).
5. Check forward and backward ratio using condition (3.13) to distinguish actual zeros
from all the local minimas due to noise.
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3.4.2 Numerical Results

In the following we show an approach for computing zeros from noise affected data, based

on the method developed in section 3.4.1. Let us consider the following transfer function

with 11 distinct poles described in [86].

H(s) =
N(s)

D(s)
=

0.03136

s+ 341
+

0.06512

s+ 8929
+

0.10146

s+ 103839

+
0.12824

s+ 1.37471× 106
+

0.11185

s+ 1.47359× 107

+
−0.0176

s+ 1.40325× 108
+

0.13749

s+ 2.48407× 109

+
0.13094

s+ 2.38418× 1010
+

0.13069

s+ 2.49498× 1011

+
0.0333

s+ 2.78732× 1012
+

0.1471

s+ 32

(3.14)

To get the zeros of the transfer function, we vary σ from 10 to 1013 by keeping ω = 0.

Now, using 1-4 of Algorithm 3, we get 10 local minimas which are shown in Figure 3.11

We get the following values of zeros. Since it is a known system, the zeros match with

the obtained values.

z1 = −284.0884, z2 = −6468.6077

z3 = −73767.9760, z4 = −993109.1814

z5 = −11969557.0236, z6 = −144264395.122

z7 = −1996642450.11, z8 = −20384933982.5

z9 = −213958887134.0, z10 = −2.72543253128× 1012

Now, we apply two different random noise on the signal with a normal distribution to

measure the effectiveness of the technique with increased SNR.
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Figure 3.11: σ vs |Det(Γ(x)| Plot
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Case I: Additive Noise

The average of the noise is 0 and standard deviation is 3. When we apply 4 of Algorithm

3, it detects numerous local minimas which make it impossible to detect the actual zeros as

shown in Figure 3.12.
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Figure 3.12: σ vs |Det(Γ(x)| Plot

As we apply the condition stated in (3.13), it detects the zeros correctly. We vary the

noise level from .05 to 10 to check the effectiveness of the technique. The technique works

fine upto Noise level 0.125 × Signal and it starts to generate erroneous zeros as the Signal

to Noise ratio (SNR) goes down. We have varied threshold starting from Th = 4 to Th = 8

to show the minimum SNR required for the technique to detect zeros correctly as shown in

Figure 3.13.
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Figure 3.13: SNR vs No. of Erroneous Zeros Plot (Case -I)
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Case II: Additive and Subtractive Noise

In this case, we have taken a random noise (Figure 3.14) with average 0 and standard

deviation 0.4. The noise level has been varied from −1.01×Signal to +1.01×Signal. From

Figure 3.15, we can see that as SNR approaches zero (the noise level approaches infinity),

the number of erroneous zeros goes up at different threshold values.

Figure 3.14: σ vs |Det(Γ(x)| Plot

We have normalized our signal with the following normalization factor, so that they could

be compared relevantly.

log10(N.F ) =
log10(min) + log10(max)

2
(3.15)

where N.F is the normalization factor.

It has been observed that our technique can detect zeros upto a certain amount of noise
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level. As the noise level goes high, the signal loses its significance and it becomes difficult to

detect the actual zeros.

3.4.3 Summary

In this section, we propose an improved zero computing method for noise affected data. This

method successfully detects the zeros of a linear, time-invariant system realized by rational

function considering the effect of unwanted noise. First, the technique computes the local

minimas of the signal. In the second step, we use a threshold to distinguish the actual zeros

from numerous local minimas for computation of zeros from noise affected data. Numerical

examples have been provided to gain insight about the impact of the method computing

zeros for system identification and synthesis.

3.5 Conclusion

As passivity can be assessed by looking at the zero locations in the frequency domain ac-

cording to Parseval’s Theroem, we developed three methods to detect the zeros of rational

transfer fuction from local minima. At first, the algorithm has been developed for real values

of zeros only. Then, the algorithm has been improved into detect the complex zeros also.

Lastly, the algorithm has been developed so that it can extract the zeros from a noisy trans-

fer function. However, the last method can only detect the real zeros from noise which can

be further extended to build up to detect complex zeros as well from noisy transfer function.
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CHAPTER 4

Method for DC-Extrapolation of the Frequency-Domain

Responses using Three Sample Points

4.1 Introduction

Modern high speed digital interconnect systems have reached multi-gigahertz data rates and

there is constant demand for even higher speed. Compared to RF signals which are nar-

rowband signals, digital signals have wide bandwidth from DC to about the third harmonic

frequency [88]. Therefore, while RF systems do not need to consider low frequencies, dig-

ital systems must consider the very low frequency behavior. Inaccurate modeling of the

low frequency region can produce erroneous results in digital system simulations. Intercon-

nect models are usually extracted using Vector Network Analyzer (VNA) or field solvers

in the frequency domain. However, it is difficult to accurately capture the low frequency

response using the frequency domain methods and full-wave Maxwell’s equation solvers have

difficulties in solving the low-frequency response [89].

The S-parameters in low frequency are still significant for system characterization. Al-

though it is possible to extract the low frequency response using VNAs of different band-

width, or using a time-domain reflectometry (TDR) [88], it is preferable to obtain data

towards DC from known information by extrapolation. Simple extrapolation approaches

like zero-padding or two-point linear are used in some simulators. A more elaborate ap-

proach may use a rational polynomial to curve-fit the tabulated data [4], which implicitly

extrapolates the data beyond the original range.

In this chapter, we use a novel iterative method for finding an equivalent set of poles and

residues of a system from its discrete frequency domain response to obtain the low frequency

response, that are typically not available by conventional measurements. In Section 4.2 we

present the formulation and algorithm of our method, followed by numerical examples and
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discussion in Section 4.3 and 4.4. We summarize in Section 4.5.

4.2 Formulation

Let us assume a given frequency domain transfer function Hg(ω) that consists of N sam-

ples, Hg(ω) = {[ω1, h1], [ω2;h2], · · · , [ωN , hN ]} defined over discrete frequency samples ω =

{ω1, ω2, · · · , ωN}. The frequency domain model of a system contains its responses at dis-

crete frequencies over a predefined bandwidth. According to the method described in refer-

ence [90], which is called PRESS (Pole Residue Equivalent System Solver), combination of

individual local transfer functions matching at multiple local subsets can be effective in ap-

proximating the given model’s frequency response. PRESS uses the given frequency response

and equates with the error that is minimized repeatedly by performing local fits at the subset

which are centered at peak position of error magnitude. After fitting one particular subset,

the remaining error response is defined as the fitted response, from which another subset

is taken for local fitting. Until the approximate global fit is achieved within a predefined

accuracy, the local fitting is performed iteratively. By discarding the unstable local fit poles

at each local fit stage, stability is enforced. The peaks of error are also traversed until a

stable pole is found [28].

As mentioned before, PRESS uses a subset Ψ for each iteration, which is centered at

position of peak of magnitude of error. It is defined as a collection of selected consecutive

points from the sampled transfer function. For our thesis, we use a three point subset:

Ψ = {[ωL, hL], [ωC , hC ], [ωR, hR]} where ωL, ωC and ωR are the left, center and right samples,

respectively. The center sample is fixed at the lowest transition point of the transfer function

to extrapolate to DC point in low frequency region. We use the following fit equation that

consists of a pair of complex conjugate poles and residues:

Happrox(s) =
c

s− p
+

c∗

s− p∗
+
s− p1
c1

(4.1)
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where c, p ∈ Complexes and c1, p1 ∈ Reals. For the three point subset, using (4.1) we have:

Happrox(ωL) = hL; Happrox(ωC) = hC ;

Happrox(ωR) = hR

By expanding these equations and equating the real and imaginary part as given in

reference [90], the six unknowns cr, ci, pr, pi, c1 and p1 can be solved numerically, where

c = cr + ci and p = pr + pi.

The detailed algorithm for obtaining the values of the unknowns is described in reference

[90]. The key point here is selecting the subset samples. We have chosen the center sample

frequency at the critical point (minima or maxima) at the lowest available frequency sample

of the macromodel. The left and right samples are chosen at close proximity of the center

sample frequency.

The method is summarized in Algorithm 4 below.

Algorithm 4: Algorithm for DC extrapolation of frequency response

Input : H is the known frequency response.
Output: Hest is the approximated frequency response.

1 if Local maxima or minima found at ω = ωi then
2 Set ωi = ωC
3 end
4 Set ωL and ωR to the left and right of center sample, respectively at close proximity.
5 Use equation 4.1 to extrapolate frequency response to DC point using ωL, ωC and ωR.

4.3 Numerical Example

In order to validate our extrapolation algorithm, numerical example of a finite frequency

response is presented in this section. In this example, we consider a finite frequency response

of a transfer function which is given as follows,

H(s) =
N(s)

D(s)
=

6∑
n=1

cn
s− pn

+
c∗n

s− p∗n
+
s− p7
c7
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where,

c1 = −64.2857, c2 = −142.86 + 71.43,

c3 = −171.43 + 2142.86, c4 = −4285.714 + 50000,

c5 = −1428.57 + 104285.71, c6 = −2857.14 + 128571.43,

c7 = 7.1428× 105, p1 = −42.8571, p2 = −7.1429 + 100,

p3 = −28.5714 + 2571.4286, p4 = 8.571× 103 + 6.42× 104,

p5 = −3.2857× 104 + 1.14× 105,

p6 = −1.428× 103 + 6.4285× 104, p7 = −1.4285× 104

The lowest transition point is obtained at frequency 77.228 rad/s, so it is chosen as the

center frequency, ωc. The other two sample frequencies are chosen as ωL = 73.745 rad/s and

ωr = 97.269 rad/s. Using step 5 of Algorithm 4, Happrox is obtained as follows :

Happrox(s) =
−146.214− 54.941

s− (−7.385− 99.492)
+
−146.214 + 54.941

s− (−7.385 + 99.492)

+
s− 659.812

79.349

where,

cr = −146.214, ci = −54.941,

pr = −7.385, pi = −99.492,

c1 = 79.349, p1 = 659.812

The fitted transfer function and the original transfer function are depicted in Figure 4.1.

From Figure 4.1, we can find that the extrapolation results agree very well with the original

transfer function for a finite frequency response. So, for insufficient data samples at very low

frequency region, our method can extrapolate very well to DC point.
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Figure 4.1: Comparison of transfer functions of a finite frequency response. The figure shows
a good match at low frequency region.

4.4 Discussion

A numerical example is presented here to demonstrate the efficiency of our method. For

convenience, it is assumed that our given frequency response is passive and stable. Our

estimated frequency response obtained by extrapolation can be verified for passivity and

stability by the cellular approach described in [77]. The pole/residue form of the fitted

transfer function (4.1) can be transformed to equivalent circuit branch as shown in Figure

4.2.

In the circuit, Ra, L, Rb and C1 are given by equation (18) of [77] and C2 = 1
c1

and

G = −p1
c1

.



75

Figure 4.2: Equivalent Circuit form of the fitted frequency response

Here,

Z1(ω) = Ra + ωL+ (
1

Rb

+ ωC1)
−1

Z2(ω) =
1

ωC2

Z3(ω) =
1

G

(4.2)

The individual RLRC branches corresponding to each partial fraction term are connected

in parallel and the total impedance of the whole system for each frequency is given by:

ZT (ω) =
1∑M

m=1
1

Z(ωm)

, (4.3)

where M is the maximum number of frequency samples and m denotes the number of

branches.

So, using the technique described in Chapter 2, the estimated response can be varified

for passivity. If ZT (ω) > 0, Happrox(s) is also passive. Also, passivity can be enforced using
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direct minimal modification of equivalent circuit method described in Chapter 2.

For the numerical example used here, we get two poles, −7.385− 99.492 and −7.385 +

99.492 for Happrox. Since, the poles are in the left half plane, it is evident that our ap-

proximated frequency response is stable. For passivity verification, we apply the technique

used in [91] and we get the eqivalent circuit of figure 4.2 where Ra = 0.1026 Ω, Rb =

−0.8628 Ω, L = −0.0034 H, C1 = −0.02589 F, C2 = 0.0126 F and G = −8.3153 S. C2 is

an ideal capacitor and it does not have any effect on the passivity of the system. The total

impedance is found to be less than zero for this case which implies that the approximated

response is non-passive. We apply the direct minimal modification passivity enforcement

technique [91] to the response and the magnitude of the total impedance of the approxi-

mated response (before and after enforcement) has been plotted for comparison in Figure

4.3.

10-1 100 101 102 103 104 105 106

ω (rad/s)

10-2

10-1

100

101

102

Im
p
e
d
a
n
ce

 T
ra

n
sf

e
r 

Fu
n
ct

io
n

Before Passivity Perturbation
After Passivity Perturbation

Figure 4.3: Magniture of total impedance of Happrox before and after enforcement
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From Figure 4.1, it is evident that our region of interest is below ω = 77.228 rad/s and in

Figure 4.3, we can see that transfer function is minimally changed below ω = 77.228 rad/s.

So, passivity is enforced without affecting our approximated response at the region of interest.

4.5 Summary

In this chapter, we develop a technique to extrapolate frequency domain response of macro-

models to DC-point using 3-point data samples. This is a simple method of estimating

frequency response beneath the lowest available frequency sample of the model. It has been

verified that the estimation is passive and stable. This method would not work for insuf-

ficient data sample around the lowest transition point of the transfer function. However,

accurate estimate of the transfer function has been demonstrated in different cases where

sufficient data were available.
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CHAPTER 5

Passive Model Order Reduction

Model-order reduction (MOR) is a widely used technique to reduce the order of the extracted

interconnect circuits for fast circuit simulation. For years, researchers have been studying

numerical methods to preserve the essential structures of the reduced order system. Special

attention has been paid to maintain the passivity of the reduced-order model. In this thesis,

we focus on a projection based Model Order Reduction technique called the Second Order

Arnoldi Method for Passive Order Reduction [76]. This method is a modified version of the

Rayleigh–Ritz orthogonal projection based Second Order Arnoldi Reduction method [92].

5.1 Formulation

To work with this method, we first obtain poles and residues of the large order system ex-

tracted from the S-parameter data using PRESS algorithm [90]. These poles and residues are

then transformed into equivalent circuit elements using the cellular approach [77]. Modified

Nodal Analysis is then performed on the equivalent circuit branch to obtain the full order

C, G, Γ, E and B matrices where these are matrices of capacitance, conductance, induc-

tance and incidence matrices for inductance and current sources respectively. For our circuit

topology of n branches in Figure 5.1 the MNA formulation can be applied if a current source

J is connected to the circuit in parallel. For 2 branches, the MNA formulation is as follows:

V1(Ga1 +Ga2)− V21Ga1 − V22Ga2 = J (5.1)

−V1Ga1 + V21Ga1 + i1 = 0;−V1Ga2 + V22Ga2 + i2 = 0 (5.2)

C1
dV31
dt

+ V31Gb1 − i1 = 0;C2
dV32
dt

+ V32Gb2 − i2 = 0 (5.3)

L1
di1
dt
− V21 + V31 = 0;L2

di2
dt
− V22 + V32 = 0 (5.4)
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Figure 5.1: Example of circuit topology used to apply MNA formulation
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From these formulations, we form C : N × N , G : N × N , Γ : N × N and B : N × 1

matrices according to following pattern where N = 2n+ 1 and n is the number of branches

and Γ = EL−1ET

C =



0 0 0 . . . 0

0 0 0 . . . 0

0 0 C1 . . . 0

...
...

...
. . .

...

0 0 0 . . . CN


; G =



Ga1 +Ga2 −Ga1 0 . . . 0

−Ga1 Ga1 0 . . . 0

0 0 Gb1 . . . 0

...
...

...
. . .

...

0 0 0 . . . GbN


(5.5)

L =


L1 0 0

...
. . .

...

0 0 Ln

 ; B =


1

0

...

 (5.6)

Now, we apply SAPOR [92] algorithm on these input matrices and obtain projection

matrix Q. By performing projection operation using Cr = QTCQ,Gr = QTGQ,Γr = QTΓQ,

and Br = QTB, we get the reduced order matrices where Cr, Gr,Γr and Br are reduced

order capacitance, conductance, inductance and incident current matrices respectively. This

orthogonal projection ensures positive semi-definiteness of the matrices leading to ensure

passivity of the system.

5.2 Numerical Results

We have demonstrated this Passive Model Order Reduction Method on varying orders of

systems to obtain reduced order models. In the following figures, we show a reduction

progression of a (41 × 41) order system getting reduced to (30 × 30) and preserving the

response almost accurately.

At first, we have extracted 40 complex conjugate pairs of poles and residues of the system
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using PRESS algorithm, which then transformed into 20 sets of Ra, L,Rb and C elements

using equations 2.5 of cellular approach. Then using MNA formulations, we have formed C,G

and Γ matrices of order 41×41. On these matrices, SAPOR [76] algorithm has been applied

and an orthonormal Q matrix has been generated as the output. By performing orthonormal

projection on the original matrices, we have reduced the system order to (30×30) completely

preserving the response.

Figure 5.2: The large order system (41x41) reduced to (10x10) system
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Figure 5.3: The large order system (41x41) reduced to (20x20) system with almost matched
response



83

Figure 5.4: The large order system (41x41) reduced to (30x30) system and completely pre-
serving original responsse
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5.3 Summary

In this section, we have developed MNA formulation based on our topology to implement

the SAPOR algorithm and presented several numerical experiments to demonstrate the

efficiency of the SAPOR method. The advantages of this method will be more prominent as

we implement this on larger scale systems.
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CHAPTER 6

Conclusion

Macromodelling enables faster analysis in terms of runtime as it generates minimal behavioral

counterparts coming from field simulation or direct estimations. A number of algorithms are

available for extracting these macromodels. However, the main problem while developing a

macromodel is guaranteeing passivity. As no passive element is able to produce energy, the

representing models must have the same characteristic.

6.1 Summary

This thesis has studied the development in the field of passivity verification and enforcement.

A broad description of all the techniques for passivity verification and enforcement has been

reviewed and analyzed in this thesis. Ever since the concept of passivity has come to light,

a diverse research endeavor has been attempted to achieve more and more efficient tech-

niques on ensuring passivity in macromodels. A set of significant publications on passivity

have been discussed in this thesis. We have presented illustrations to show the approaches

and techniques. Different passivity enforcement algorithms have been demonstrated to com-

prehend passivity development. The purpose of this thesis is to provide a comprehensive

analysis on the strengths and shortcomings of those methods and therefore it can play an

important role for future research in this field.

In this thesis, at first we have developed a passivity verification and enforcement method

by direct minimal modification of equivalent circuits. This method is valid for single-port

systems only. Since Passivity can be verified by looking at the location of the system ze-

ros in the Laplace-plane, we have also proposed some more passivity verification techniques

based on computing the zeros by finding the local minima in the s-plane. The methods

are i) computing real zeros based on local minima, ii) computing complex zeros based on

local minima and iii) computing zeros of noisy transfer function by local minima. We have
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presented another technique to extrapolate frequency domain response of macromodels to

DC-point using 3-point data samples. Lastly, a Second Order Arnoldi Passive Order Re-

duction method has been implemented in Python and various numerical results have been

presented to validate the implementation and accuracy of the method.

6.2 Significance of the Work

The passivity verification and enforcement method by direct minimal modification of equiva-

lent circuits accurately validates the passivity of a macromodel without needing to construct

Hamiltonian matrix, and overcomes the numerical difficulties associated in determining the

imaginary eigenvalues of Hamiltonian matrices. All the zero detecting methods to assess

passivity can successfully detect zeros of higher order systems with a varying range of zeros.

The DC extrapolation method developed in Chapter 4 allows us to estimate the frequency

response beneath the lowest available frequency sample of a model. Passivity is ensured in

the extrapolated frequency response which facilitates transient simulation.

6.3 Future Work

There are few points highlighted here that can be topics of future research. The passivity

verification and enforcement method developed in Chapter 2 is applicable to single port

systems. The method can be further developed for multiport systems. This method is

based on minimally changing the magnitude response. So, a topic of potential future work

can be enforcing passivity by minimally changing both magnitude and phase responses.

The cost effectiveness of the developed methods can be further compared with the existing

commercially available passivity verification and enforcement methods.

In conclusion, this thesis can serve a significant role in the research field of passivity

verification and enforcement. If these issues are addressed properly, more developments can

be achieved for verifying and enforcing passivity of signal power integrity models.
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