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Evaluation of simple quantile estimation functions for modeling forest diameter distributions
in even-aged stands of interior Douglas-fir
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diameter distributions in even-aged stands of interior Douglas-fir. Can. 1. For. Res. 23: 2376-2382.

The method of percentiles usually involves simultaneously solving equations for probability distribution parameters as
functions of sample-based estimates of the appropriate quantiles. Eight simple distribution-free methods for estimating
quantiles from sample-based order statistics were evaluated empirically using even-aged Douglas-fir (Pseudotsuga menziesii
var. glauca (Beissn.) Franco) diameter distributions from the Inland Northwest. Two methods, calculated by weighting
adjacent order statistics. consistently gave the best results for both the Weibull and Johnson's So distributions. Certain
distributional shapes were also evaluated to determine if they influenced the quantile estimation method. Although some
influence was detected. the best methods were usually best across all categories.

NEWBERRY. J.D" MOORE. J.A., et ZHANG, L. 1993. Evaluation of simple quantile estimation functions for modeling forest
diameter distributions in even-aged stands of interior Douglas-fir. Can. J. For. Res. 23 : 2376-2382.

La methode des percentiles est habiluellement impliquee simultanement dans la solution d'equations pour des parametres
de fonction de probabilites comme fonction des estimations echantillonnales des quantiles appropries. Huit methodes simples
de distribution pour l'estimation des quantiles en utilisant des statistiques d'ordre echantillonnales ont ete eval~ees empirique­
ment it partir des distributions de diametres de sapins de Douglas (Pseudolsuga menziesii var. glauca (Beissn.) Franco)
equienne du Nord-Ouest interieur. Deux methodes, calculees par les statistiques d'ordre adjacents ponderes ont donne les
meilleurs resultats, de fa~on consistante. pour les deux distributions de Weibull et de Johnson So. Cenaines formes de
distribution ont ete aussi evaluees pour determiner si elles influen~aient la methode d'cstimation du quantile. Meme si une
certaine influence a ete detectee. les meilleures methodes etaient generalement les meilleures. toute categorie.

[Traduit par la redactionl

Introduction
Probability distributions are often used to describe the fre­

quency distribution of tree breast-height diameters in forest
stands. These distributions can take on a variety of shapes and
typically can be described as nonsymmetric (either positively
or negatively skewed). Although many different distribution
functions have been used. the Weibull and Johnson's S8 dis­
tributions have probably received the most attention in the
forestry literature.

The method of percentiles or quantiles is one of several
methods used to estimate the parameters of these probability
distributions. Percentile parameter estimation involves solving
equations for the distribution parameters as functions of one
or more estimated quantiles. which can be derived as func­
tions of the sample-based order statistics. Several distribution­
free methods have been proposed for estimating the quantiles.
The purpose of this study was to compare and evaluate several
of these sample quantile estimators in the process of modeling
forest diameter distributions with either the Weibull or John­
son's S8 distributions for even-aged Douglas-fir (Pselldotsllga
menziesii var. glauca (Beissn.) Franco) stands in the Inland
Northwest.

Quantile estimation functions
Let X be a continuous random variilble and let XI. X2' ....

XII be a sample of size II from X. Let F(x) be the fraction of
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XI. X:! • .... XII less than or equal to some value x. Further. let
x(I). X(2) • .... X(II) be the sample-based order statistics such that
x(I) SX(2) S ,., S X(II)' Based on these assumptions, the sample­
based functions used to estimate the pth (0 < p < 1) quantile
are given in Table 1, The notation and naming conventions
used in Table 1 follow those in the UNIVARIATE procedure
(SAS Institute Inc. 1985) and Parrish (1990).

Most of the estimators. YI • f 2• f 3• fs, f6• and f 7 are based
on either x(j) and (or) x(j+ I) where np = j + g,j and g are the
integer and decimal portions of np. respectively. The estimate
of fl for the pth quantile as discussed by Parzen (1979) is the
weighted average. based on g. of the order statistics on either
side of the point np. This method was used by Bailey et aI.
(1981) in the process of estimating parameters of the Weibull
distribution for modeling diameter distributions of thinned
slash pine (Pinus elliottii Engelm.) plantations. Methods f 2•

f), f 6• and Y7 utilize a single order statistic as the quantile
estimate. The f 2 method of estimating the pth quantile is the
order statistic closest to np. Method f 3• also discussed by
Parzen (1979) and used by Dubey (1967). can be described
as the smallest value of x such that Fcx) ~ p. Method f 7 can
g,enerally be described as the smallest value of X such that
F(x) > p and method f 6 qlO generally be described as the larg­
est value of x such that F(x) S p. Minor exceptions to these
descriptions of f 6 and f 7 do occur at the extremes of the
distribution. Zarnoch and Dell (1985) and Shiver (1988) esti­
mated parameters of the Weibull distribution for stand diam­
eter distributions using f 6• Csorg6 and Revesz (1978) and
David (1981) defined the plh quantile a{tel: Yi . Method Ys's



TABLE I. Quantile estimators of the pth quantile
from a sample of size n

YI = (I - g)x(j) + gxu+ I)

Y2 = xl}) if g < 0.5
=Xlj+ I) if g ~ 0.5

Y3 =xU) if g = 0
=xlj+l)ifg>O

Y4 =(l-h)Xll) + hX(l+ I)

Ys = (xli) + Xlj.l) if g = 0
2

=Xu ... I) if g > 0
Y6 = xU)

Y7 = XU+ I)

Ys = (0.5 + i - np)x(i) + (0.5 - i + np)x(j + I)

NOTE: xli) is mejth orderslalistic: np =j + g andj = (lip):
(II + I)p = k + hand k = 1(11 + I)p]: and i = [lip + 0.51.
where fa J is me greatest integer Sa.
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TABLE 2. Summary characleristics of the 92 managed
Douglas-fir installations from the Inland Northwest

DBH
distribution Minimum Median Maximum

Mean (in.) 5.41 9.74 15.39
n 22 45.5 145
Coefficient of

variation (%) 11.9 26.5 52.1
Skewness -0.790 0.285 1.590
Kurtosis -1.210 -0.380 6.510

t(x,-x»)
Non: Skewness = n.s) • for j = I. 2..... n

. t(xj - x)'
KurtoSIS = 11$' _ 3' for j = 1,2..... 11

where J is me sample standard deviation. x is me sample mean. and II

is me sample size.
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estimate of the pth quantile is similar to Y7 except that an
average of xU) and xU+ I) is used when g =O. This is the
definition used for the pth quantile in Conover (1980).

Methods Y4 and Yg estimate the pth quantile as the weighted
average of adjacent order statistics as does YI • Method Y4•

mentioned by Harrell and Davies (1982) as a "traditional"
quantile estimator. weights the order statistics around the
point (n + 1)p. while Yg weights the order statistics around
np + 0.5. Parzen (1979) indicated that Yg should provide good
quantile estimates under conditions of small sample sizes and
symmetric distributions.

Using the equations from Table I. seven of the eight quan­
tile functions can be ranked according to the relative value of
their estimates. It can be shown. for g =O. that YI =Y2 =Y3=
Y6 < Ys = Yg < Y7; for 0 < g < 0.5. that Y2 = Y6 < YI < Yg <
Y3 =Ys =Y7; for 0.5 ::;; g < 1.0. that Y6 < Y1 < Y2 =Y3 =Ys=
Y7 ::;; Yg. Method Y4 cannot be so easily characterized. In
addition to g. the ranking of Y4 depends on p. In general. for
a given value of g. the value of Y4 increases (or at least does
not decrease) as p increases.

Parrish (1990) compared 10 methods for estimating quan­
tiles for normal distributions. eight of which are evaluated in
this study. The best estimators were Yg and an estimator
(Parrish's Y9) calculated as the weighted average of all sample
order statistics. This estimator has much greater computational
requirements than does Ys. and Parrish concluded this may
make Yg the most practical. We chose to evaluate only those
estimators that are relatively simple and easy to calculate.

Materials and methods
Data base description

The data used to evaluate the quantile estimation methods
were obtained from 92 installations eStablished by the Inter­
mountain Forest Tree Nutrition Cooperative. The geographic
regions covered by these installations are central and north­
eastern Washington. northeastern Oregon. northern and central
Idaho. and western Montana. These installations were estab­
lished in even-aged and single-species Douglas-fir stands to
test effects of nitrogen fertilization regimes and represent a
broad range of second growth conditions. Most stands had
been thinned 5-12 years prior to installation establishment.
Each installation consists of six plots. two of which received
no fertilization treatments. Plot sizes ranged from 0.1 to

0.2 acres (l acre =00405 hal. The trees from the two control
plots were combined for the purposes of this analysis. All
trees were measured for diameter at 4.5 feet (I ft =0.305 m)
above ground level (DBH) to the nearest 0.01 inch. Table 2
summarizes some important characteristics of these installa­
tions. A more complete description of these data is given by
Moore and others (1983).

Methods
The three-parameter Weibull distribution (Weibull 1951)

has a probability density function (PDF) as follows:

(e)(x a)<'-I [(x a)C]f(x) = b T exp - T
for a ::;; x < 00

= 0 elsewhere

where x is the Weibull random variable. a is the location
parameter (a ~ 0 and x ~ a). b is the scale parameter (b > 0).
and c is lhe shape parameter (c > 0). We used the method
proposed by zanakis (1979) to estimate the three parameters
using percentiles. This method utilizes x(l). x(2). and X(II) to
estimate lhe location parameter (a):

,
~ X(1)X(II) - X(2)
a =

x(I) + X(II) - 2X(2)

if X (2) -x(I) <X(II) -x(2); otherwise a=x(I)' Th~ scale param­
eter (b) is estimated from the relationship a+ b =X63• where
X63 is the 63rd percentile of the Weibull distribution. The
shape parameter (e) is then estimated as

[
In(l - 0.97)]

In In(l - 0.17)

In[X9
7 - ~]

X17 - a

where X17 and X97 are the 17th and 97th percentiles. respec­
tively. of the Weibull distribution. Dubey (1967) showed the
17th and 97th percentiles provided the asymptotically most
efficient estimate of e. Shiver (1988) and zarnoch and
Dell (1985) used this parameter estimation method in their
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TABI.E 3. Average differences among eight quantile estimation methods for the 17th.
50th. 63rd. 95th. and 97th percentiles for 92 managed Douglas-fir installations

AverJ,ge difference for percentile (in.)

Difference 17 50 63 95 97

Y. - Y2 0.01946 -0.03663 -0.01337 0.013 59 -0.01739
Y. - Y3 -0.109 89 -0.03663 -0.063 IS -0.27446 -0.27000
Y. - Y4 -0.03793 -0.07163 -0.08902 -0.58152 -0.89717
Y. - Ys -0.10989 -0.07163 -0.06315 -0.29935 -0.27000
Y. - Y6 0.11109 0.03543 0.08272 0.21217 0.34076
YI - Y7 -0.10989 -0.10728 -0.06315 -0.32435 -0.27000
YI - Yg -0.10978 -0.07163 -0.06935 -0.28217 -OA2511
Y2 - Y3 -0.12935 0.00000 -0.04978 -0.28804 -0.25261
Y2 - Y4 -0.05739 -0.03500 -0.07565 -0.59511 -0.87978
Y2 - Ys -0.12935 -0.03500 -0.04978 -0.31293 -0.25261
Y2 - Y6 0.09163 0.072 07 0.09609 0.19859 0.358 15
Y2 - Y7 -0.12935 -0.07065 -0.04978 -0.33793 -0.25261
Y2 - Yg -0.12924 -0.03500 -0.05598 -0.29576 -OA0772
Y3 - Y4 0.07196 -0.03500 -0.02587 -0.30707 -0.62717
Y3 - Ys 0.00000 -0.03500 0.00000 -0.02489 0.00000
Y3 - Y6 0.22098 0.07207 0.14587 0.48663 0.61076
Y.l - Y7 0.00000 -0.07065 0.00000 -0.04989 0.00000
Y3 - Yg 0.00011 -0.03500 -0.00620 -0.00772 -0.15511
Y4 - Ys -0.07196 0.00000 0.02587 0.28217 0.62717
Y4 - Y6 0.14902 0.10707 0.111 74 0.79370 1.23793
Y4 - Y7 -0.07196 -0.03565 0.02587 0.25717 0.62717
Y4 - Yg -0.07185 0.00000 0.01967 0.29935 0.472 07
Ys - Y6 0.22098 0.10707 0.14587 0.511 52 0.610 76
Ys - Y7 0.00000 -0.03565 0.000 00 -0.02500 0.00000
Ys - Ys 0.000 11 0.00000 -0.00620 0.017 17 -0.15511
Y6 - Y7 -0.22098 -0.14272 -0.14587 -0.53652 -0.610 76
Y6 - Yg -0.22087 -0.10707 -0.15207 -0.49435 -0.76587
Y7 - Ys 0.000 11 0.03565 -0.00620 0.04217 -0.155 11

where r is the empirical CDF and x (i) is the ith order statistic
from a sample of size 11. This definition was recommended

and 95th percentiles, respectively. from the standard normal
distribution. Knoebel and Burkhart ( 1991 ) used x (I) - 0.5 and
x(,,) - x(1) + 1.5 to independently estimate the minimum and
range. respectively. We. therefore. chose the 50th and 95th
percentiles to estimate the two shape parameters given
Knoebel and Burkhart's estimates of the minimum and range.

The first step in our analysis was to estimate the 17th. 50th.
63rd, 95th, and 97th percentiles for each of the 92 installa­
tions using each of the eight sample quantile functions. For
each percentile and installation, pairwise differences and pair­
wise absolute differences were calculated among all eight
quantile estimates. These differences were averaged over all
92 installations for comparison and evaluation.

Next. using the appropriate percentiles and estimates for
the minimum and range as discussed above. we estimated the
parameters of both the Weibull and S8 distributions for each
installation by the method of percentiles. The predicted cumu­
lative distribution function (CDF using the parameters esti­
mated by the method of percentiles) was then compared with
the empirical CDF at each sample diameter for each installa­
tion. Our definition of the empirical CDF was

evaluation of different estimation methods for the Weibull
distribution.

The PDF of the Johnson' s S8 distribution (Johnson 1949)
can be expressed as

I(x) =[~J( (x - E)(E'\ A - x) )

x exp{-1[y + 8 In(E : ~ ~ x )r}
for E < x < E + A

= 0 elsewhere

where x is the SB random variable. A and 8 > O. -00 < E < 00.

and -00 < y < 00. The choice of percentiles for estimating the
parameters of the SB distribution is not clear. Typically. the
two shape parameters (rand 8) have been estimated following
independent estimates of the minimum (E) and range (A)
parameters (see for example. Knoebel and Burkhart (1991)
and Newberry and Burk (1985». Both of these studies used
the 50th and 95th percentiles to estimate the two shape param­
eters using the following system of equations:

Z50 = .y + 8X~i()

Z95 = .y + 8X95

where X50 and X95 are the 50th and 95th percentiles. respec­
tively. from the SB distribution and Z50 and Z95 are the 50th

. I
r - -

F'(x(i) =-~.
11+-

3

for I S; i S; 11
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TABLE 4. Average absolute differences among eight quantile estimation methods for the
17th. 50th. 63rd. 95th. and 97th percentiles for 92 managed Douglas-fir installations in

the Inland Nonhwest

Average absolute difference for percentile (in.)

Difference 17 50 63 95 97

Y\ - Y2 0.06098 0.03663 0.03641 0.109 89 0.12674
Y, - Y3 0.10989 0.03663 0.06315 0.27446 0.27000
Y. - Y4 0.03793 0.07163 0.08902 0.58] 52 0.89717
Y, - Ys 0.10989 0.07163 0.063 15 0.29935 0.27000
Y\ - Y6 0.11109 0.03543 0.08272 0.21217 0.34076
Y. - Y7 0.10989 0.10728 0.06315 0.32435 0.27000 .
Y. - Y~ 0.10978 0.Q7163 0.06935 0.28217 0,425 II
Y2 - Y3 0.12935 0.00000 0.04978 0.28804 0.25261
Y2 - Y4 0.07565 0.03500 0.07565 0.595 II 0.87978
Y2 - Ys 0.12935 0.03500 0.04978 0.31293 0.2526]
Y2 - Y6 0.09163 0.07207 0.09609 0.19859 0.358 15
Y2 - Y7 0.12935 0.07065 0.04978 0.33793 0.25261
Y2 - Yg 0.12924 0.03500 0.05598 0.29576 0,40772
Y3 - Y4 0.08022 0.03500 0.04087 0.30707 0.62804
YJ - Ys 0.000 00 0.Q3500 0.00000 0.02489 0.00000
Y3 - Y6 0.22098 0.072 07 0.14587 0.48663 0.610 76
Y3 - Y7 0.000 00 0.07065 0.00000 0,(>4989 0.000 00
Y.1 - Yg 0.04946 0.03500 0.03228 0.172 28 0.298 15
Y4 - Ys 0.08022 0.00000 0.04087 0.28217 0.62804
Y4 - Y6 0.14902 0.10707 0.171 74 0.793 '/0 1.23793
Y4 - Y7 0.08022 0.03565 0.04087 0.26217 0.62804
Y4 - Yg 0.07185 0.00000 0.01967 0.29935 0,472 07
Ys - Y6 0.22098 0.10707 0.14587 0.51152 0.610 76
Ys - Y7 0.00000 0.03565 0.00000 0.Q2500 0.00000
Ys - Yg 0.04946 0.00000 0.03228 0.14739 0.29815
Y6 - Y7 0.22098 0.14272 0.14587 0.53652 0.61076
Y6 - Ys 0.22087 0.10707 0.15207 0.49435 0.76587
Y7 - Yg 0.04946 0.03565 0.03228 0.172 39 0.29815

by Hoaglin et al. (1983) since it closely approximates the
median of the distribution of X(I) for any continuous distribu­
tion where X(i) is the random variable associated with x(i). The
1/3 in the numerator and denominator is used to ensure that
x(n) is not considered the largest population value. The differ­
ence between the estimated cumulative probabilities of the
empirical and predicted distribution functions was calculated
at each sample diameter observation in an installation. The
average difference. average absolute difference. and maximum
difference were then determined for each installation. These
differences were averaged over all installations to determine
which quantile estimation method had the least error.

We divided the installations into three categories and repeated
the comparisons of the empirical and predicted distribution
functions in an attempt to assess whether certain distributional
shapes affect the choice of the quantile estimation function.
To this end. installations were categorized by the amount and
direction of distribution skewness. We used the skewness
classes of less than -0.20. -0.20 to 0.20. and greater than
0.20. Although the choice of these classes is somewhat arbi­
trary. it does separate the more highly negatively skewed
distributions from the more highly positively skewed distri­
butions and provides at least 10 installations in each category.

Results
The 17th. 50th. 63rd. 95th. and 97th percentiles were esti­

mated using each of the eight quantile functions. Tables 3 and
4 show the pairwise differences and pairwise absolute differ-

ences. respectively. among the eight quantile estimates aver­
aged over all 92 installations for each percentile. As we would
expect from our earlier analytical evaluations of the functions
in Table I. most of the average differences (relative to the
absolute differences) are in a particular direction (bias). The
differences among methods are. in general. greatest in the tails
of the distributions. Method Y6 estimates are most different
from the other methods for all five percentiles. For the 17th
percentile. the largest difference is 0.22 inches (I inch =
2.54 cm) between Y6 and Y3• Ys• and Y7• Methods Y6 and
Y7 have the largest difference of 0.14 inches for the 50th
percentile. For the 63rd. 95th. and 97th percentiles. Y4 and
Y6 have the largest differences of 0.17,0.79, and 1.24 inches.
respectively.

For estimating the median. Y2 and Y3 provide the same
estimate in all cases. This follows since Y2 and Y3 equal x(j)

for g =0 (n even) and x(j+ I) for g =0.5 (n odd). Methods
Y4, Ys, and Yg which give identical estimates of the median are
the only methods, out of the eight evaluated, which produce
median estimates consistent with the traditional definition.

Methods Y3• Ys• and Y7 yield the same estimates for the
17th. 63rd. and 97th percentiles since g '¢ 0 for these percen­
tiles and number of sample observations. This implies these
three methods will lead to the same parameter estimates for
the Weibull distribution using the method of percentiles.
However. estimates of the 50th and 95th percentiles are dif­
ferent among methods Y3, Ys, and Y7 and result in different
parameter estimates for the Sil distributions.
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FIG. 1. Average differences (ll), average absolute differences (b), and average maximum differences (c) between the empirical and predicted
Weibull distribution functions for eight quantile estimation methods. Lines between points are used for ease of interpretation and do not indicate
trends between points.

After the percentiles were estimated by each of the eight
methods for each installation, the parameters of the Weibull
and So distributions were estimated using the method of per­
centiles as outlined previously. The empirical cumulative dis­
tribution function r (x) was compared with the predicted
cumulative distribution function at each sample diameter for
all installations. Average differences, average absolute differ­
ences, and average maximum differences were determined
over all installations. Figures I and 2 provide the results of
the comparisons for the Weibull and S8 distributions, respec­
tively. These tables include comparisons for all 92 installa­
tions: 10 installations with negatively skewed distributions,

33 approximately symmetric distributions, and 49 installa­
tions with positively skewed distributions.

Weibu// distribution
In general, methods Y. and Y2 have the smallest average

differences across all four categories of comparison. Method
Y6 has the smallest average differences when the empirical
distributions are approximately symmetric. The quantile
methods with the largest average differences are usually the
identical estimators; Y~, Ys, and Y7, although they perform
somewhat better with the positively skewed distributions. All
methods except Y6 show less bias associated with the estima-
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Ii FIG. 2. Average differences (a). average absolute differenccs (bl. and a\'emge maximum differences (e) betwccn the empirical and predicted
S8 distribution functions for eight quantile estimation methods. Lines between points are used for ea~e of intcrpretation and do not indicate
trends between points.

tion of skewed distributions. In general. the methods that
average adjacent order statistics. Y•• Y.j. and Yll have the least
average absolute differences between the empirical and pre­
dicted Weibull cumulative probability distributions. Method
Yg has the smallest average absolute difference across all
categories. Methods Y. and Y.j perform well exccpt for the
negatively skewed situations. Method Y6 has the largest
average absolute differences. All estimators. on average.
perform the poorest with the negatively skewed distributions
for absolute differences.

For average maximum differences. Y. and Yll again provide
the smallest valucs across most categories of comparison.

Method Y2 also has small average maximum differences in all
categories except when the distributions are approximately
symmetric. Methods Y.j and Y6 have the largest differences
across most categories. As with the absolute differences. the
maximum differences decrease from the negatively skewed
to the positively skewed distributions.

Method Y. consistently had the smallest values across all
types of differences and categories evaluated of the methods
that always averaged adjacent order statistics. Method Yll per­
formed as well as Y1 except for larger average differences.
Mcthod Y4 was quite inconsistent. Method Y2 consistently had
the smallest differences and Y6 had the largest differences for
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those methods utilizing only one order statistic. In general,
shape of the distribution did not greatly affect the ranking of
the quantile estimation methods for the Weibul1 distribution.

5H distribution
Methods Y., Y2, and Y3 have the smal1est average differ­

ences between the empirical and predicted S n cumulative
distribution functions for the eight quantile estimation
methods. The three methods performed poorly with positively
skewed distributions.

The largest average differences were obtained with Y.. and
Y,. Recall that percentiles used to estimate the Sn parameters
in this study do not lead to identical distributions for methods
Y3, Ys, and Y,. All methods had more bias with the symmetric
distributions than with either negatively or positively skewed
distributions. Methods YI , Y2, and Yll have the smallest average
absolute differences with Yll being the most consistent across
all categories. Methods Yt and Y2 have larger differences with
the negatively skewed distributions as well as Y2 with the
symmetric distributions. The largest average absolute differ­
ences were associated with methods Y.. and Y" although Y..
does quite well with negatively skewed distributions. Methods
YI , Y6, and Yg were best with respect to average maximum
differences. Again there was at least one category where the
perfonnance of each of these methods declined. Methods Y2
and Y3 produced the largest average absolute differences. As
with the Weibull distribution the estimators performed better
with the symmetric and positively skewed distributions.

For the S8 distribution, YI outperfonns the other methods.
Methods Y2 and Yg also have smaller differences. Similar to
its performance with the Weibull, Y6 has larger average dif­
ferences than most of the other methods. Method Y2 did poorly
for the average maximum differences. Methods Y.. and Y, had
the poorest performances for the Sn distribution. Similar to
the results for the Weibull, the selection of the best quantile
estimation method did not vary greatly with empirical dis­
tributional shapes; however, results were more variable for
the Sn distribution. Usually, the best overall methods had at
least one category with poorer than average differences.

Discussion and conclusions

The quantile estimation methods that performed best in this
evaluation were those that, in some manner, averaged two
adjacent order statistics. Methods Y1 and Yll performed quite
well for both the Weibull and S8 distributions. Method Yg

almost always had larger average differences than did Yt• The
results for YI were slightly more variable across the categories
evaluated than Ys. As we discussed earlier, Ys is consistent
with the traditional definition of the median; Y1 is not. Parzen
(1979) suggested Ys should work well for symmetric distri­
butions and Parrish (1990) lends evidence to this assertion.
Our evaluation suggests both methods work well for nonsym­
metric situations.

With the exception of average maximum differences for the
Sn distribution, method Y2 performed best of the methods
using one order statistic in their calculation. However, results
for Y2 were more highly influenced by distribution shape cat-

egories. Method Y6 did not perform as well with the Weibull
distribution as with the Sn distribution.

Our results show Y. and Yg are the best methods evaluated
for estimating quantiles from our sample-based order statis­
tics. It is our hope these results will be tested on other popu­
lations and the theoretical properties of these estimators will
be evaluated for the types of distributions commonly found
in forestry. We see no reason, however, why our results should
not apply to situations with similar distributions.
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